International Conferences on

Y | Wind Turbine Noise

11" Edition of the
International Conferences on

Wind Turbine Noise

Copenhagen, Denmark — 10" to 13 June 2025

CONFERENCE
PROCEEDINGS




International Conferences on

Wind Turbine Noise

WTN2025

11tP edition of the International Conferences on
Wind Turbine Noise

June 10-13, 2025

Copenhagen, Denmark

Editor: Franck Bertagnolio
Publisher: DTU Wind Energy (Technical University of Denmark)

All views and claims expressed in the articles
are the sole responsibility of the respective authors

Copyright (© 2025, DTU Wind
All rights reserved by
DTU Wind and Energy Systems

DTU Wind Energy E-0258
ISBIN: 978-87-87335-86-7
DOI: https://doi.org/10.11581/08042886-dea0-4511-b4bd-6c5403125735



International Conferences on

Wind Turbine Noise

Foreword
This document is reporting the 111 edition of the International Conferences on Wind Turbine
Noise series, including all final articles as proceedings.

The conferences has been running every second year since 2005 with INCE/Europe as the organ-
ising institution. Starting this year, DTU Wind is taking over the organisation. The host city for
this 2025 edition is naturally Copenhagen.

Each edition of the conferences has been a central point for people from over the world to discuss
this topic sensitive to the public, and thereby the deployment of wind energy in the landscape.

A total of 44 articles and oral presentations spanning a variety of research, industrial and societal
topics are presented this year. In addition, 4 Open Forums in the form of a panel discussion
followed by interaction with the audience, are organized. These should provide a better status
of our knowledge — or lack thereof — on specific aspects of wind turbine noise. The conference is
concluded by a technical visit of the Poul La Cour wind tunnel at DTU-Risg campus.

We hope that you enjoyed your time in Copenhagen and gained a comprehensive overview of
current knowledge and on-going activities in the field of wind turbine noise, which are the primary
goals of the conference.

Hopefully, see you at the next edition in 2017!

Franck Bertagnolio
Chair of the Organizing Committee
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Conference program

The conference spanned over four days. The first three days took place at the Scandic Kgdbyen
hotel (Copenhagen). The last day took place at DTU-Ris¢ campus (Roskilde) in the Niels Bohr
auditorium in the morning, followed by the technical visit of the Poul la Cour wind tunnel in the
afternoon.

The following four pages contain the full conference schedule.



DAY 1 Tuesday 10 (morning)
Registration desk opens at 09:00

Conference start 09:00-10:15
09:00- Registration and Coffee

09:50

09:50- Foreword: Dick Bowdler

10:15 Welcome speech: Christian Bak (DTU, Professor, Head of the Poul la Cour Wind Tunnel, Head of Section)

Session 1 - Blade and airfoil noise I (Chair: Michaela Herr) 10:20-12:00
10:20- On the detection of vortex generator noise influence using beamforming in a large aeroacoustic wind tunnel
10:40 Gelot, Matthieu Abstract #5 (ID: 337)
10:40- Aeroacoustic investigation of leading edge erosion in a wind tunnel
11:00 Lylloff, Oliver Abstract #13 (ID: 347)
11:00- Multi-Scale Turbulence Structures in Grid-Generated Turbulence for Leading Edge Noise Prediction
11:20 Sharma, Sparsh Abstract #31 (ID: 865)
11:20- Investigation of acoustics inside wind turbine blades and how it effects the outside
11:40 Schneider, Lukas Abstract #21 (ID: 855)
11:40- Modifications to BPM model to incorporate trailing edge noise reduction by porous add-ons
12:00 Caboni, Marco Abstract #15 (ID: 349)

Lunch Break 12:00-13:00

DAY 1 Tuesday 10 (afternoon)

Session 2 - Blade and airfoil noise II  (Chair: Oliver Lylloff) 13:00-13:40
13:00- A Native GPU CFD solver to predict trailing edge noise of wind turbine blades
13:20 Reese, Hauke Abstract #36 (ID: 371)
13:20- Turbulent boundary layer trailing-edge noise reduction with permeable blade extensions at full-scale conditions
13:40 Hartog, Friso Abstract #44 (ID: 887)

Session 3 - Rotor noise models I (Chair: Oliver Lylloff) 13:45-14:45
13:45- A High-Fidelity, Multi-Disciplinary Framework for Wind Turbine Aero-acoustic and Vibro-acoustic Noise Re-
14:05 duction

van der Velden, Wouter Abstract #3 (ID: 833)
14:05- Aeroacoustic investigation into the X-Rotor vertical-axis wind turbine using lattice-Boltzmann very large eddy
14:25 simulation (LB-VLES)

Wu, Yan Abstract #27 (ID: 361)
14:25- Design and Validation of Trailing-Edge Serration to achieve 3dB Reduction of Wind Turbine Noise
14:45 Kamruzzaman, Mohammad Abstract #10 (ID: 344)

Coffee Break 14:45-15:15

Session 4 - Rotor noise models II (Chair: Cordula Hornung) 15:15-16:15
15:15- Validation of a wind turbine noise high-frequency prediction tool
15:35 Gimeno Garcia, Andres Abstract #24 (ID: 358)
15:35- Investigation of individual pitch control for infrasound noise reduction from wind turbines
15:55 Shah, Anik Hirenkumar Abstract #17 (ID: 351)
15:55- Blade-tower interaction noise prediction using a simplified 2D vortex model
16:15 Bertagnolio, Franck Abstract #37 (ID: 372)

Session 5 - Tonalities (Chair: Cordula Hornung) 16:20-17:00
16:20- Comparing Narrow-Band and 1/3-Octave Band Methods for Detecting Tonal Wind Turbine Noise
16:40 Boon, Jaap Abstract #12 (ID: 846)
16:40- A feasibility study on Neural Networks for Rating Prominent Tones in Noise
17:00 Sendergaard, Lars Sommer Abstract #19 (ID: 853)

Reception at Copenhagen City Hall 18:00-19:00



DAY 2 Wednesday 11 (morning)
Registration desk opens at 08:30

Session 6 - Low-frequency noise (Chair: Carlo Di Napoli) 09:00-10:20
09:00- Wind turbine infrasound propagation over long distance

09:20 Crozier, Steven Abstract #1 (ID: 331)
09:20- Long term low frequency noise measurements near wind park

09:40 Dijkstra, Mike Abstract #6 (ID: 338)
09:40- The effects of low frequency noise considering the real complainants and real sites, and methodology for surveys
10:00 of residents and development of mobile devices for good understanding on sound at wind turbine sites.

Yamada, Shinji Abstract #8 (ID: 842)
10:00- Acoustic Profiling of Infrasound and Audible Emissions from Wind Turbines: Field Measurements in Northern
10:20 Sweden
Chilo, José Abstract #43 (ID: 385)

Coffee Break 10:20-11:00
Session 7 - Noise mitigation (Chair: Mark Bastasch) 11:00-12:00
11:00- Production Optimized Noise Curtailment on Wind Farms

11:20 Sgrensen, Thomas Abstract #4 (ID: 335)
11:20- Impact of a Novel Flexible Serrated Trailing Edge in the Reduction of Far-Field Wind Turbine Noise

11:40 Church, Ryan Abstract #25 (ID: 359)
11:40- A comparison of turbine mitigation methods to achieve an ‘n’ decibel reduction in sound power level

12:00 Marshall, Kira Abstract #29 (ID: 363)
Lunch Break 12:00-13:00
DAY 2 Wednesday 11 (afternoon)
Session 8 - Noise assessment I (Chair: David Ecotiére) 13:00-14:40
13:00- Frequency Content of Measured Wind Farm Noise Levels and Band-Limited Regressions

13:20 Levet, Tom Abstract #28 (ID: 862)
13:20- Experimental validation of a prediction model of wind turbine noise variability

13:40 Kayser, Bill Abstract #33 (ID: 367)
13:40- Long-term Wind Farm Noise assessment over different meteorological conditions

14:00 Lowe, Krispian Abstract #39 (ID: 875)
14:00- Unwanted event removal and background noise characterization in wind turbine noise

14:20 Fredianelli, Luca Abstract #40 (ID: 876)
14:20- Procedure for predicting noise impact of new and repowered wind farms

14:40 Bernardini, Marco Abstract #41 (ID: 380)
Coffee Break 14:40-15:10
Session 9 - Propagation (Chair: Luca Fredianelli) 15:10-15:50
15:10- Numerical investigation of noise propagation in wind farms and the influence of wind turbine layouts

15:30 Colas, Jules Abstract #18 (ID: 852)
15:30- Developing a coastal sound speed profile for propagation models

15:50 McKeown, Eugene Abstract #42 (ID: 382)

Open forum #1 - Wind Turbine Noise Prediction:

Status and What needs to be improved 16:00-17:00
16:00- Moderator /Introduction by:
16:10 Damiano Casalino (TU Delft)

16:10- Panelists:
17:00 Michaela Herr (DLR), Fabrice Junker (EDF renouvelables), Mohammad Kamruzzaman (Enercon), Stefan
Oerlemans (Siemens Gamesa), Erik Sloth (Vestas)




DAY 3 Thursday 12 (morning)

Registration desk opens at 09:00

Session 10 - Noise assessment II (Chair: Krispian Lowe) 09:00-10:40
09:00- Examining the Effects of Atmospheric Parameters on Sound Power Level Measurements from Wind Turbines:
09:20 Findings from Parallel Measurements in the IEC 61400-11 Reference Position and Extended Distances

Christensen, Niels Frederik Abstract #34 (ID: 368)

09:20- An investigation of immission spectrum resulting from increasing turbine rotor diameter

09:40 Garnett, Merlin Abstract #30 (ID: 364)

09:40- Estimating wind turbine noise in Swedish national noise map over green areas

10:00 Ogren, Mikael Abstract #16 (ID: 850)

10:00- Measurement of directivity patterns of a commercial wind turbine under yaw offset

10:20 Finez, Arthur Abstract #20 (ID: 354)

10:20- Acoustic and SCADA data for the wind turbine noise level estimation

10:40 Rkhiss, Abdelazyz Abstract #26 (ID: 360)
Coffee Break 10:40-11:10
Session 11 - Perception and annoyance I (Chair: Eoin King) 11:10-12:10

11:10- Perceived noise impact of transitioning towards larger wind turbines using auralisations

11:30 Pockelé, Josephine Siebert Abstract #9 (ID: 843)

11:30- Psychological and physiological responses to amplitude-modulated low-frequency sounds

11:50 Matsuda, Hiroshi Abstract #32 (ID: 366)

11:50- How do Residents Experience Wind Turbine Noise? The Results of a Two-Year Study

12:10 Koppen, Erik Abstract #11 (ID: 345)
Lunch Break 12:10-13:10
DAY 3 Thursday 12 (afternoon)
Session 12 - Perception and annoyance II (Chair: Lars Sgndergaard) 13:10-14:10

13:10- Influence of Ambient Noise in Sound Quality Assessment of Auralised Wind Turbine Noise

13:30 Pockelé, Josephine Siebert Abstract #23 (ID: 857)

13:30- Estimating the effects of Wind Turbine Noise on annoyance and cognitive performance

13:50 O’Hora, Denis Abstract #7 (ID: 340)

13:50- The role of the planning process for wind turbine noise annoyance — results from multiple cross-sectional and

14:10 longitudinal field studies

Miiller, Florian J. Y. Abstract #38 (ID: 374)

Session 13 - Planning (Chair: Lars Sgndergaard) 14:10-14:50
14:10- Prediction Based Noise Limits and Why They Should Not Be Used When Consenting Wind Farms
14:30 Baldwin, Jason Abstract #22 (ID: 356)
14:30- Planning conditions - what should they cover?

14:50 Mackay, James Abstract #35 (ID: 369)
Coffee Break 14:50-15:20
Session 14 - General aspects (Chair: Gavin Irvine) 15:20-16:00

15:20- Overview of the results of the PIBE project (Predicting the Impact of wind turbine noise)

15:40 Ecotiere, David Abstract #14 (ID: 348)

15:40- 20 Years of Turbine Noise

16:00 Bowdler, Dick Abstract #2 (ID: 332)
Open forum #2 - Wind Turbine Noise: What the Industry Needs, What Science Knows,

and What the Public Hears 16:05-17:05

16:05- Moderator /Introduction by:

16:15 Christophe Delaire (Marshall Day Acoustics)

16:15- Panelists:

17:05 Jason Baldwin (TNEI), Calum Cais (OnPath Energy), Madelon Ekelschot-Smink (Arcadis), Duncan Halstead
(Aercoustics), Colin Le Bourdat (ENGIE Green)

Conference dinner at DGI Byen 18:00-22:00




DAY 4 Friday 13 (morning)

Copenhagen to Risp Campus (Niels Bohr auditorium) 9:00-10:00

9:00-
10:00

Bus from Scandic hotel area to Risg Campus
PICK-UP will be in the street in front of hotel - Departure at 9AM SHARP!

Open forum #3 - Sound Characteristics:

Amplitude Modulation and Tonalities 10:00-11:00
10:00- Moderator/Introduction by:
10:10 Matthew Cand (Hoare Lea) & Lars S. Sgndergaard (FORCE Technology)

10:10- Panelists:
11:00 Niels Frederik Christensen (Sweco), Bernd Hellmich (Nordex), Oliver Lylloff (DTU), David Puertollano (En-
ercon/WRD), Seth Roberts (Hayes McKenzie Partnership)

Coffee break 11:00-11:30

Open forum #4 - The Noise We Hear, the Feelings We Hold:
Exploring the Complexity of Wind Turbine Noise Reactions 11:30-12:30

11:30- Moderator /Introduction by:

11:40 Denis O’Hora (University of Galway)

11:40- Panelists:

12:30 Birgit Junker (Statkraft), Florian Miiller (MSH Hamburg), Lars S. Sgndergaard (FORCE Technology)

Lunch break 12:30-13:30
DAY 4 Friday 13 (afternoon)
Technical visit of the Poul La Cour wind tunnel 13:30-14:45
13:30- Introduction by:
13:45 Christian Bak
13:45- Walk from Niels Bohr auditorium to PLC wind tunnel
14:00
14:00- Visit of the Poul La Cour wind tunnel
14:45
Return to Copenhagen 15:00-17:00
15:00- Bus from Risg Campus to Copenhagen

16:30 First stop will be at CPH Airport with an ETA at 16:30!

16:30- CPH Airport to Scandic hotel/Kgdbyen area
17:00
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Conference summary

A total of 44 research articles and 4 open forums provided insight into topics such as technological
noise reduction methods, low-frequency noise, noise assessment, public acceptance, annoyance,
health implications, and the regulatory landscape.

Significant attention was given to technological innovations aimed at reducing noise emissions.
These include refined blade designs (e.g. trailing-edge modifications), and better predictive models
and measurements (e.g. in wind tunnel) to estimate noise sources and sound propagation. Experts
emphasized that quieter turbine technologies and scientific knowledge related to it can enhance
community acceptance without sacrificing efficiency. However, the fact that the size of wind
turbines is continuoulsy growing, inevitably affecting their overall environmental impact, was also
pointed out several times during the conference.

Infrasound exposure and its potential health effects on nearby residents are still regarded as an
ongoing concern. Researchers presented new studies on how low-frequency noise travels, affects
sleep patterns, and possibly contributes to stress or other health symptoms.

Assessment and measurement of wind turbine noise remain complex scientific and regulatory chal-
lenges. Noise is not just about volume: factors such as frequency content, modulation, tonalities,
and weather conditions all influence how noise can be measured and perceived. Presenters ex-
amined various methods used to assess sound levels around wind farms, including real-time mon-
itoring, modeling tools, and newly developed measurement technologies. These assessments are
critical to setting safe noise limits and ensuring wind farms compliance with local regulations.

Importantly, several researchers discussed the limitations of current noise standards, which often
focus on average A-weighted sound levels and may overlook short-term variations or low-frequency
components (or other aspects) that can potentially be more disturbing for residents. This relates
to the above-mentioned importance of assessing noise correctly according to its actual impact on
the environment and humans. There was a growing support for moving toward a more holistic
soundscape approach that includes not only decibel levels but also the overall human experience
of noise in a given environment.

The issues of public engagement and policy, recognizing the importance of transparency during
planning and evidence-based noise immission levels were discussed. The role of non-acoustic fac-
tors, such as visual impact, trust in developers, and possible financial involvement (although this
can also have an opposite effect on acceptance) was also acknowledged in influencing public per-
ception and annoyance levels.

To sum up, WTN2025 reaffirmed the need for a balanced development: expanding wind energy to
combat climate change while ensuring that its implementation respects local communities. As wind
turbines grow in size and their deployment scales up, the conference underscored the importance
of sound science and technology, thoughtful design, and public dialogue in achieving a sustainable
energy future.

11
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Proceedings’ content

The present document contains the collected articles corresponding to the oral presentations deliv-
ered at the conference. The articles are arranged in the order of their original abstract submission
on the conference website.

A list of authors in alphabetical order is provided on the next page. Note that a dynamic link
should be visible for each article (if using a standard PDF file reader). By clicking it, you should be
automatically redirected to the first page of the article transcript in the proceedings. Otherwise,
refer to the 'List of conference articles’ starting on p.[I7] for finding the page number corresponding
to the beginning of each article transcript.

Note that the author names provided in the ’List of authors’ and ’List of conference articles’ do
not necessarily reflect the actual main author of each article. These names are those that were
used initially to upload the abstract on the conference website. The main author is the first one
mentioned in the article transcript itself.

There is no full article (but an extended abstract) for Florian Miiller.

Finally, note that these conference proceedings can be referenced using a DOI (Digital Object
Identifier). The latter can be found at the very beginning of this document. The identifier applies
to the whole conference proceedings. Unfortunately, it proved not practically possible to create
individual DOI’s for each article.

15



International Conferences on

Wind Turbine Noise

List of authors in alphabetic order

Author name

Baldwin
Bernardini
Bertagnolio
Boon
Bowdler
Caboni
Chilo
Christensen
Church
Colas
Crozier
Dijkstra
Ecotiere
Finez
Fredianelli
Garnett
Gelot
Gimeno Garcia
Hartog
Kamruzzaman
Kayser
Koppen
Levet

Lowe
Lylloff
Mackay
Marshall
Matsuda
McKeown
Miiller
O’Hora
Pockelé
Pockelé
Reese
Rkhiss
Schneider
Shah
Sharma
Sendergaard
Sgrensen
Wu
Yamada
van der Velden
Ogren

Paper #

22
41
37
12
2
15
43
34
25
18
1
6
14
20
40
30
)
24
44
10
33
11
28
39
13
35
29
32
42
38
7
9
23
36
26
21
17
31
19
4
27
8
3
16

Paper 1D

356
380
372
346
332
349
385
368
359
352
331
338
348
354
376
364
337
358
387
344
367
349
362
379
347
369
363
366
382
374
340
343
357
371
360
355
351
365
353
335
361
342
333
350

16



International Conferences on

Wind Turbine Noise

List of conference articles

[Paper #1 - ID: 331]- Crozier, Steven
Wind turbine infrasound propagation over long distance ................ ... . ... ... ..., p.

[Paper #2 - ID: 332| - Bowdler, Dick
20 Years of Turbine Noise ......... ... .. . p.

[Paper #3 - ID: 333|- van der Velden, Wouter
A High-Fidelity, Multi-Disciplinary Framework for Wind Turbine Aero-acoustic and Vibro-acoustic
Noise RedUCtion ... ... ... e p-

[Paper #4 - ID: 335|- Sgrensen, Thomas
Production Optimized Noise Curtailment on Wind Farms ............ ... ... ..o ... p-

[Paper #5 - ID: 337|- Gelot, Matthieu
On the detection of vortex generator noise influence using beamforming in a large aeroacoustic
WINA BUNDNEL .« L p.

[Paper #6 - ID: 338| - Dijkstra, Mike

Long term low frequency noise measurements near wind park .............................. p. [77]

[Paper #7 - ID: 340| - O’Hora, Denis
Estimating the effects of Wind Turbine Noise on annoyance and cognitive performance ....p.

[Paper #8 - ID: 342 - Yamada, Shinji

The effects of low frequency noise considering the real complainants and real sites, and methodol-
ogy for surveys of residents and development of mobile devices for good understanding on sound
at wind turbine sItes. . ....... . o p.

[Paper #9 - ID: 343| - Pockelé, Josephine Siebert
Perceived noise impact of transitioning towards larger wind turbines using auralisations .. p.[111

[Paper #10 - ID: 344] - Kamruzzaman, Mohammad
Design and Validation of Trailing-Edge Serration to achieve 3dB Reduction of Wind Turbine Noise

........................................................................................ p. [I30]

[Paper #11 - ID: 345|- Koppen, Erik
How do Residents Experience Wind Turbine Noise? The Results of a Two-Year Study ....p.[151

[Paper #12 - ID: 346[- Boon, Jaap
Comparing Narrow-Band and 1/3-Octave Band Methods for Detecting Tonal Wind Turbine Noise

........................................................................................ p. [L70]

[Paper #13 - ID: 347 - Lylloff, Oliver
Aeroacoustic investigation of leading edge erosion in a wind tunnel ....................... p.

[Paper #14 - ID: 348|- Ecotiere, David
Overview of the results of the PIBE project (Predicting the Impact of wind turbine noise) p. 204

17



[Paper #15 - ID: 349|- Caboni, Marco
Modifications to BPM model to incorporate trailing edge noise reduction by porous add-ons p. [210]

[Paper #16 - ID: 350| - Ogren, Mikael

Estimating wind turbine noise in Swedish national noise map over green areas ............ p.

[Paper #17 - ID: 351]- Shah, Anik Hirenkumar
Investigation of individual pitch control for infrasound noise reduction from wind turbines p.

[Paper #18 - ID: 352|- Colas, Jules
Numerical investigation of noise propagation in wind farms and the influence of wind turbine lay-

0 =P p. 247

[Paper #19 - ID: 353|- Sgndergaard, Lars Sommer
A feasibility study on Neural Networks for Rating Prominent Tones in Noise ............. p- 259

[Paper #20 - 1D: 354]- Finez, Arthur
Measurement of directivity patterns of a commercial wind turbine under yaw offset ....... p.

[Paper #21 - ID: 355|- Schneider, Lukas
Investigation of acoustics inside wind turbine blades and how it effects the outside ........ p-

[Paper #22 - ID: 356[- Baldwin, Jason
Prediction Based Noise Limits and Why They Should Not Be Used When Consenting Wind Farms

........................................................................................ p. [300]

[Paper #23 - ID: 357|- Pockelé, Josephine Siebert
Influence of Ambient Noise in Sound Quality Assessment of Auralised Wind Turbine Noise p.

[Paper #24 - ID: 358|- Gimeno Garcia, Andrés
Validation of a wind turbine noise high-frequency prediction tool ......................... p. [326]

[Paper #25 - ID: 359|- Church, Ryan
Impact of a Novel Flexible Serrated Trailing Edge in the Reduction of Far-Field Wind Turbine

A p. 34]]

[Paper #26 - ID: 360]- Rkhiss, Abdelazyz
Acoustic and SCADA data for the wind turbine noise level estimation .................... p. 358

|Paper #27 - ID: 361|- Wu, Yan
Aeroacoustic investigation into the X-Rotor vertical-axis wind turbine using lattice-Boltzmann
very large eddy simulation (LB-VLES) ... . . p- 1369

[Paper #28 - ID: 362| - Levet, Tom
Frequency Content of Measured Wind Farm Noise Levels and Band-Limited Regressions . p.

[Paper #29 - ID: 363|- Marshall, Kira
A comparison of turbine mitigation methods to achieve an ‘n’ decibel reduction in sound power
Vel p. 401}

[Paper #30 - ID: 364]- Garnett, Merlin
An investigation of immission spectrum resulting from increasing turbine rotor diameter ..p.

18



[Paper #31 - ID: 365|- Sharma, Sparsh
Multi-Scale Turbulence Structures in Grid-Generated Turbulence for Leading Edge Noise Predic-

L9107 0 p. 429

[Paper #32 - ID: 366|- Matsuda, Hiroshi
Psychological and physiological responses to amplitude-modulated low-frequency sounds ..p. 441

[Paper #33 - ID: 367 - Kayser, Bill
Experimental validation of a prediction model of wind turbine noise variability ........... p-

[Paper #34 - ID: 368|- Christensen, Niels Frederik

Examining the Effects of Atmospheric Parameters on Sound Power Level Measurements from Wind
Turbines: Findings from Parallel Measurements in the IEC 61400-11 Reference Position and Ex-
tended DIStances .. ...ttt e p- 456

[Paper #35 - 1D: 369 - Mackay, James
Planning conditions - what should they cover? ......... ... ... ... . . i i, p.

[Paper #36 - ID: 371|- Reese, Hauke
A Native GPU CFD solver to predict trailing edge noise of wind turbine blades .......... p-

[Paper #37 - ID: 372|- Bertagnolio, Franck
Blade-tower interaction noise prediction using a simplified 2D vortex model .............. p. 492

[Paper #38 - 1D: 374|- Miiller, Florian J. Y.
The role of the planning process for wind turbine noise annoyance — results from multiple cross-
sectional and longitudinal field studies .......... .. .. p- [05

[Paper #39 - ID: 375|- Lowe, Krispian
Long-term Wind Farm Noise assessment over different meteorological conditions .......... p.

[Paper #40 - ID: 376|- Fredianelli, Luca
Unwanted event removal and background noise characterization in wind turbine noise .... p.

[Paper #41 - ID: 380|- Bernardini, Marco
Procedure for predicting noise impact of new and repowered wind farms .................. p-

[Paper #42 - 1D: 382|- McKeown, Eugene
Developing a coastal sound speed profile for propagation models .......................... p. b45

[Paper #43 - ID: 385|- Chilo, José
Acoustic Profiling of Infrasound and Audible Emissions from Wind Turbines: Field Measurements
in Northern SwWeden . ... .......... e e ettt e e e e et et p.

[Paper #44 - 1D: 387|- Hartog, Friso
Turbulent boundary layer trailing-edge noise reduction with permeable blade extensions at full-
scale CONAILIONS .. ... e e e p- 562

19



International Conferences on

Wind Turbine Noise

Paper #1 - ID: 331

Title: Wind turbine infrasound propagation over long distance

Author: Steven Crozier

20



11" Edition of the
International Conferences on

Wind Turbine Noise

Copenhagen, Denmark — 10" to 13" June 2025

Infrasound with large peak to trough blade pass harmonics in two
houses between three large wind turbine farms - WTFs on the
northwest coast of Norway and two single health cases and a health
survey near the WTF in Tysver, Norway

Steven Crozier, MD, Specialist in Family Medicine and retired Municipal Chief
Medical Officer on the island of Froya

Member of the Public Health Committee in Motvind Norge

Sistranda, Trendelag, 7260, Norway stevenfroya@gmail.com

Summary

The handling of sound pollution was to be transferred from the county governors in Norway to the
municipalities in 2020. As chief medical officer on the small island of Fraya, pop. 5.500, that was to
become my responsibility. The decision was made in late 2018 to complete the planned WTF with 14
Vestas V136 turbines on Freya. This brought on many local protests, one being the claim that infrasound
from WTFs cause health problems. This seemed somewhat absurd to me, how could any low frequency,
non-audible air pressure waves cause havoc on humans and animals?

I decided to look into the available information on any health issues around WTFs. A steep learning curve
ensued and resulted in the procurement of the Atkinson & Rapley SAM Scribe II [1] equipment for making
null point recordings in homes near the planned WTF on Freya, before it came into commission in 2021.

In late 2019 I was contacted by concerned citizens on the neighbouring island of Hitra, where Norway’s
first full scale WTF Hitra 1 with 24 Siemens SWT 2.3 CS turbines with 5.800m? sweep areas had been in
commission since 2004. [2] It wasn’t until the Hitra 2 WTF, with 26 Vestas V117 turbines with twice the
sweep area 10.745m?, started their production in the autumn of 2019 that health issues arose. [3]
Simultaneous 2 channel sound recordings were made in the bedrooms and outside of two houses on Hitra
in December 2019 and in February 2021. Both houses are located ten kilometres to the northwest and to
the north, northwest of Hitra 1&2 WTFs.

Sound measurements and the health issues of the residents are presented.

Norway’s second health survey of residents near Tysvaer WTF performed in 2023 is touched.

Public health’s approach to infrasound from WTFs, a coda on infrasound effects in human and animal
physiology at a cellular level and a short discussion on infrasound monitoring and setting limits in homes.
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1. Introduction

Proceedings from the Conference on Low Frequency Noise and Hearing, Aalborg, Denmark, May 7-9,
1980: “The first international colloquium concerned only with infrasound was held in Paris 1973. At this
colloquium several effects of infrasound on human beings were presented and reviewed. An effort was also
made to suggest some very preliminary criteria for infrasonic exposure. In the following years a number
of new results were published, and several of them indicated that the limits for acceptable infrasonic
exposure should be lowered considerably, if psychological effects were to be taken into account. Several
countries have started more systematically to investigate infrasonic sources and to registrate complaints
from people being disturbed by infrasound.” [4]

Dr. Neil Kelley’s work from 1982: “A Methodology for Assessment of Wind Turbine Noise Generation”™
[5] and the 1987 presentation: “A Proposed Metric for Assessing the Potential of Community Annoyance
from Wind Turbine Low-Frequency Noise Emissions” [6] set me on a quest to find out more.

The Danish Environmental Protection Agency - DEPA proposed limits on infrasound emissions from
WTFs into residential homes in 2011.

Vestas, a large wind turbine company and economic provider in Denmark, had made it very clear that the
distances required to comply with the set limits would seriously compromise their business model both
nationally and internationally. DEPA reneged on their proposed infrasound limits. [7]

2. Recordings

The recordings on Hitra were supplemented with recordings four hours later in a house on the neighbouring
island of Freya for comparison. The Froya house is located sixteen kilometres from the Hitra house and
twenty kilometres from Hitral&2 WTFs. The outdoor microphone for channel wav-1 was placed two
metres above the ground and two metres from the house facing Hitra 1&2. The indoor microphone for
channel wav-2 was placed 15 centimetres above the pillow in the bedroom, also facing Hitra 1&2.
Calibration tone 1 kHz, 94 dB.Ten minutes recordings with 16bit resolution and 11.025 kHz sampling rate.
The sound files are 25 MB and are time, date and GPS location tamper-proof embedded. Weather
conditions: Cloud overcast 7/8 with no precipitation. Wind 6-7 m/s with gusts up to 10m/s from E-N-E 60°
Temperature between 0° and +1°C with temperature inversion over a large body of water. Air pressure
1003 hPa and humidity 99 percent. The meteorological conditions were similar at the Hitra and Froya
houses 16 kilometres and 4 hours apart. Analysis Signal Lab e.K Sigview 7.1 program. [8]
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Figures 5,6,7 and 8 show the corresponding recordings in the house on Froya
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Table 1 Outdoor peak to trough values

Outdoor 3 Hz 6 Hz 9 Hz 12 Hz 15 Hz 18 Hz 21 Hz
Hitra 12 dB 14 dB 9 dB 6 dB 11 dB 9 dB 7 dB
Froya 11 dB 6 dB 10 dB 7 dB 9 dB 9 dB 9 dB
Table 2 Bedroom peak to trough values
Bedroom 3 Hz 6 Hz 9 Hz 12 Hz 15 Hz 18 Hz 21 Hz
Hitra 18 dB 29 dB 23 dB 21 dB 8 dB 19 dB 16 dB
Froya 20 dB 28 dB 19 dB 25 dB 28 dB 7 dB 20 dB

The indoor harmonic patterns displayed in the spectrum and in the graphs show similar patterns in the Hitra
house and Fraya house for comparison.

Roan
71V117

. 2 b S
1340 and 1740 UTC 08.12.2019 o S 7 2019
Wind 6-7 m/s 60° E-N-E ' : 3 -
0°C - temperature inversion

Storheia

<
A, o % 80 V117

Froya 14 V136 20 ¥ 2019
(2021) \ ‘

House 1 20 km

10km Hitra | 24 SWT 2.3. 2004
Hitra It 26 V117 2019

Figure 9 Fosen area in Trondelag, Norway

Hitra 1&2 with 24 SWT2.3 and 26 V117 to the bottom left and Storheia and Roan with 80 and 71 Vestas
V117 turbines respectively. Fraya with 14 Vestas V136 started production autumn 2021. The house with

the 2021 recordings is not marked on the map. It is located ten kilometres north, northwest of the Hitra
1&2 WTFs
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3. Discussion

The Hitra 1&2 wind turbines located ten kilometres away from the Hitra house were the prime suspected
cause for the newly arisen noise and sleep disturbances starting in the autumn of 2019 after Hitra 2 came
into commission. However, it is likely that the Roan and Storheia WTFs also contribute to the infrasound
signature as they consist of 151 of the same Vestas V117 turbines and the wind coming from the east-
northeast.

The upper levels recorded in the Hitra house were 116 dB outdoors and 109 dB in the bedroom. The Fraya
house had 111dB outdoor and 99 dB indoor upper levels.

The twenty kilometres distance from Hitra 1&2 to the Froya house explain an attenuation, yet it is not
calculated how much the meteorological conditions contributed that day.

Note that the Froya house has a ten kilometres closer proximity to the Storheia and Roan WTFs which are
seventy and ninety kilometres away, versus eighty and hundred kilometres for the Hitra house.
Comparing data from the two houses, the wind turbines 70/90 and 80/100 kilometres away are likely
contributors to the sound pattern. The temperature inversion over the large body of water between Hitra
and Froya and the Fosen region of Trendelag and the downwind that day facilitate the transmission of
infrasound over these long distances.

Further recordings and analysis are required to determine how much the Roan and Storheia WTFs
contribute to the infrasound and blade pass harmonics on Hitra and Fraya. Without any connection to the
topic of infrasound propagation, these are the same WTFs that the Norwegian Supreme Court ruled against
in October 2021 for breaching the Sapmi’s human rights by limiting their reindeer herding possibilities.

[9]

4. Two cases concerning newly arisen health issues in persons living ten kilometres
from the Hitra 1&2 WTFs

A person with a serious sleep disturbance

In December 2019 a person contacted me for help to map newly arisen noise in their house. The
spectrograms and graphs in figures 1,2,3 and 4 are from this person’s house.

They had lived ten kilometres from the Hitra 1 WTF for nine years without any health issues and were
favourable to wind power generation.

After Hitra 2 WTF, also ten kilometres away started production, the rooms in their house started to rumble
and boom when the windspeed rose above 5 m/s and came from certain directions.

Occupancy had become a burden and more time was spent out of the house. They would go out and about
at night looking for the source of the noise, without any success. Sleep had become seriously affected and
they often had to abandon the house to get sufficient rest.

A person with recurring atrial fibrillation

In 2021 a person in their late fifties also living ten kilometres from the Hitra 1&2 WTFs developed atrial
fibrillation and received DC conversion five times due to relapses within a week after returning to the
house. After an ablation, a procedure to break up or insulate the electrical signals in the heart that cause
irregular heartbeats, the atrial fibrillation can still recur when in the house, yet abates within a day after
vacating the house, see graphs in figures 10 and 11.
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The sound mapping in both houses with affected persons shows a similar pattern in the spectrograms and
graphs with large bedroom peak to trough levels in the blade pass harmonics. The person with heart
arrythmia had substantially higher levels of infrasound in their bedroom than outdoors, see figure 11.

The two persons describe themselves as highly sensitive - HSP. Approximately one out of five people are
HSP.

It is notable that health issues started when turbines with larger blades that produce a higher level of
infrasound were added to the WTFs. These two health cases prove nothing about any cause and effect from
rhythmic infrasound emissions generated by wind turbines.

However, they give reason for further health studies of residents living within ten kilometres from wind

turbine factories.

5. Health Survey amongst residents within two kilometres from Tysver WTF

A health survey was commissioned by the Tysvar municipality in 2023 after having received a number of
health complaints after the Tysvar WTF started production in 2021. This is the second health survey of
residents living near a WTF in Norway. [10]
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Table 3 Health issues reported in the Tysveer health survey

Reference Total percentage
Numbers in percent | Norway n=1000 | community n=200 Tysvaer n=140 over the reference
community
Sleep disturbances 63 51 89 37
Muscle pain 56 53 70 17
Dizziness 33 39 55 16
Headache- migraine 24 21 41 20

Forty-seven percent of the 140 responders in the survey were severely annoyed by the audible noise from
the WTF. Sixty-three percent were non-favourable to the WTF as opposed to seventeen percent in favour
of them.

One notable feature is the high incidence of migraine in Tysver, almost double of the national and
reference community.

The low rate of participants in the health survey, fifty-three percent of the 262 persons living within a two
kilometres radius of the WTF, could have given higher relative numbers of health complaints. Assuming
that persons without any health issues were less inclined to participate in the survey.

6. Infrasound from WTFs

Often the wind power industry, and even the Ministry of Energy in 2021, refer to a 2020 study: “Infrasound
Does Not Explain Symptoms Related to Wind Turbines” [11]

In the study twenty neighbours to a WTF with noise complaints were invited to a ten minutes long listening
test of a years recorded and compiled sound taken 2.5 kilometres from the WTF. When they could not
discern the sound, nor had a rise in blood pressure or pulse, the conclusion was that WTFs are not the cause
of any health problems for residents living near WTFs. The problems could be in their heads and self-
inflicted.

The sound levels in the study are way below the 95dB or higher levels of infrasound people living near
WTFs are exposed twenty-four-seven whenever the wind blows.

You can compare the design of the study to one that shows that smoking is not detrimental to your health
by letting twenty non-smokers smoke two cigarettes in ten minutes and them not getting sick.

7. Public health’s dealing with health issues presumed to be caused by living near
a WTF

Conlflict of interests: None, other than a fine for civil disobedience in September 2020 which was upheld
in a lower court ruling February 2021.

The disobedience was to set focus on the lack of following the precautionary principle, prescribed in the
Norwegian Public Health Act of 2011, in the concession given for the wind turbine factory on Froya in
2016. [12]

I am aware of how both physical and psychological bias influence research and analysis. I have tried to
approach and discuss my findings with an open mind.

However, I do have strong opinions on how health issues from affected neighbours near WTFs are met by
the Norwegian Institute of Public Health - NIPH.
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We had a meeting with them in January 2020 presenting recordings with high levels of infrasound in a
house five hundred metres from a WTF in Egersund, Norway. The parents were having adverse health
reactions, very likely attributable to the WTF.

We appealed for health surveys and monitoring of persons living near WTFs, yet were brushed off citing
lack of funds. Likewise, an appeal for legislation to make the industry prove the safety of their products,
ever larger wind turbines that produce ever higher levels of infrasound, was dismissed.

The NIPH website updated in May 2022 states: “Although neither infrasound nor low-frequency sound
are specific to wind turbines, there has been particular concern about the health consequences of
infrasound from wind turbines” [13]

Infrasound from WTFs is specific with signatures comprised of blade pass harmonics with high peak to
trough levels, as opposed to randomly generated broad band infrasound from traffic and in nature.

The 2 channel recordings show how resonance and perchance interference increase the infrasound’s peak
to trough levels in the house

The health survey from Tysver is not mentioned in NIPH’s chapter on WTFs and health. However, the
one other health survey from Lista in 2015 is noted. 2/3 of the residents living within 1 kilometre from the
WTF in Lista experience strong noise annoyance.

8. Infrasound effects in human and animal physiology at a cellular level

Recent knowledge of how infrasound affects cell physiology is presented by Ursula Maria Bellut-Staeck
in the 2023 study: “Impairment of the Endothelium and Disorder of Microcirculation in Humans and
Animals Exposed to Infrasound due to Irregular Mechano-Transduction.” [14]

Her study adds to the work of Vladimir Stepanov et al from 2003. They presented increasingly lower
recommended Maximum Pressure Limits- MPLs in the workplace and residences from 1973 and on to
2000. [15]

150 —
140
130
120
110
100
90 +
80 ——]
70 -
60 -
90

SPL,dB

i

f,Hz

Figure 12 - MPLs dynamics for Low Frequency Acoustic Oscillations and infrasound in 1973-2000
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1- MPLs recommended by D.Johnson and C.Nixon (1973)

2- MPLs recommended by Paris International colloquium (CNRS) (1973)

3- MPLs recommended by Institute of Biophysics (1979)

4- MPLs recommended by Research Institute of Labour Hygiene and Occupational Diseases of the
USSR Academy of Medical Sciences et al (1980)

5- Modern MPLs recommended by Labour Medicine Research Institute of Russian Academy of
Medical Sciences et al (1996) jobs of different intensity inside industrial premises and at the
industrial territory

6- Intellectual and emotional jobs

7- Populated areas

8- Living and public premises

An assumption could be proposed that the large peak to trough levels in blade pass harmonics generate
more hysteresis in cells and organs than a constant high level of infrasound with lower peak to trough
levels and thereby have a greater disruptive effect at the cellular level.

The descriptions in: “Examples of hysteresis phenomena in biology” [16] may explain how myocardial
cells are affected by rhythmic infrasound with pronounced harmonics causing atrial fibrosis and
arrythmias.

The study from 2021: “Infrasound exposure promotes development of atrial fibrosis in rats” discusses this
issue. [17

9. Conclusions

Working on a small island community as a General Practitioner since 1985 and as Municipal Chief Medical
Officer on a rotational basis, sharing the position with my wife Eli, gave me the challenge of having to
deal with noise pollution from 2020. As I delved into the literature on infrasound from WTFs,

I came across an abundance of studies with no clear conclusions on health impacts.

Proprietors of WTFs do not have to conduct any post erection measurements of the 45 dBA Lden adopted
and calculated standard, nor record any infrasound inside nearby houses.
Any measured results are not divulged due to proprietary and competitive issues amongst the industry.

Were they to be shared the results would most likely not be dealt with, as there are no set limits for
infrasound in Norway and fellow Municipal Chief Medical Officers most often have limited knowledge of
sound pollution.

The wind power industry has not yet been forced to prove that their products, which are ever larger turbines
which generate ever higher levels of infrasound, are not harmful to humans and animals.

Where the Norwegian Water Resources and Energy Directorate, that issues concessions, lacks in public
health expertise, they have to rely on the NIPH’s lacklustre approach to the issue, and the wind turbine
industry gets to maintain the calculated 45 dBA Lden limit.

Without having to deal with infrasound pollution from their products.

Suppose the same lack of certification standards were applied to the licencing of automobiles or with the
introduction of new pharmaceuticals?

How come some countries after the Paris 1973 infrasound colloquium adopted ever stringent band specific
limits for permitted infrasound in the workplace and in homes, whereas other countries have chosen to not
set any limits for infrasound or vibrations?
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As it seems that highly sensitive persons are the first to report health issues from living in the vicinity of a
WTF, is the eighty percent normo-sensitive population not directly affected by WTFs reason enough to
not pursue the issue of suspected health problems related to WTFs?

Were up to twenty percent of the population stricken by a suspected agent, one would certainly push to
elucidate the matter.

“The wind industry is relatively new in Norway. The likelihood that there may be errors or shortcomings
in both the guidelines and regulations is therefore present, something that Norwegian health authorities
should take into account. If more wind industry is to be developed, thorough studies should be carried out
by independent actors before licenses are awarded. Furthermore, it should be ensured that the people
working on the study have the necessary professional expertise in subjects such as acoustics,
environmental hygiene, occupational hygiene, public health and occupational medicine. Negative health
effects should be assessed both in isolation and collectively, for the best possible overview.” [18]

The Public Health Committee in Motvind Norge has had meetings with The Norwegian Water Resources
and Energy Directorate, The Norwegian Environment Agency and The Norwegian Directorate of Health
to discuss guidelines for evaluating the sum effects of audible and uneven amplitude modulated noise,
infrasound, high-intensity flashes of light at night, shadows cast by -and the sight of moving turbine blades,
Bisphenol-A and PFAS spread in nature and drinking water, grief of nature loss and property value loss.
They all give kudos to the group’s efforts and agree that these are issues that need to be addressed.

Yet, they admit that they do not have the competence to make any sound evaluations or recommendations,
AKA passing the buck. The Norwegian Institute of Public Health does not respond.

Are we up against a similar problem as those that were encountered when dealing with the exposure to
asbestos particles and tobacco smoke? Knowledge of the hazards to their exposure was allowed to fester
for decades before regulations were signed into law.

Could proceeds from the wind turbine industry be a step to take for the regulatory bodies to fund
independent research and set guidelines?

Until then my advice for guarding the public health is to invoke the precautionary principle and mandate
infrasound measurements in homes near WTFs, set limits on infrasound in residences as DEPA intended
back in 2011 and impose a moratorium on erecting any WTF closer than ten kilometres to residential areas.
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Being an avid high-fidelity buff chasing the holy grail of perfect sound recording, I bought a pair of Bruel
& Kjzr 4004 studio microphones back in 1988 to record performances of the choir Havdur, which Eli has
been singing with since then. This has offset any looming annoyance for the time I have spent on
performing infrasound recordings in and out of houses around Norway pro bono.

Kind thoughts for my parents who encouraged my curiosity since early childhood. This is a trait our
children also seem to share, and since we’re not cats, the going has been pretty good - so far.

Championing peace cuts it down to the maxim: “Justice for troubled wind farm neighbours won't happen
until those who aren't affected become as outraged as those who are”.

Page | 11



References

1) H.H.C. Bakker, B.Rapley, R.Summers, M.Alves-Pereira and P.Dickinson "An Affordable Recording
Instrument for the Acoustical Characterisation of Human Environments" 2017
https://www.researchgate.net/publication/317702715_An_Affordable Recording_Instrum
ent_for_the Acoustical_Characterisation_of Human_Environments

2) NVE- Hitra vindkraftverk 2004
https://www.nve.no/konsesjon/konsesjonssaker/konsesjonssak/?id=10&type=A-6

3) NVE-Hitra-2-vindkraftverk
https://www.nve.no/konsesjon/konsesjonssaker/konsesjonssak/?type=A-6&id=34

4) H.Moller, P.Rubak, "Proceedings of Conference on Low Frequency Noise and Hearing", Aalborg, Denmark,
1980"

https://vbn.aau.dk/ws/portalfiles/portal/227874366/1980_M _ller_and_Rubak_Proceedings
_LF_conference.pdf

5) N. Kelley, "A Methodology for Assessment of Wind Turbine Noise Generation" 1982
https://docs.wind-watch.org/kelley ASME_1982.pdf

6) N.Kelley, "A Proposed Metric for Assessing Potential of Community Annoyance from Wind Turbine Low
Frequency Noise Emissions" 1987 https://docs.wind-watch.org/Kelley Proposed-metric-assessing-
potential-annoyance-wind-turbine-LF.pdf

7) D. Engel, "Letter from Vestas CEO to the Danish Environmental Protection Agency - DEPA" June
29th 2011 https://stopthesethings.com/wp-content/uploads/2015/02/engel-ditlev-vestas-letter-to-
danish-environment-minister-in-english.pdf

8) SIGVIEW is a powerful signal analysis software package that supports both real-time and offline processing.
https://www.sigview.com/?gad_source=1&gclid=Cj0KCQiA20W-
BhC2ARISADSIAWrZ2ToFviw87IF9QAwWIYRsPbDIPdwUD5gugGYKURKZKY _oKpUNXglYaAvpV
EALw_wcB

9) Norwegian Human Rights Institution: "About the wind farms on Fosen and the Supreme Court judgment "
https://www.nhri.no/en/2023/about-the-wind-farms-on-fosen-and-the-supreme-court-judgment/

10) Opinion AS "Health Survey among residents near Tysvar wind turbine factory" 2023
https://www.tysver.kommune.no/ f/p1/19820ceda-3d74-4805-a06b-
a76b09bd8b4a/rapport_helsekartlegging-blant-beboere-nar-tysvar-vindpark 20122023.pdf

11) P. Maijala, A.Turunen, [.Kurki et al. "Infrasound Does Not Explain Symptoms Related to Wind Turbines"
- VTT 2020 https://julkaisut.valtioneuvosto.fi’lhandle/10024/162329

12) C.Fjeldavli "The enemy of the people on Freya" - Bergensia from Harvest Magazine March 2021
https://bergensia.com/the-enemy-of-the-people-on-froya/

13) Norwegian Institute of Public Health "Low-frequency sound, infrasound and health" May 2022
https://www.thi.no/kl/stoy/stoy--fra-vindturbiner-helseskadelig/#lavfrekvent-lyd-og-infralyd-og-helse

14) U.M. Bellut-Staeck "Impairment of the Endothelium and Disorder of Microcirculation in Humans and
Animals Exposed to Infrasound due to Irregular Mechano-Transduction”" 2023

Page | 12



https://www.researchgate.net/publication/371517232 Impairment of the Endothelium and Disorder of
Microcirculation_in Humans and Animals Exposed to Infrasound due to Irregular Mechano-
Transduction

15) V. Stepanov et al. "Biological Effects of Low Frequency Acoustic Oscillations and their Hygienic
Regulation" 2003
https://apps.dtic.mil/sti/pdfs/ADA423963.pdf

16) H.R.Noori, "Examples of hysteresis phenomena in biology - 2014
https://www.researchgate.net/publication/319991355 Examples_of hysteresis phenomena_in_biology

17) A.Lousinha, M.J.R. Oliveira, G.Borrecho et al."Infrasound exposure promotes development of atrial fibrosis
in rats" - Annals of Medicine Sept. 28th 2021
https://pmc.ncbi.nlm.nih.gov/articles/PMC8480765/

18) S.Crozier, C.Fjeldavli, "Turbinstey og folkehelse" - Harvest Magazine May 2021
https://www.harvestmagazine.no/artikkel/turbinstoy-og-folkehelse

Page | 13



International Conferences on

Wind Turbine Noise

Paper #2 - ID: 332

Title: 20 Years of Turbine Noise
Author: Dick Bowdler

34



11" Edition of the
International Conferences on

Wind Turbine Noise

Copenhagen, Denmark — 10" to 13" June 2025

20 Years of Wind Turbine Noise

An immediate end to business as usual is a precondition for planetary survival. [1]

Dick Bowdler.
Acoustic Consultant Scotland

Summary

In 2005, the first conference of this series was held in Berlin. This paper looks at the advances in
knowledge and technique in the generation, propagation and impact of wind turbine noise over the last 20
years and tentatively looks at where we might be in another 20 years in 2045. Most turbines operating in
2005 were stall controlled but about this time pitch-controlled turbines were taking over. Since then we
have seen increases in turbine size and power output, particularly since 2015, but there are various reasons
why that may not continue at the current rate. A big advance has been our knowledge of source noise
generation. This allowed better predictions of noise and the development of STEs and other noise
mitigating developments. We have better knowledge of propagation, amplitude modulation, the impact of
noise on people. Overall, there have not been dramatic breaks-through but a steady improvement in our
knowledge and practice over the last 20 years which is to be welcomed. But our way of work has changed
with the overall rapid advance of technology - particularly computer power and storage and connectivity.
Will this advance of new technology continue at the same rate? Will there be more remote operation, more
accurate smartphone apps? Will we have much more of a soundscape approach to noise limits and to
assessment by 2045? And, of course, how can we harness Al to help?

1. Introduction

20 years ago, in 2005, the first conference of this series was held in Berlin. In another 20 years it will be
2045. Will we have achieved Net-Zero? Whatever 2045 brings, life will be very different from now, just
is now is different from 2005. On the one hand I want to look back at what we have achieved in terms of
knowledge about wind turbine noise and how it affects people, what we haven’t achieved and what our
priorities need to be for the future.

Inevitably, because I work mostly in the UK, these thoughts are UK centred. Some will apply widely to
most other countries but others will vary from nation to nation. This paper is my opinion but enabled by
all those that have contributed to the last 10 conferences. I hope some of it might be proved right!

The conferences have been, at their core, about spreading knowledge about wind turbine noise and its
effects whether we are researchers or consultants or wind farm developers. There are many things that
drive our work but perhaps two in particular. The first is demand; is someone willing to pay for the work?
The second is technology and knowledge; on the one hand, do we have or can we obtain the technology to
and knowledge to carry out a task.
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2. Turbines

Turbines have increased in size in the last 20 years but there is a big lag between planning and operation.
In 2005 the time between a planning application and turbines coming into operation for larger wind farms
in the UK was about 3 years. It rose to a peak of over 8 years in about 2016 and has now dropped to about
5 or 6 years. And there will likely be two years preparation before planning applications are submitted.

In the year leading up to the 2005 conference the average tip height of turbines installed and becoming
operational in the UK was 88m and the rotor average diameter was 63m. The power output was 1.5MW.
There was only a slight increase in the size of those turbines starting operation each year, shown by the
orange bars in Fig 1, reaching an average of about 2MW in 2012 and not quite 2.5MW by 2020. Since
then there has been a bigger rate of increase — though erratic. Those starting operation in the 4 years 2021
— 2024 had an average rating of 3.3MW and tip height of 130m. That is the ones that were operational.
As the blue bars in Fig 1 below show, applications for wind farms show power per turbine gradually
increasing over more than 10 years from an average of 2MW in 2005 to 3MW in 2016. Then there was a
rapid increase in 3 years from 3MW to SMW in 2019 and to 6MW by 2023 [2]. There will be others
reading this who can explain the reason for this sudden increase better than I but clearly blade technology
and blade transportation technology must have played a part.

Fig I - Average Turbine size MW
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Will this increase in size continue? Undoubtedly turbines coming on stream in the next 4 or 5 years will
be in the 5 to 6MW range with a height of up to 250m to blade tip because the applications being submitted
and those consented but not yet built are in this range. Beyond that, is there a demand for still bigger
turbines? It probably is, and technically, as far as the turbines themselves are concerned, there seems to
be no reason why not, as much bigger turbines are becoming available for offshore. In most cases they
would have to be run at much quieter modes onshore to meet noise limits. On the other hand there are
good reasons why we might have reached a limit of size for onshore wind. There is increasing resistance
to larger turbines for visual reasons and transportation of blades and other components becomes more
difficult and more disruptive. There are a lot of other factors of course such as improvements in
transportation techniques and perhaps we will see airships brought in to deliver turbines to site.
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Fig 2 - Airship delivering turbine tower and base.

What of turbine noise itself? How has that changed? Only 3 years before the Berlin conference, IEC
61400-11 had standardised the method of measuring sound power levels of turbines to more or less the
method we have now. Prior to that sound power was presented as a value at 8m/s and a slope of dB against
wind speed. That suited stall regulated machines whose sound power increased steadily with wind speed
but was no use for pitch regulation where sound power levelled off at 7 — 8m/s.

As pitch-controlled turbines have got bigger, unsurprisingly, they have become noisier, but the sound
power level per MW seems to have stayed much the same. Perhaps counter-intuitively and certainly in
contradiction to turbine sceptics, the increase has been concentrated more to the mid frequencies around
500 and 1k. And as the turbines got bigger less were needed on a particular site. So overall, for moderate
sized wind farms, turbine noise at neighbours has not changed much in dBA terms but has shifted up in
frequency rather than down. The figure here shows two turbine schemes for the same site fifteen years
apart. The first one was 25 turbines at 2MW each and the second was 10 turbines at SMW each. The

Fig 3 - Effect of Bigger Turbines
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noise level at a neighbouring house about 1.4km away has gone up slightly from 35 to 36dBA but, as the
figure shows, the increase is in the 500 to 1000Hz region and low frequency noise in the 31.5, 63 and
125Hz bands is significantly lower by 4-5dB. On the other hand the bigger turbine reaches its maximum
sound level at 6m/s while the earlier one did not reach it’s maximum until 8m/s (all wind speeds
standardised). This is just one example but there does not seem to be any significant evidence that low
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frequency noise has increased in the last 20 years and there does not seem to be any reason why it should
do in the future.

3. SOURCE NOISE GENERATION

The modelling and testing of turbine noise sources was reported in Berlin where we saw the arrival of the
now ubiquitous image by Stefan Oerlemans and Beatriz Méndez Lopez in their paper about the SIROCCO
project.

Fig 4 - Turbine Noise Sources

Thanks to Stefan and Beatriz for this iconic picture.

An EU funded project called DATA, had already looked at the acoustic design of blades in the few years
before using a model turbine in a wind tunnel. The intention of the SIROCCO project was to extend this
work to a full-size turbine. The turbine noise calculated by the model was validated using a measurement
technique that would localise and quantify noise sources on the rotating blade. The aim of the project was
to lower the level of noise by improving the aecrodynamic flow at the trailing edge of the blades.

The EU Research and Development Information Service says that “The work carried out by the SIROCCO
project has enabled silent, high performance airfoil sections to be developed for the wind turbine industry”.
I don’t think that is quite the right story but it formed the basis of future work on airfoil noise.

Schepers in the next conference in 2007 brought us more information about SIROCCO and in 2009 there
were four papers dealing with source noise, mainly design of airfoil shape to reduce noise. By 2011 there
were 8 papers on source noise with more complex computational models. Significantly there was the first
paper (by Petitjean and others) with some results for serrated trailing edges though the effect of serrations
was discussed by 4 presenters in the 2005 conference and had been presented elsewhere by Oerlemans and
others in 2001. The number of papers on source noise generation peaked in 2015 and 2017 in Glasgow
and Rotterdam at 17 and 14 respectively. Recent conferences have seen fewer papers.

It might seem a stupid question but why do we want to reduce turbine noise? Of course it depends on
whom you ask. If you ask the windfarm neighbour they will say that it is because it will reduce the noise
and improve their amenity. If you ask the developer they will say that that it allows them to get more
turbines on a site without breaching the noise limit. In a discussion in Lisbon in 2019, whilst consultants
and regulators found trailing edge mitigation research interesting and sometimes helpful, developers saw
it as essential to drive down the cost of renewable energy. The fact of the matter is that noise levels at
neighbours is determined by regulations; quieter turbines don’t mean quieter residences they mean more
turbines.
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So the pressure for more work on reducing turbine source noise will come from developers (and hence
manufacturers as well). Much of this, if it happens, is likely to stay outside the public domain. There still
seems to be some pressure but on the other hand, have we got almost as far as we can go in reducing turbine
noise? There are other solutions that have been discussed at several conferences but not yet progressed as
far as TES; for example, porous trailing edges, vortex generators and brushes.

We seem to have reached a peak in publicly available work on the reduction of turbine noise but perhaps
technological advances will favour development of active noise reduction in some form.

4. Propagation

In 2005, we had no properly validated propagation methodology for wind farms, though there had been
quite a bit of work done in the late 1990s to develop methodologies in individual countries and at a
European level. Propagation of wind turbine noise often used “Danish Statutory Order on Noise from
Windmills (Nr. 304, Dated 14 May 1991)” as produced by The Danish Ministry of The Environment.
Hemispherical propagation and octave band absorption or 5dB per km air absorption. In 2005 Kragh,
Plovsing and Bo Sgndergaard from Delta reported using Nord2000 for wind farms and they were back in
2009 at Aalborg to report on the validation of Nord2000 for wind turbines. In the UK in 2009 the use of
ISO 9613 became largely accepted with a set of defined inputs. By the time we met in Glasgow ten years
ago, we thought we had got as far as we could — and perhaps we had. But the question of accuracy of
propagation calculations would not go away.

One of the striking points that came out of the 2019 conference was the difference in research requirements
between the consultants and regulators on the one hand and developers and manufacturers on the other.
The former were generally happy with the quality of the models available. Models such as ISO 9613 and
Nord2000, if used with care, were able to provide the answer within a couple of decibels and by being
conservative, that was good enough for an environmental assessment. For developers and manufacturers,
however, two decibels might make the difference between a viable or non-viable wind farm, so more
accurate propagation methods and, importantly, verification of the methodology was important.

These pressures are likely to continue and the advance in technology is favourable so I can see that we will
hear more about this in the next 20 years. It is likely that weather conditions and topography will be
incorporated in more detail.

5. Amplitude Modulation

Frits Van den Berg gave two papers in 2005. The second one dealt with the difference between turbine
noise in the day in an unstable atmosphere and at night in a stable one. In particular he concluded that the
reason for amplitude modulation (though he did not call it that) was the difference between the angle of
attack at the top and the bottom of the rotation due to the difference in wind speed because of wind shear,
and that was often more at night. That explanation for AM has been developed and there is a consensus
that this may be at least one cause. There are other possibilities though, including those associated with
atmosphere — such as at a location upwind of a turbine which is in the shadow zone of the bottom of the
rotor but not it the shadow zone when the rotor is at the top. Similar shadowing can be created by
topography. All these have been discussed at conferences from time to time but not in great depth.

It is certainly a complicated issue and highly dependent on meteorological and topographical conditions.
Most of the work that has been done has been theoretical and we do not really know how it occurs and so
when it might happen. We also know little about how common and how severe it is.

AM seems to be a rather “British thing”. Of the roughly 30 papers on AM in the last 10 years, 50% have
been from Britain. In Britain — and in Ireland where there have been a number of court cases where AM
has been a factor in overturning planning consents — there is a perception among wind farm objectors that
AM is a problem. It is a character of the noise unique to wind turbines and identifies in people’s minds,
rightly or wrongly, why wind turbine noise is subjectively different from other noise and so more annoying.
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Although several of the theories would suggest that bigger turbines would produce more AM than smaller
ones there is not any compelling evidence that that is the case, but that may be because we do not yet have
enough of the 150m plus high turbines in operation to have the evidcence.

It is difficult to know whether there is significant demand for more work on AM. Wind farm neighbours
are not in a position to drive research. Developers are not going to be interested in investing in research
unless they are going to be penalised if their wind farm produces AM. Source noise is clearly the domain
of the manufacturer. So one difficulty is that no-one has complete ownership of AM. There will be
advances in our knowledge of the mechanism of AM in the future but how big those advances are, depends
on what the next generation of turbines brings and on how much pressure there is from those who consider
it a major issue.

6. Background Noise, Noise Limits and Compliance Testing

Some countries set noise limits relative to background noise — or at least as part of a hybrid limit. The
UK has ETSU-R-97 which is a hybrid limit — 5dB above background noise or a fixed limit whichever is
the greater.. Whether or not it was intentional, or whether it was based on precedent from other noise
controls is not clear but relating turbine noise to background was a logical thing to do in the 1990s. Most
turbines at the time were stall controlled so the sound power level continued rising with wind speed
continuously in the same way as background noise. At about the time of our first conference, as I
mentioned earlier, pitch-controlled turbines were taking over from stall control. When pitch control
became dominant it might be argued that, because the turbine noise levelled off a point around 7 or 8m/s
a fixed limit might be the better way of control. But none of that has actively driven the setting of limits
anywhere as far as [ know. Few limits have significantly changed in most countries over the last 20
years.

The turbines we have now are much more flexible pitch-controlled turbines that can, or might shortly be
able to, be controlled in such a way as to shape the turbine noise level to the required noise limit. A
turbine with 14 sound modes could presumably be controlled to run at the same sound power level in all
winds or to follow a background noise curve.

So background noise data is still going to be needed at present. In any case it would arguably be required
in the preparation of an Environmental Impact Statement under European and most other regulations as a
statement of baseline conditions. Improvements in the measurement of background noise in the last 20
years have mostly come about through technological developments becoming available rather than
driven by any specific demand. For example longer battery life and remote monitoring. It is often
forgotten that the data processing is as important as data collection and it is increased speed and
flexibility of data analysis and accumulated experience that have advanced. These have made it easier to
recognise anomalies in the data such as water noise and the dawn chorus of birds and to evaluate
topography more quickly.

It is difficult to see any great change coming in the measurement of background noise other that more
automation and remote monitoring and in particular coordination of all the elements of the analysis.
There is no driver for big improvements in accuracy. By 2045 perhaps we shall have much more of a
soundscape approach to noise limits and to assessment methodology. I can see this as much more of a
public awareness of soundscape generally.

The subject of compliance testing was a late starter in the conference series, perhaps because in the early
days there were relatively few complaints. As time went on, more turbines were built and social media
facilitated the setting up of residents and objectors groups complaints rose and there were more
compliance measurements. Well before 2045, it should be possible for wind farm operators to get live
feedback of the subjective and objective impact of their wind farm.
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7. Impact on People

Of course, if there were no impact of wind turbine noise on people then we would not need to hold these
conferences. In 2005, Eja Pedersen and Kerstin Persson Waye presented a paper which gave the results
of a survey to establish the likelihood of being annoyed (rather and very annoyed) by wind turbine noise
and concluded that there was little annoyance where turbines were designed to be below 35dB at a wind
speed of 8m/s and about 10% of people were annoyed around 38 to 40dB. Equally important was that
they looked at the way in which other factors moderated the reaction to noise. For example hardly
anyone who was unconcerned with the change in the landscape brought about by turbines was annoyed
by the noise. Pedersen, with others, did further work over the years which generally confirmed her first
research and these, together with a few others were used by WHO in the 2018 Environmental Noise
Guidelines for the European Region. David Michaud’s extensive work in Canada which he reported in
2015 was too late for the WHO cut-off date but again was broadly supportive of earlier work including
the influence of non-acoustic factors. It took longer for work on sleep disturbance to get going. Other
than a clutch of papers in the 2011 conference which were largely inconclusive, there has been little
reporting of the subject until the last 3 conferences.

By 2015 it had been established in several studies that there are no significant direct health effects on
people. The notable impact that had been observed was on a segment of the population who experience
health issues related to stress induced by annoyance. The implication of non-acoustic factors within the
complaints about noise has been well known for over 50 years in the case of aircraft noise. In 2023, in
Dublin, Hiibner reported a previous paper [3] that the strongest predictor of annoyance in wind farm
neighbours is the planning process. However, its not clear whether it is the process itself or the result of
the process (to allow the wind farm to be built) that is the problem. Whilst there has been more research
and some useful work, our overall knowledge of the situation has not changed much in the last 20 years
though it does show signs of changing now. We can predict the proportion of the population annoyed at
a particular noise level but we cannot get anywhere near predicting the impact on any individual because
the level of noise is only one factor.

We have always had one or two delegates and contributors from the field of medicine — David Michaud,
has been with us most conferences since 2005 and David Colby has been another regular. The last few
conferences, and in particular the last one, have seen a welcome rise in other delegates with medical or
associated expertise to bring more into the debate. The 2023 conference also saw a small shift of
emphasis with a look at different perceptions stakeholders have of noise, and indeed of wind farms in
general. It also looked in more detail at what conditions of turbine operation people were most annoyed.
This, together with the possibility of getting feedback through Apps in real time, opens up new
possibilities for control of wind farm noise.

Apps that allow residents to report their reaction to turbine noise and other aspects of turbines are
possible. The apps allow people to feel they have more control if they can report annoyance easily. Also
they give operators a better understanding of conditions under which annoyance occurs. The app can
provide each residence with information about predicted noise levels and other factors such as shadow
flicker. Combined with monitoring of weather conditions such an arrangement could provide very
powerful information. But how could that possibly be converted into action. It is clearly not going to be
acceptable to operators for the wind farm to be controlled solely by the views of the neighbours. In any
case, though it is used by WHO, it has not been established that annoyance is the best measure to judge
the impact of noise.

One problem is that we don’t really know what the incidence of complaints is in the UK, and I’'m not
clear whether other countries have figures or not. It is clear that the number of people likely to be
affected is a small proportion of the population because nearly all turbines are located in areas where
population density is low.
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8. Technology and Knowledge

I have discussed individual aspects of technology advances in wind turbines which have played key roles
in advancing our knowledge of wind turbine noise and its effect on people. However, it is the general
rather than the specific advance in technology and knowledge that, arguably, has made most of the
difference in the last 20 years and almost certainly will in the next twenty unless perhaps Politics, which
I discuss briefly in the next section, intervenes. It seems extremely unlikely that the progress of
technology will diminish as we move forward in the next two decades. It maybe difficult, even for those
who were working 20 years ago to remember how things have moved on since 2005 There was no
Twitter/X, no Netflix, no significant mobile internet, no iphone though we did have the Blackberry. Less
than half homes in the UK were on broadband, though probably more than half of businesses were.
Speeds of 0.5 to 1Mbs were around the maximum for most people.

Fig 5 — Phone from 2005

Apart from a few people ahead of the game, we could not receive data remotely and in real time. LIDAR
and SODAR were available but I am not aware of anyone using them for wind farm developments until
about 2011. Sound Level Meter batteries needed a lead acid battery back-up to run for more than a week

When we look at the technological advances in the last 20 years, there is no reason why the next 20 years
should not bring equally big advances. In fact it seems to me more likely that we will have a faster
advance. Perhaps we could predict a few of these but most will evolve over time. There is little
evidence of a major break with the current technology of three-bladed HAWTs. No doubt there is plenty
of work going on in the background but it seems unlikely at present that we are suddenly going to
discover that VAWTs or Multi-rotors some other innovation can be more efficient or profitable.

I suggest the most predictable advances will be with artificial intelligence. Al is already making inroads
into acoustics. The writing of field notes to incorporate photographs, measurements, topography and
weather automatically. Noise source identification and sound source location are all using Al now,
though in early stages. It is inevitable that Al will be able to help us in the analysis of data and identify
anomalies. I would expect individual companies and people regularly to write their own apps for
targeted tasks — using Al to help with the software writing.

But, while Al will certainly be used to help develop turbine technology I do not see that, of itself, Al will
change the direction in which technology moves - it is likely to have more influence, for the time being at
least, on the way we work rather than the way hardware develops. More accurate propagation
predictions will undoubtedly involve variations with weather, that means that real time weather
information may be required on a wind farm site; the presence of amplitude modulation may be alerted
by neighbours with smartphone apps (this already happens in pilot studies). Perhaps we will have Al
driven AM monitoring stations; all these will be brought together and processed by Al, perhaps directly
to modify the operation of the turbines but more likely to inform controllers in the first place. .Things go
together — if we can measure compliance more accurately then there is an incentive to make propagation
calculations more accurate.
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9. Conclusions

Demand over the last 20 years has been driven by our knowledge about climate change and how that will
affect our futures. A consensus has built over a broad range of political views that we need to take action
to mitigate the effects of climate change. But there is a spectrum of views on the urgency with which we
need to do this — and of course some who do not believe the climate is changing at all. In an Irish High
Court case [1] the interplay between local planning decisions and national climate obligations was tested.
The developer sought permission to construct a 13-turbine wind farm and ABP, Ireland's national
planning authority, denied the application, citing visual impacts and that the County Development Plan
said the area was unsuitable for wind farms. The developer challenged this decision, and the High Court
ruled that ABP had not adequately considered its obligations under the Climate Action and Low Carbon
Development Act 2015. The judge said that climate goals should take precedence over concerns like
visual impacts, stating, "An immediate end to business as usual is a precondition for planetary survival."

Similarly there is strong political pressure to build wind farms in most jurisdictions though with varying
enthusiasm. But political pressures change happens. Since 2005, there have been four presidents of
France, four presidents of the USA and eight Prime Ministers of the UK! Though things change more
slowly elsewhere - Angela Merkel became chancellor of Germany just two months after our first
conference in Berlin in 2005 and has not long ago been replaced.

Nevertheless, even if there is a dramatic change in technology or a dramatic change in world politics, |
think we shall still building wind farms and assessing noise from them in 2045.
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Summary

Wind energy, led by wind power's rapid global growth is advancing in both scale and technology. However,
increasing turbine size and density has raised concerns about noise emissions. This paper outlines practical
workflows for predicting and mitigating both broadband (aero-acoustic) and tonal (vibro-acoustic) noise
using Dassault Systemes tools. Aero-acoustic noise, primarily from blade trailing edges, is addressed
through optimized serration designs, achieving up to 4 dB reduction. Tonal noise from drivetrain
components is analyzed through multibody and vibro-acoustic simulations to identify dominant noise
paths. The study emphasizes high-fidelity modeling, simulation efficiency, and IP-protected collaboration,
while highlighting the need for ongoing research to refine mitigation strategies and improve simulation
accuracy with real-world data.

1. Introduction

Renewable energy has become one of the fastest-growing and most affordable energy sources globally.
Wind power is currently the cheapest source of electricity [1], which has seen a 12.5% global growth in
2023, equaling 116 Gigawatts of added capacity. Installations in China made up over 65% of the global
market and saw a 19.2% growth in 2023, with 75 Gigawatts being added [2]. As a result of this massive
expansion, not only is technology advancing rapidly—evidenced by the world’s largest turbine with a rotor
diameter of 310 meters and a 26 MW rating, capable of powering 55,000 homes with an average wind
speed of 10 m/s [3]—but wind energy capacity density is also increasing. As wind turbines proliferate,
concerns over their acoustic footprint (Fig 1), especially in densely populated and environmentally
sensitive areas, have intensified.
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Figure 1 This visualization displays the near-wake aerodynamics and acoustics of the NREL 5SMW.

Although court cases in which local residents sue wind turbine operators because of noise issues are
extremely rare, stricter regulations have come into effect. In Germany, wind turbines are regulated like
other technical installations, with nighttime total cumulative noise limits set at 35 dB(A) in residential
areas, 40 dB(A) in small urban areas, and 45 dB(A) in villages and mixed-use zones [4]. Wind parks are
sometimes forced to operate at reduce capacity in order to comply with regulations, leading to a loss of
revenue.

The noise spectrum of wind turbines can be decomposed into broadband and tonal contributions as
illustrated in Fig 2. Broadband noise is caused by flow-induced noise generation mechanisms when the
blades pass through the air. In contrast, tonal noise is associated with the drivetrain vibrations that
propagate through the nacelle, tower and blades, from where noise is radiated. It is characterized by the
distinct, narrow-band frequencies and becomes particular intrusive when exceeding the broadband aero-
acoustic noise. Predicting the noise emitted by a wind turbine therefore requires calculating both the
broadband aero-acoustic and the tonal vibro-acoustic contributions. This paper outlines two workflows for
calculating both contributions in a practical way, using tools and methods from Dassault Systemes
available to all. In addition, noise mitigation techniques are discussed which provide a competitive edge
and can enhance the availability of clean and inexpensive sustainable energy.

A-weighted
Sound
Power

Vibro-acoustic

Frequency

Figure 2 Radiated sound power spectrum of a wind turbine. Tonal mechanical noise, in red, becomes
noticeable with decreasing aero-acoustic levels, in green [10]
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2. Aero-acoustic noise

As rotor diameters increase, prototyping costs rise, making digital simulations essential. Larger blades also
amplify flow-induced noise, impacting nearby communities. While some noise can be reduced through
blade design, minimizing trailing-edge noise remains a challenge. Optimizing aerodynamics and
aeroacoustics is key to efficiency and cost reduction. This section explores how aerodynamic simulations
can optimize blade serrations to reduce trailing-edge noise. Serrations are a proven noise reduction method,
achieving up to 7 dB in wind tunnels and 3 dB in real-world applications. The discrepancy stems from
differences in noise propagation and local aerodynamic conditions, highlighting the need for accurate 3D
modeling.

2.1 Methodology

The 3DS wind-turbine aerodynamic noise simulation framework integrates blade design, aerodynamic
analysis, and noise prediction. Blade geometry is designed and optimized using CATIA® and a BEMT
tool, with shape optimization managed by SIMULIA Process Composer. This process is conducted on the
3DEXPERIENCE® platform.

The framework begins with geometry preparation, which converts an unstructured mesh into a structured
blade mesh. BEMT calculations determine lift and drag, followed by SIMULIA PowerFLOW® simulations
using two workflows: (i) 2.5D trailing-edge noise (TENOISE), or (ii) 3D rotor aeroacoustics (MAAS). The
2.5D method is about ten times less computationally demanding than 3D simulations, with radial strips
selected based on prior low-fidelity results. Results were validated in past publications [5,6,7,8].

In the final step the wind-turbine noise spectra at ground-level microphones is computed using a FW-H
solver. In summary, the methodology can handle three different fidelity levels:

o Low-fidelity: Semi-analytical airfoil noise model based on wall-pressure data.
o Mid-fidelity: Sectional noise spectra using FW-H on 2.5D PowerFLOW simulations.
e High-fidelity: One-blade noise spectra via FW-H.

Virtual microphone arrays capture noise across multiple rotor revolutions, applying Doppler and
atmospheric absorption corrections. In lower fidelity cases, the 3D-to-2D transformation matrix adjusts
microphone positions before noise calculations. Further details on the physical models are in Casalino et
al [5].

2.2 Baseline results

This paper uses the NREL 5MW demonstration wind turbine as a reference. Fig 3 presents a typical far-
field noise spectrum at a 100 m downwind distance, emphasizing the broadband nature of turbulent
boundary layer trailing edge noise. Additionally, Fig 4 displays the Overall Sound Pressure Level (OSPL)
map, illustrating how noise changes with blade rotation. Maximum noise radiation occurs approximately
45° before the blade reaches its lowest position, consistent with trailing-edge noise patterns observed in
earlier field tests by Oerlemans et al. [9].
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Figure 3 Far-field noise 1/3-octave band spectrum at a downwind distance of 100m on the rotor axis, no
ground reflection.

240 5. 300

270

Figure 4 OSPL [dB] map for a baseline single blade, over one rotation along the blade’s radius.
Microphone is placed at a 100-meter downwind location on ground. Blade rotation is counter-clockwise,
with 90 and 270 deg indicating sky position ground position respectively.

2.3 Serration location definition

This framework aims to optimize serrations for full-scale wind turbines, as wind tunnel tests and
simulations alone cannot reliably predict certification noise levels. The 2.5D methodology offers accuracy
comparable to 3D simulations at a lower computational cost, making it ideal for this process. Since
designers typically create planar serrations and current semi-analytical trailing-edge noise models lack
strong predictive capabilities, the study focuses on 2.5D PowerFLOW simulations (mid-fidelity branch).
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Low-fidelity BEMT analysis identifies key radial sections for high-fidelity 2.5D simulations. As shown in
Fig 5, the sections at 45 m and 55.5 m (r/R = 0.75 and 0.925) dominate noise levels for the 60 m radius
blade. These sections (green dots) and their local flow conditions from BEMT are used for serration
modeling, while baseline 2.5D results are reused for other sections (blue dots).

Ring Integrated OASPL [dB]

0.35 0.45 0.55 0.65 0.75 0.85 0.95
r/R [-]

Figure 5 Integrated far-field noise along radial position, together with the 5 radial sections of 2.5D
calculations. The green points indicated the sections where serrations have been applied.

Two serration designs are tested: type A (sharp tip/root) and type B (rounded tip/root). Serration length is
set at 10% of the local chord, with flap angles from -11° to -5.5°, aligning with the suction side profile and
wake, respectively. To model full-scale wind turbine noise, results from five sections (green and blue dots)
are interpolated along the blade radius to estimate total acoustic energy.

2.4 Full-scale far-field noise results

The 2.5D methodology enables noise evaluation of a three-bladed serrated wind turbine without full 3D
simulations. Fig 6 compares serrated blade configurations to the baseline, with measurements taken 100 m
downwind and 1.2 m above ground per IEC certification. Ground reflection and atmospheric absorption
are included.

The delta plot shows that all serration configurations reduce noise below 500 Hz, while the moderate flap
angle (-5.5°) further lowers noise up to 1 kHz without significant increases elsewhere. The largest reduction
(~4 dB) occurs at 200 Hz for the moderate angle, whereas the -11° flap angle increases noise by 4 dB at 1
kHz. This confirms the moderate angle’s effectiveness, aligning with Romani et al. [9]. Type A and B
serrations show minor differences, with type A performing interestingly slightly better at low frequencies
in particular.
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Figure 6 Far-field noise 1/3-octave delta band spectrum with respect to baseline at a downwind distance
of 100m at 1.2 m from ground, with reflection.

3. Vibro-acoustic noise

As aero-acoustic levels continue to decrease through the application of advanced simulation methods,
previously concealed tonal noise become increasingly prominent. Its high perceptibility makes tonal noise
particularly intrusive, which necessitates new mitigation strategies, as traditional noise reduction
approaches that are effective for broadband noise may not adequately address tonal noise. This section
presents a combined workflow of multibody and vibro-acoustic simulations for calculating the tonal noise
of wind turbines efficiently. It offers powerful insights on the dominant transfer path along which noise
mitigation measures will be most effective. The workflow uses Simpack® [11] to predict the vibrations
induced by drivetrain excitations and their propagation through the wind turbine to the sound radiating
bodies such as the tower. The subsequent radiation of noise is then governed by the vibroacoustic software
wave6® [12].

3.1 Excitations

The most common sources of tonality in a wind turbine systems stems from gearboxes and generators,
which are illustrated in Fig 7. Within the gearboxes, the excitations are primarily caused by the non-
constant load transfer between the meshing gears. Likewise in generators, the vibration commonly arises
from the electromagnetic interactions between the poles of the rotor and stator. For this work, we focused
on the gear pairings as our vibrations source.
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Figure 7 Exploded view of 5SMW wind turbine drivetrain components consisting of two planet stages and
one helical stage.

As gear wheels engage, the number of gear teeth in contact is continually changing, for example,
continually jumping between three and four teeth being in contact. This changing stiffness is the main
source of vibration within gearboxes and results in Transmission Error (TE). Generally, wind turbines
employ helical gears, as opposed to spur gears in order to reduce noise (reversing in a car is often noticeably
louder than driving forward, as spur ‘reverse’ gears are used to reduce manufacturing costs). See Fig 8.
Additionally, micro-geometry corrections on the tooth flanks are applied in order to reduce TE. Under
ideal conditions, micro-geometry can be optimized and can almost completely eliminate TE. However, this
optimization is only valid for one specific load. Since micro-geometry must be optimized over a wide range
of loading scenarios that a wind turbine is subjected to, TE can only be mitigated and not completely
eliminated.

Spur and Helical Gears

Diagram

x10°

rel. 1 [Nm/rad]

Spur Gears

Total rotat. stiffness

Spur Gears
Helical Gears

[ 7 [] [ 10 bl

time [s]

Helical Gears Total Rotational Stiffness

Figure 8 Changes in rotational stiffness due to gear meshing, spur gears (blue curve) and helical gears
(cyan curve)

3.2 Multibody system simulation

In order to correctly generate and predict the excitations and vibrations within a wind turbine, Finite
Element (FE) models are used within high fidelity holistic Multibody System (MBS) simulations. The FE
models must accurately capture deformations and high frequency vibrations of not only the major
components, such as the tower, blades, bedplate and gearbox housing, but also smaller components, e.g.
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shafts, planet carriers and gearwheels. These components are assembled within MBS along with many
other detailed necessary components, for example non-linear bearings, bushings and gear wheel pairings
(non-linear refers to the non-linear changing stiffness under different loading conditions, Fig 9). These
highly specific, and not unduly burdened, elements enable very efficient system simulation over the
complete range of necessary simulation scenarios. In addition, MBS, combined with imported FE models,
significantly simplifies understanding of complex vibration phenomena due to the many various
abstraction levels that can be easily employed and compared.

Figure 9 Four point rolling bearing. Blue curve shows non-linear radial stiffness. Depending upon state
of model during linearization, different linear stiffnesses are achieved, highlighting the need to
investigate a range of loading conditions as these different linear stiffnesses will affect results

The high-fidelity holistic MBS cannot only describe the drivetrain performance but also how drivetrain
vibrations propagate through various paths to the sound radiating components, such as the tower, where
the vibrations become audible as mechanical noise. Typically, three main transfer paths are distinguished
as illustrated in Fig 10: First, the structure-borne transmission through the bearings and mainframe to the
nacelle cover and tower, which subsequently radiate sound. Second, the structure-borne transmission
through the gears and main shaft to the blades that radiate sound. Third, the radiation of sound by the
gearbox housing and the subsequent airborne transmission through the nacelle cover and louver. The
relevance of each transfer path to the perceived noise depends on the excitation, which is affected by the
specific loading condition, the frequency and the vibro-acoustic design of a wind turbine. Large forces and
moments on the drivetrain cause transvers and angular misalignments of the gearwheels effecting TE.
Large thrust force and torque on the rotor significantly affect the distributed loading between the flexible
bedplate and tower via the yaw bearing, which in turn excite different tower modes and magnitudes thereof.
In addition, a significant component of the transfer path can sometimes be through the yaw drives systems
around the top of the tower.

@ (b) (©

Figure 10 Large thrust forces and torque causes extreme and uneven loading and deformation on many
components (a, b). Transfer paths, from gear meshing to radiating surfaces, highlighted in red (c), are
dependent upon loading
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Particular attention should be given to the modelling of the yaw bearing to ensure accurate predictions.
The yaw bearing commonly consists of two rows of four-point ball bearings or a combination of ball and
roller bearings, see Fig 11. Correct modelling with attention to the prestress forces is essential for accurate
transfer of forces between the bedplate and tower.

(@) (b)

Figure 11 Yaw bearing. Detailed design in the 3BDEXPERIENCE® Platform (a) and distributed loading
from the bedplate through to the tower top via the yaw bearing in Simpack (b)

The MBS simulations can be carried out in either time or frequency domain. For tonality investigations we
are mainly concerned with high frequency, low amplitude, and quasi-static vibrations. By linearizing the
non-linear holistic model at specific states, efficient analyses can be carried out in the frequency domain
using Linear System Analysis. It is important to note that a very large range of different linearization states,
with appropriate corresponding excitations, is necessary to correctly generate a realistic meaningful scatter
of results. This poses high demands on the computational efficiency of the MBS simulation, as well as the
subsequent vibro-acoustic analysis. Due to the numerous nonlinearities in wind turbine models, some
simulations are conducted in the time domain to ensure that certain effects are not unintentionally neglected
and to simplify overall workflows.

3.3 Noise Radiation and Ground Measurements

The vibro-acoustic model of the wind turbine covers the second part of the transmission paths and accounts
for the sound radiation, the subsequent transmission through other bodies as well as the scattering by other
objects and the ground. Its inputs are the surface vibrations of the sound radiating bodies calculated in the
MBS simulation. These bodies are commonly represented by flexible bodies in modal coordinates, see Fig
12 for an example of four mode shapes of the tower. Using modal reduction allows to express the surface
vibration as a linear combination of mode shapes and modal participation factors (MPF). This offers
significant benefits compared to a nodal representation. Variations within the MBS model such as different
linearization states or gear meshing excitations typically do not change the modes of the sound radiating
bodies but only the MPF. Solving the vibro-acoustic model for a different set of MPF can leverage
information of previous solves allowing for a rapid assessment of the radiated noise. An additional
advantage lies in the possibility to calculate how individual modes contribute to the sound pressure level
at the IEC locations. This provides insights on the relevance of individual modes, which is particularly
valuable for developing noise mitigation strategies.
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Figure 12 Mode shapes of the tower. Natural frequencies are increasing from (a) to (d)

The vibro-acoustic model consists of a finite element model of the interior acoustic cavity within the
nacelle, a structural finite element model of the nacelle cover and a boundary element model of the exterior
acoustic half-space surrounding the wind turbine. Surface vibrations of the gearbox housing, the nacelle
and the tower are taken into consideration. The sound radiation from the blades is neglected for simplicity
but could be included within the workflow. The reflecting ground is assumed flat and receivers are located
at the IEC locations and at multiple planes inside and outside the nacelle. An illustration of the absolute
sound pressure field at 50Hz is shown in Fig 13. Evaluating the sound pressure level at the IEC locations
for frequencies of up to 200Hz yields the narrowband spectrum presented in Fig 14.

Sound pressure level - (dB re: 2.0000e-5 Pa)

Figure 13 Absolute sound pressure field at 50Hz due to sound radiation of the gearbox housing
transmitted through the nacelle and the structure-borne noise radiated by the tower.
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Sound pressure level at the IEC location

= I 10dB

Figure 14 Sound pressure level at the IEC locations for a given gear meshing excitation

3.4 IP Protected Collaboration

The illustrated high fidelity holistic system models commonly consist of an assembly of sub-systems from
suppliers and original equipment manufacturers (OEMs). All involved parties require simulation tools that
enable model sharing and integration, with the ability to retain proprietary technology, as collaborations
are rarely exclusive. Companies can overcome this Intellectual property (IP) protection issue by only
exchanging state-space matrices (SSM) of the sub-systems. However, these matrices are only valid for one
static, or quasi-static state, and can only be used for frequency domain analysis methods. The required
number of SSMs for each sub-system increases significantly with model fidelity and size of the system
and non-linearities therein, in order to accurately cover the extensive range of loading conditions.

Another viable solution, which is software specific and available in Simpack, enables users to export a
sub-system, as a ‘BlackBox’ model, which can then be subsequently imported and assembled into holistic
system models. See Fig 15 for a graphical illustration. Apart from protecting any sensitive model data, this
method has the advantage that it can be used with any solver method, either in the frequency or time
domain. In addition, the user who generates the BlackBox model can make specific model parameters and
data modifiable by the BlackBox model user. For example, users of BlackBox models can carry out system
DoE by varying the location of a bearing or exchange a flexible body data file, within the protected
subsystem. The choice of which data to protect or enable access to, is completely up to the creator of the
BlackBox.

Select Model Define Access / Visibility Export as BlackBox Impart into System Model

+  Communicators
(e.g. for connections) 'y
«  Primitives ol -
*«  u-lnputs » L 8
«  y-Outputs
= Result Elements [ ]

Figure 15 Blackbox workflow, which enables protection of sensitive data during collaboration

4. Conclusion

As wind energy expanded rapidly, addressing noise emissions became increasingly critical for regulatory
compliance and public acceptance. This paper presented a practical framework for predicting and
mitigating both broadband aero-acoustic and tonal vibro-acoustic noise in wind turbines. The aerodynamic
noise reduction workflow leveraged 2.5D to optimize blade serrations, achieving up to 4 dB noise reduction
in critical frequency ranges. The vibro-acoustic workflow combined multibody and finite element
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simulations to assess tonal noise transmission paths, providing key insights into the dominant contributors
to tonal emissions.

The findings demonstrated that targeted serration designs effectively reduced low-frequency broadband
noise, while drivetrain modeling identified key vibration sources influencing tonal noise propagation.
However, further research is needed to refine noise mitigation strategies, particularly in optimizing
serration geometries for varying wind conditions and developing advanced materials to dampen structural
vibrations. Additionally, integrating real-world operational data with high-fidelity simulations could
enhance predictive accuracy and support adaptive noise control strategies.

Vibro-acoustic analysis requires high-fidelity system simulations that integrate multiple disciplines,
including finite element analysis (FEA), multibody simulation (MBS), and acoustic analysis. To accurately
understand system behavior and facilitate noise mitigation, simulations must encompass the full range of
loading conditions. The detailed modeling of components within the holistic system models requires close
collaboration between suppliers and OEMs, for which the disclosure of sensitive data is no longer
necessary. However, further research and development in this field remain essential. For example,
methodologies for accurately predicting gear-pairing transmission error—a primary source of vibro-
acoustic noise—across the entire load spectrum are continually being further developed and enhanced to
improve efficiency and performance.

As wind turbines continue to grow in size and efficiency, addressing noise challenges will remain a crucial
aspect of sustainable energy development.
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Summary

Wind farm operators face the challenge of balancing noise regulation compliance with energy production
goals. When wind farms are already installed or the planned positions are decided upon, the remaining
option is to control the operation modes of the turbines, also referred to as curtailment. The curtailment of
wind turbine modes or stopping them completely comes with reduced noise emission but also reduced
energy production. The purpose of noise curtailment optimization in the context of wind farm planning is
to satisfy acoustic constraints while maximizing the usual benefits, e.g. energy production or profit. This
study presents a flexible curtailment optimization method designed to address this complex issue. The
method's key strengths lie in its adaptability to different noise propagation models, consideration of
multiple environmental variables, and ability to handle non-linear wake interactions. By employing a
heuristic optimization approach, the algorithm effectively navigates the np-hard problem of wind farm
curtailment. It successfully generates optimal operational strategies that meet noise regulations while
maximizing energy production. The algorithm is designed for easy adaptation to evolving regulatory
landscapes, such as Germany's "area of influence" concept, and efficiency. Results demonstrate the
method's capability to find optimal curtailment plans even when initial noise levels significantly exceed
permitted levels. The improved algorithm resulted in production gains of 5.2% compared to a common
industrial approach due to improvements of the proposed optimization method. Furthermore, the ability to
optimize under varying meteorological conditions contributed an additional 2.7% increase in energy
production. Finally, the integration of the 'area of influence,' yielded another relative production gain of
4.9%. This research contributes a valuable and flexible solution to wind farm noise modellers, offering a
solution that enables wind farm noise compliance in various conditions with minimal impact on production.
The proposed optimization tool overcomes both theoretical and practical implications, providing a
significant contribution to the wind energy industry. The work was executed within the DECOWIND
project, which was supported by Innovation Fund Denmark and included participation by the Technical
University of Denmark (DTU), Siemens Gamesa Renewable Energy, FORCE Technology and EMD
International A/S.

1. Introduction

Wind farms must comply with noise regulations, and two approaches are being used to ensure compliant
noise emission levels at noise receptors emitted by wind turbines: control the turbine position [1] or control
the turbine operation modes [2]. When wind turbines are already installed or the planned positions are
decided upon, the remaining option is, therefore, curtailing the operation modes of the turbines. The
curtailment of wind turbine modes comes with reduced noise emission but also reduced energy production
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[3]. The purpose of noise curtailment optimization in the context of wind farm planning is to satisfy
acoustic constraints while maximizing the usual benefits, e.g., energy production or profit.

The strategic curtailment of wind turbines to comply with noise regulations while maximizing energy
production presents a critical challenge in wind farm operations. This optimization problem exhibits
inherent complexity due to its NP-hard nature, stemming from non-linear wake interactions and discrete
operational constraints across multi-dimensional meteorological conditions. At its core lies a fundamental
dependency: the calculated noise emission and immission levels at noise receptors directly depend on the
acoustic propagation model mandated by regional regulations, which vary substantially across
jurisdictions. It is important to carefully define the noise propagation model, such as the general ISO 9613-
2 [4] noise model or the NORD2000 model.

Current regulatory frameworks prescribe specific implementations of standardized models like ISO 9613-
2 and NORD2000, including receiver height specifications, tone correction procedures, atmospheric
absorption coefficients, ground impedance models, reflection handling.

Moreover, the noise varies with meteorological conditions. This allows defining highly granular turbine
control if the regulations account for it. For maximum production, a curtailment scheme is calculated for
the set of turbines and every set of meteorological conditions that is considered in the applying noise
regulation of the location of the time for getting the permission for the wind farm.
However, even for a single set of meteorological conditions the number of combinations increase
exponentially dependent on the number of turbines and the number of operation modes. This prohibits an
evaluation of all combinations. Due to non-linearities in the objective and constraint functions from wake
interactions, it is not possible to construct a linear problem [1] that could be solved exactly. Meta-heuristic
algorithms have been tackled to solve the problem but are often not able to find the global optimum and
the results often differ due to the inherent stochasticity. While meta-heuristics such as genetic algorithms
(GA) or particle swarm optimization (PSO) are effective in exploring complex solution spaces, their
stochastic nature can lead to inconsistent results, including suboptimal solutions and high computational
overhead, particularly in problems where sufficient knowledge about the problem’s nature is available [5].

We introduce a two-phase optimization framework combining a greedy global search heuristic based on a
noise violation per production gradient that identifies promising solutions. The local neighbourhood of
these solutions is then explored to refine it in a second step.

The proposed optimization framework implemented in windPRO can be configured to exactly match the
noise regulations. The research questions we address is:

1. How does the performance of the proposed optimization algorithm compare to standard approach
of derating the highest noise contributing turbine?

2. How do optimal production losses change with different granularities of ISO 9613-2 noise model
configurations?

To tackle the research questions, the optimization is tested on four realistic noise model setups with
different fidelities, from a simple setup with few meteorological bins to an advanced setup that includes a
recent addition that is applicable in multiple German counties, called the area of influence.

2. Methods

Initially, the noise propagation models and their application in regional noise regulation are briefly
outlined. Following this, the various meteorological and temporal conditions are introduced as dimensions
of the optimization problem that is subsequently defined. Then, a standard default approach and innovative
algorithms to address the issues are described. Finally, the experimental design is explained.

2.1 Noise propagation models and regulatory specifications

Noise propagation models translate the sound emission from the noise sources, in this case wind turbines,
to the noise immision points, typically the surrounding dwellings. In the present study the ISO 9613-2
propagation model is used but in principle any propagation model could be considered, such as the
NORD2000 model. The ISO 9613-2 model [4] is considered an industry standard model and went through
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a revision in 2024. It is used as the basic propagation model in many countries and regions with local
variations, both for wind turbine sound and other industrial sound modelling. One such country is Germany
where the use of the ISO 9613-2 model is described in the TA-Lérm guideline [6].

Propagation models, whether it is the ISO 9613-2, the NORD2000 model or other propagation models,
include several meteorological parameters that change over time, such as wind direction, temperature,
humidity or shear, each resulting in a different translation of source noise level to impact noise level at the
receptor.

Some noise regulations consider the wind speed uniform across the wind farm and although wind speed
may be referred to at 10 m height, the International Electrotechnical Commission (IEC) wind profile
translares the wind speed to hub height and a particular wind speed in the noise constraint translates to a
fixed wind speed at hub height. In reality, however, wind speed can vary considerably inside the wind
farm, partly due to terrain and partly due to the wakes of the wind turbines, so asking that the wind farm
must be curtailed at x m/s at y m height, requires a reference location and an individual wind speed bin for
each wind turbine. Even if the propagation model assumes downwind conditions from every turbine to
every receptor, the translation of wind speed will need to take into account wind direction.

2.2 Dimensions and binning for curtailment

The curtailment matrix can inhibit multiple dimensions, such as wind speed, direction and time, and be
limited by the granularity in which curtailments can be applied. A minimum bin size can be required by
the original equipment manufacturer (OEM), or a limited number of operation modes is available. An
example is shown in Figure 1 where a curtailment matrix is defined for three dimensions, wind speed, wind
direction and time (day, evening and night). Within each bin, the turbine is set to use a particular operation
mode with its own noise curve.

Figure 1. Example of a noise curtailment matrix, presenting two dimensions, wind speed and direction,
within the time dimension bin “evening”.

The binning of dimensions is more complex than it might seem. In a system with uniform wind speed
across the wind farm, there would be a match between the bins tested against a threshold and the bins in
the curtailment matrix (Figure 2). However, actual wind speed translation may result in untested bins or
bins with multiple tests (Figure 2), both of which require some decision-making.

A threshold based on maximum noise impact is independent of wind speed, requiring the curtailment to
ensure that the combined noise impact at any wind speed stays within the threshold. In contrast, a threshold
conditioned on a particular wind speed necessitates curtailment to ensure the threshold is not exceeded at
that specific wind speed. However, what occurs at wind speeds that are not constrained by a threshold? In
such cases, the turbine may be allowed unrestricted operation or must remain in the operation mode of the
closest test wind speed. This situation becomes more complex if the test is not based on the wind speed at
the wind turbine but on a reference location.
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Decisions regarding granularity and the translation of wind speed across the wind farm significantly
influence the outcome of noise curtailment. While not fully explored in this paper, the consequences on
the curtailment plan and calculated benefit are substantial.

Figure 2. Left: Binning in the curtailment matrix (boxes) with a test in each bin(dots). Right: Large bins
with multiple tests.

The goal of any noise curtailment strategy is to ensure compliance with the noise receptor thresholds.
Therefore, the success of the curtailment plan is highly dependent on the structure of these thresholds.
Consequently, a noise curtailment matrix must be established for each turbine, in alignment with the noise
constraints and regulatory requirements.

2.3 Optimization problem

The decision variables of the optimization problem are the operation modes of all turbines of the wind
farm. The objective of the optimization is to maximize the energy production of the wind farm, and the
constraint is to maintain the noise level at all noise receivers below a certain noise level for all
meteorological conditions. Without the wake effects of turbines, the problem could be categorized as a
multi-dimensional knapsack problem. However, the wake effects add interactions between the decision
variables: The production mode of the wake influences the wind speed and with it in energy production
and noise outputs at the positions of the wake receiving turbines, and that interaction applies to all wind
turbines within the wind park. This makes it a non-linear knapsack problem with non-separable objectives
and constraints [7]. The notion of non-separable objective and constraint functions refers to the interaction
of the decision variables. This problem quickly becomes intractable and cannot be solved exactly due to
the exponentially increasing complexity of the problem with the number of variables, i.e. the number of
turbines and the number of operation modes. Moreover, the optimization problem is independent between
each binned set of meteorological conditions [8].

2.4 Optimization algorithms

2.4.1 Reference algorithm

A typical standard approach is to iteratively reduce the noise emission of the wind turbine that contributes
the largest share of the noise impact at the receptor with the largest exceedance above threshold. This
procedure is typically applied on each turbine uniformly instead of derating the turbine in certain
meteorological conditions. The argument for this approach is that derating the biggest contributing turbine
provides the largest reduction in noise impact at the receptor. This approach is widely adopted and has
been part of industrial solutions such as windPRO for decades. In the context of this paper, it is labelled
the classic method.

The main weakness of this model is that it ignores the power production of the wind turbines and is not
performed on binned meteorological condition that match the control variables from the specified noise
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model. Derating the largest noise contributing turbine will often result in a large noise reduction, but it can
result in drastic losses of energy production. The second weakness is that the curtailments are not adjusted
to the meteorological conditions that influence the received noise. It is simply not necessary to derate the
individual turbines equally at all wind speeds, wind directions, temperatures and air pressures to comply
with thresholds.

2.4.2 Greedy global search heuristic

The objective is not just to comply with receptor noise thresholds but to do so with a minimal loss of energy
production. If a turbine is exceptionally well producing or the needed reduction to comply with the
permitted noise level can be achieved by reducing another less energy producing turbine, this is often
preferable.

We suggest a deterministic greedy approach to tackle the knapsack problem on binned meteorological
conditions. The decisions of which turbine to derate now depends on the relative energy production
contributions of wind turbines to noise exceedance levels above permitted noise at noise receptors.

First, all turbines are set into the highest possible operation mode. As long as the noise impact exceeds the
permitted noise level, the noise receptor with the highest noise exceedance is identified. Then, a metric is
computed for each turbine that quantifies the relation of produced power to the noise exceedance at the
receptor. The turbines are sorted reversely according to that metric, and the turbine with the worst relative
power per noise contribution gets derated into the next possible production mode. This loop is continued
until all noise levels at the noise receptors meet the permitted noise level of the current meteorological and
temporal bin. It continues with identifying and solving the problem for the next bin, until all bins are
optimized. The result is a multidimensional curtailment matrix with optimized operation modes for
turbines across all bins. The algorithm proved to be the right balance between accuracy and computation
time [8].

2.4.3 Step model - Local Neighbourhood Search

The greedy global search heuristic described above often ends up in a local optimum. However, we found
that it generally finds a high-quality solution that only differs in a few decisions made when compared to
the global optimum. For this reason, a local search phase is performed that systematically explores the
neighborhood of the greedy solution. This phase is controlled by an exploration depth parameter, which
controls how far the search can deviate from the current solution. The method is inspired by Large
Neighborhood Search [9], which emphasizes systematic exploration of increasingly distant solution
neighborhoods to overcome local optimality.

Step 1. Global Upgrading:

First, the algorithm attempts to further increase the operation mode of each turbine, one at a time, up to a
fixed number of levels above its current setting (as defined by the exploration depth). If any such upgrade
leads to an improvement in total energy production, the new configuration is immediately accepted.

Step 2. Downgrade-Compensation Cycle:

If no improvement is found through upgrades alone, the algorithm then explores more complex
adjustments. For each turbine, it considers temporarily reducing its operation mode by up to the exploration
depth. For every such downgrade, the algorithm then attempts to compensate by increasing the operation
modes of the other turbines, again within the allowed depth. If this combination results in a net
improvement in total energy production, the new solution is accepted. This approach allows the algorithm
to escape local optima by making coordinated changes that the greedy strategy overlooked. The search
continues until a complete pass through all turbines fails to yield any further improvement.

The main parameter controlling the breadth of the local search is the exploration depth. A higher value
increases the chances of finding a better solution but also raises computational demands, the complexity is
O(number of decision variables?- exploration depth?). In practice, the algorithm is efficient for
moderate-sized problems. The default value is set to 3.
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2.5 Design of experiment

The difference between the classic optimization algorithm and the production conditioned algorithm plus
the possibilities of using a detailed curtailment matrix, can be demonstrated with a fictional wind farm
example. This example is located in hilly terrain and consists of 10 wind turbines and 4 receptors (Figure
3). The wind turbines are Siemens Gamesa SG 6.6-170, hub height 175 m [10], with 9 operation modes
available as listed in Table 1. Decreasing noise means decreasing production as demonstrated in Figure 4.

Figure 3. Test case wind farm consisting of 10 wind turbines (red rotor symbol and 4 receptors (pink
circles. The site is hilly with considerable terrain differences within the wind farm. The “Local mast” is
a suggested reference point.

Table 1. Operation modes for the Siemens Gamesa SG 6.6-170 used in this test.
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Operation modes SG 6.6-170
107
104 -
97
-60% -50% -40% -30% -20% -10% 0%
Production loss relative to uncurtailed operation at 8 m/s mean wind speed

Figure 4. Production loss for each operation mode relative to uncurtailed operation (at 8 m/s mean wind
speed) for the SG 6.6-170 used in the case examples.

Four cases are presented in the following, demonstrating the potential benefit allowing for bin-wise
curtailment schemes and applying the optimizer. The cases all use the ISO 9613-2 model as propagation
model with parameter settings as listed in Table 2. The dimensions focused on in the tests are wind speed,
wind direction and time, though any variable in the propagation model could potentially be used.

Each test case is compared to the classic algorithm. The classic algorithm uses the same propagation model
as the production conditioned algorithm but with no binning (except for time). Therefore, the
improvements are directly related to the algorithm and the use of a curtailment matrix.

Case 4b introduces the use of the Area of influence clause in TA-Larm [6]. The Area of influence clause,
also known as an irrelevance criterion, limits the noise sources to take into account at a given receptor. The
clause (2.2) states that noise sources that contribute less than 10 dB below the receptor threshold can be
excluded from the calculation of noise impact. This clause is implemented differently across Germany.
The implementation applied in test case 4b is that individual wind turbines in the planned wind farm are
excluded if the individual contribution is less than 10 dB below threshold. All tests are run in windPRO
4.2.

Table 2. Study case settings.

Parameters Case 1 Case 2 Case 3 Case 4a Case 4b
4-12m/s, step 2m/s,

Wind speed Maximum source noise  |4-12m/s, step 2m/s actual wind speed in wind [Maximum source noise [Maximum source noise
farm

Wind direction Downwind 12 directions, ISO derived |12 directions, ISO derived |[Downwind Downwind

Ground attenuation [General, G=0.5 General, G=0.5 General, G=0.5 Agr=-3dB Agr=-3dB

Receptor heightaboj4 m 4m 4m 5m 5m

Uncertainty 0dB 0dB 0dB 2.1dB 2.1dB

Air absorption T:10°C, RH: 70% T:10°C, RH: 70% T:10°C, RH: 70% TA-Ldrm TA-Ldrm

Time domain Uniform Uniform Uniform day and night (22-6) day and night (22-6)

Other - - - - Area of influece: 10 dB

3. Study cases

3.1.1 Casel

Case 1 is a simple case where the noise level thresholds are a uniform dBA values across all bins, with 35
dBA at receptor A, and 40 dB at receptor B — D. The curtailment scheme, therefore, results in a uniform
operation mode setting for each turbine. The parameters of the case are presented in Table 2.

The resulting curtailment strategies with presented reference approach described in Sect. 2.4.1. and the
proposed search algorithm in 2.4.2 are presented in Table 3. Moreover, the operation modes from the
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classic strategy and the production conditioned strategy are listed for all the turbines and it is clear that the
more advanced model found a different strategy, particularly in avoiding the very expensive mode N8§.

Using the proposed search algorithms, the improvement across the wind farm is 5.2% in annual production
output compared to the annual production modes from the reference algorithm.

Table 3. Results of study cases 1, 2 and 3, quantifying improvements in production relative to reference

algorithm.
Casel Case2 Case 3

Wind turbine |Classic strategy [Case 1 strategy improvement |improvement |improvement

T1 N2 N1 3.1% 3.0% 1.9%
T2 N6 N4 10.1% 10.5% 8.1%
T3 AM O N6 -19.3% -3.9% -2.4%
T4 AM O AMO 1.4% -1.4% -5.3%
T5 N3 N1 11.2% 8.4% 8.8%
T6 N8 N6 41.2% 35.3% 31.8%
T7 N8 N6 41.1% 48.6% 48.3%
T8 N3 N4 -3.3% 0.7% -1.2%
T9 N3 N6 -10.1% 2.3% -0.2%
T10 N3 N4 -1.3% 1.0% 1.1%
Total 5.2% 8.2% 6.9%

3.1.2 Case?2

Case 2 maintains the same receptor thresholds as Case 1, but allows the turbines to be curtailed along two
dimensions: wind speed with a binning size of 2 m/s and wind direction with a binning size of 30 degrees.
The wind speed bins range from 4 to 12 m/s. Above 12 m/s, the turbines are unrestricted and can run freely.
The wind direction component is derived from the ISO 9613-2 model and excludes source directivity.
The greater granularity in the curtailment scheme results in a more intricate curtailment matrix for each
wind turbine. Figure 5 presents an example with T5. Due to this complexity, a simple mode, as seen in
Cases 1 and 2, cannot be presented.

Compared to the classic algorithm without binning, the improvement in annual production output is 8.2%,
with the more granular binning adding 2.7% of production compared to the uniform case 1 (Table 3). Some
of'this increase is due to unrestricted operation outside the tested bins. Clearly, both the advanced algorithm
and the curtailment matrix contribute to the production gain.

Figure 5. The curtailment matrix of turbine T5. The matrix consists of vertical wind speed bins and
horizontal wind direction bins. The colour coding represents bin settings.
3.1.3 Case3

Case 3 extends Case 2 by considering variable wind speeds across a wind farm. Each turbine's SCADA
data determines its operation mode, requiring the curtailment plan to factor in actual wind speeds at
individual turbines. Tests are conducted at fixed wind speeds, using a central meteorological mast at 100.7
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m as the reference point. Wind speeds are adjusted for each turbine, accounting for terrain and wake effects,
with the reference location unaffected by wake.

The resulting curtailment matrix looks different from Case 2 (example with T5 in Figure 6). Because the
wind turbines generally are experiencing higher wind speed than the reference location and height, the
turbines will be higher on the noise curve and need to be curtailed more. The overall improvement
compared to the simple classic case is in this setup 6.9% on annual production (Table 3).

Adding the actual wind speed differences across the wind farm in not therefore necessarily a gain to
production output, but an acceptance of reality, that if we want to control our wind turbines with high
granularity, we must also accept that the wind turbines at any given time will experience different wind
speed.

Figure 6. The curtailment matrix of turbine TS5 using actual wind speed within the wind farm. The bins
continue to be the wind speed experienced by the wind turbine, but the test wind speeds are now
determined by the wind speed at the reference location, which translates to different wind speeds at the
wind turbines.

3.1.4 Cased

In Case 4, an actual noise code is applied, specifically adapting the German noise code as described by
TA-Lérm [6]. In this scenario, Receptor A is set to 35 dB(A) at night and 50 dB(A) during the day, while
Receptors B-D are set to 40 dB(A) at night and 55 dB(A) during the day. Nighttime is defined as the period
from 22:00 to 06:00.

The parameters of the propagation model are set according to Table 1, which includes an uncertainty
penalty of 2.1 dB on the source noise levels of the turbines as a typical (maximum) value.

During daylight hours, the wind farm can operate without curtailment, but significant curtailment is
required at night. Table 4 lists the resulting curtailment modes for both the classic approach and the
production-conditioned approach. In both cases, two wind turbines need to shut down at night, but the
production-conditioned approach still gains 2.8% in production.

This case is expanded with the option of applying the area of influence principle, which is allowed in some
German regions [6] as explained in section 2.5. As applied here, turbines that individually contribute less
than 10 dB below the receptor threshold can be ignored for that receptor. From a curtailment optimization
perspective, the challenge is that reducing a turbine with a small partial contribution can have a large
impact on the energy production, and the classic approach does not consider this fact.

Applying this option in Case 4b results in a 7.6% improvement in production for the wind farm relative to
the classic reference algorithm. This gain is largely due to avoiding the shutdown of turbine T2 and the
costly mode N8.
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Table 4. Results of case 4, quantifying improvements in production relative to reference algorithm.

Nighttime curtialments
Classic Case 4 strategy Improvement | Case4b:including area of influence [ Improvement
T1 N3 N3 -0.1% N5 -2.5%
T2 Shutdown Shutdown 0.0% N6 46.3%
T3 N5 N6 -1.9% N7 -5.6%
T4 N5 N5 -0.1% N4 1.0%
T5 N7 N5 5.8% N5 5.5%
16 Shutdown Shutdown 0.0% Shutdown 0.0%
T7 N7 N7 -0.1% N5 5.5%
T8 N8 N6 11.1% N5 12.9%
T9 N8 N7 6.3% N6 9.8%
T10 N8 N7 6.7% N6 10.5%
Total 2.8% 7.6%

4. Discussion

The test cases are examples of the use of the optimization algorithm and are by no means exhaustive. There
are many variations of noise codes and wind farm sites differ in how they are constrained. The test cases
exemplify the fundamental benefit of considering production loss when optimizing noise curtailment, as
seen in Case 1 where there was a 5.2% production gain. Additionally, allowing a curtailment matrix has
proven valuable, though strongly connected to the noise code of the region or country of the wind farm in
terms of both dimensions and granularity. This option will therefore not always be available, yet the
production benefit may be an argument for revising noise codes to allow for detailed curtailment matrices.
In Case 2, the curtailment matrix added 2.7% production to the wind farm.

The potential complexity of connecting a noise code to an actual wind farm with differences in wind speed
among the wind turbines for different flow cases is evident. Requiring the wind farm to comply with
specific dB levels at certain wind speeds necessitates both a reference location and a transformation of that
wind speed to the individual wind turbine, as demonstrated in Case 3. Moreover, the algorithm can be
applied to specific noise codes with particular requirements or opportunities and help make them
beneficial. In the German case (Case 4), this led to a 7.6% improvement relative to just using a common
industrial optimization algorithm that merely addresses not violating constraints without a focus on the
objective.

The initial case presented in the study, where meteorological and temporal conditions were not binned,
demonstrated a production gain of 5.2% purely from the algorithm's improvement. Addressing the first
research question, "How does the performance of the proposed optimization algorithm compare to the
standard approach of derating the highest noise contributing turbine?", it's evident that further gains were
achieved by efficiently optimizing all individual bins separately, adding another 2.7% to the production.
While this is specific to the site studied, it illustrates the significant performance enhancement offered by
the proposed algorithm. Although not presented in this study, it is worth noting that the two-step heuristic
approach outperformed both the meta-heuristic and dynamic programming approaches tested on the same
problem, excelling in both solution quality and computation time.

For the second research question, "How do optimal production losses change with different granularities
of ISO 9613-2 noise model configurations?", the flexibility to tailor the optimization algorithm to new and
advanced regulations, such as the area of influence principle, leads to considerable gains. Implementing
this principle allowed the continued operation of a turbine that would otherwise have been shut down,
resulting in a relative gain of 4.9% compared to an approach that did not incorporate this rule.
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5. Conclusion

The study explores the efficacy of an advanced noise curtailment optimization algorithm in enhancing
wind farm production while adhering to noise constraints. The research highlights the significance of
balancing production efficiency with environmental considerations, particularly in regions with stringent
noise regulations, and the importance of tailoring wind farm control to the noise regulations in place.

The methodology involved detailed analysis and application of the optimization algorithm across various
test cases. The two step heuristic search algorithm with a global and a local search approach is designed to
efficiently account for noise constraints while optimizing production despite a highly non-linear
optimization problem due to wake interactions within the wind farm. The study cases demonstrated the
algorithm's ability to improve production by considering factors such as meteorological conditions and
temporal variations, and by implementing principles like the area of influence.

The discussion section elaborated on the substantial production gains achieved through the optimization
algorithm. For instance, Case 1 exhibited a 5.2% increase in production by optimizing individual bins
separately. Case 2 showcased an additional 2.7% production gain through the implementation of a
curtailment matrix. Case 3 highlighted the complexities of connecting noise codes to actual wind farm
operations, emphasizing the need for specific dB levels at certain wind speeds. The German test case (Case
4) demonstrated a 7.6% improvement in production by incorporating advanced regulations like the area of
influence principle.

In conclusion, the study highlights the importance of selecting the most appropriate approach with an
efficient and flexible optimization algorithm that is tailored to regional noise regulations.
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Summary

The present work aims to report some wind tunnel findings while testing vortex generators (VG) on
aerofoils dedicated to wind turbine generators in the Poul La Cour tunnel (PLCT), using an aeroacoustic
setup with Kevlar side walls. It consisted of testing Vestas proprietary aerofoil designs fitted with vortex
generators and serrated trailing-edge add-on (STE) at three different flow speeds and a wide range of
negative and positive geometrical angles of attack (AoA). Aerofoil noise was investigated using a
microphone array and a classical frequency-domain beamforming approach to generate acoustic images.
To suppress wind tunnel background noise and spurious sources, several integration zones were used. The
results suggest that no major VG noise influence was detected while focusing on the sole trailing-edge
(TE). Hence, two more beamforming integration strategies were created where a VG only configuration
integrates mainly around the VG strip and a TE& VG configuration englobes both TE and VG. The relative
difference between the TE&VG and the TE only configurations showed a potential significant noise
increase detected at high angle of attack (AoA) when the beamforming integration zone includes the VGs.
This observation seems independent of flow speed. The trend also shows a slight noise reduction in the
low AoA region. This study showed, that VGs influence on noise is not detected unless one looks for it.

1. Introduction and setup description

The present study reports on the influence of vortex generators (VG) on noise from aerofoils dedicated to
wind turbine generators. The wind tunnel campaign was led in the Poul La Cour tunnel (PLCT) [1], using
an aeroacoustic setup with Kevlar side walls. It consisted of testing Vestas proprietary aerofoil designs
fitted with vortex generators and serrated trailing-edge add-on (STE) at three different flow speeds and a
wide range of negative and positive geometrical angles of attack (AoA).

! Corresponding author — Email: mtege(@vestas.com
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The different geometry configurations (aerofoil, VG, STE) were tested at three different wind tunnel speeds
— which will be labelled as low, mid and high speeds respectively — and for a wide range of negative and
positive geometrical angles of attack (AoA). Aerofoil noise was investigated using a microphone array
consisting of 84 microphones positioned 2.3m from the aerofoil trailing edge. The aerofoil was mounted
vertically in the test section (2m x 3m x 6m [H x W x L]) and a classical frequency-domain beamforming
approach [2] was used to generate acoustic images. In order to supress wind tunnel background noise and
spurious sources, several integration zones were used. Figure 1 illustrates the beamforming approach where
sound sources are detected on the aerofoil surface. On this figure’s subplots, the observer stands on the
suction side of the aerofoil model; the leading edge (LE) and trailing edge (TE) are highlighted in orange
and lie respectively at x=0.6m and x=0m with the flow directed from the right-hand to the left-hand side.
The span of the model is 2m long, but the beamforming integration is performed on a reduced spanwise
region to discard wall effects from the resulting signal as much as possible. The beamforming integration
zone is highlighted for each configuration in purple.
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Figure I - Diagram of the classical beamforming integration zone (top view, flow from right to left). (a) the TE
only configuration; (b) the VG only configuration; (c) the TE&VG configuration. Acoustic image is provided for a
given 1/12th octave central frequency. Geometrical scale not respected.

The present study derives from the observation that no major VG noise influence was detected while
focusing on the sole trailing-edge (TE) i.e. in the Figure 1(a) configuration. Hence, two more beamforming
integration strategies were created as depicted in Figure 1(b) and (c) where a VG only configuration
integrates mainly around the VG strip and the TE&VG configuration englobes both TE and VG via a
logarithmic sum.

2. Results

2.1 Overall Sound Pressure Levels

The resulting integrated OASPL are shown in Figure 2 where configurations of beamforming integration
zones and flow speeds are compared. The overall SPL is summed from 350 to 6000 Hz (as recommended
by DTU for the tunnel) and the y-axis is rescaled with the nearest integer level to the maximum measured
level (labelled as LVL). The x-axis is centred on AoA, corresponding to the angle of attack where suction
side displacement thickness equals pressure side one for the concerned aerofoil.

The relative difference between the TE&VG and the TE only configurations is exhibited in Figure 3 where
one can see that the inclusion of the VG line in the analysis yields a noise increase at all angles of attack.
However, the noise increase generated by the VGs is the lowest at very negative angles. It rebounds in the
region from -10 to -5 degrees before lowering again for angles close to AoA,. The peak noise increase is
detected at high angles of attack. This peak looks independent of flow speed.
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OASPL summed from 350 Hz to 6000 Hz rescaled
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Figure 2 — Rescaled OASPL comparison between TE,; VG and TE&VG configurations at three different flow
speeds.
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Figure 3 - OASPL difference (TE&VG minus TE) at three flow speeds showing noise increase in the presence of
VG in the zone of analysis.

2.2 Sound Pressure Level spectra

Figure 4 to Figure 7 show the comparison of normalised SPL spectra between the three different analysis
zones (VG, TE and TE&VG) for the three different speeds at four angles of attack. Like in the previous
section, the SPL is normalised using the arbitrary level. The four normalised angles of attack, computed
with

AoA, = AoA — AoA,

where AoA, is the angle of attack of equal displacement thickness on suction and pressure sides, are chosen
such that the range covers low to near stall AoA. Low speed is in blue, mid in orange and high in green.
The spectra are shown from 200 to 6000 Hz but the region between 200 and 350 Hz is shaded to emphasise
that it is a discarded region for the OASPL summation. The right-hand side plots show the SPL difference
between TE and VG beamforming integration zones on a narrower frequency range for better visualisation.

The reader can see — more so with the difference plots on the right hand-side — that the level of noise

provided by the VG strip integration progressively increases with AoA,, in the 300 to 600 Hz region and
in the region above 4 kHz. At AoA, = 14.2°, the level of noise from the sole VG strip integration can
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locally exceed the one from the TE strip integration by 3-5 dBA. This directly supports the observation
made on the overall SPL in the previous section: the summed integration area yields louder noise than the
classical sole TE integration as the VG noise becomes more prominent. The impact of VG on aerofoil noise
is not negligible and should carefully be considered in wind tunnel studies. In other words, “one will not
find VG noise unless one looks for it”.
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Figure 4 - Comparison of normalised SPL spectra between the beamforming integration zones (VG, TE and
TE&VG) for the three different speeds (low in blue, mid in orange and high in green) at AoA,, = 2.2°
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Figure 5 - Comparison of normalised SPL spectra between the beamforming integration zones (VG, TE and
TE&VG) for the three different speeds (low in blue, mid in orange and high in green) at AoA,, = 6.2°
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Figure 6 - Comparison of normalised SPL spectra between the beamforming integration zones (VG, TE and
TE&VG) for the three different speeds (low in blue, mid in orange and high in green) at AoA,, = 10.2°
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Figure 7 - Comparison of normalised SPL spectra between the beamforming integration zones (VG, TE and
TE&VG) for the three different speeds (low in blue, mid in orange and high in green) at AoA, = 14.2°

2.3 Acoustic images

Figure 8 below displays a matrix of acoustic images (see section 1 for details on the processing) at AoA,, =
2.2,6.2,10.2,14.2° for 1/12" octave bands between 5 and 6 kHz. The table of pictures exhibits a
significant increase of noise source strength at the VG line as the frequency increases and as the angle of
attack increases. The reader can see that the bottom right hand-side corner shows the VG region around 5-
10 dBA louder than top left hand-side corner.

5000 Hz

5600 Hz

AOA,:2.2°

AoA,:6.2°

y [m]

AoA,:10.2°

-1 0 1 2
X [m]
Figure 8 - Acoustic images at normalised angles of attack 2.2, 6.2, 10.2, 14.2 degrees at four different 1/12"

octave between 5 and 6 kHz. Flow direction is right to left and the aerofoil trailing edge is located at the vertical
white line. The TE integration region is denoted by a white square.
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A clear conclusion can be drawn: 6 kHz as the maximum frequency captured is too low for this kind of
application. Thus, it is impossible to determine if the peak of noise sources observed at 6 kHz grows even
further beyond that frequency band and hence contribute more prominently to the overall sound pressure
level. The authors therefore recommend the community to capture the largest frequency range possible
especially while testing vortex generators.

3. Conclusions
To conclude, we can summarize the findings of this short study as follows:

- A non-negligible noise increase is detected at high angle of attack when the beamforming zone of
analysis includes the VG line compared to a zone that does not

- The above conclusion is moreover supported by the investigation of spectra which shows that the
low frequency noise generated by the VG region is of similar strength to the one generated by the
TE region alone as the angle of attack increases

- Acoustic images reveal that the noise generated in the vicinity of the VGs drastically increases at
high angle of attack and frequencies above 5 kHz

Therefore, the authors would like to propose a set of recommendations for future wind tunnel campaigns:

- When testing different types of add-ons placed at various locations along the chord, multiple
beamforming regions should be considered to get the “big picture”

- One should always seek to extract the largest frequency range possible to not risk missing some
potential significant contributions (from higher frequencies in particular)
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Summary

Long term noise measurements have been carried out at a wind farm consisting of 45 turbines with a hub
height of 145 m and rotor diameter of 131 m. The measurements were performed at the location of nine
dwellings during a period of two years. This period contains several months where the wind farm was not
in operation and several months where the wind farm was nearly in full operation. The analysis is made of
three consecutive months of data from the same season of different years (with and without wind farm
activity). By analysing the difference, the sound levels from the wind turbines can be separated from the
ambient sound levels. This is done by comparing the results in the form of a histogram. The aim of the
measurements was to evaluate the low frequency noise. The results show that low frequency noise emitted
by the turbines can be measured and that an increase in low frequency sound level occurs at dwellings near
the wind farm. The levels are below limit values for low frequency noise and are mostly in agreement with
expected values. For four of the nine measurement locations a 3 to 7 dB higher than expected noise level
was measured at 100 and 125 Hz third octave bands. Also noise emission was measured of a few turbines
according to the IEC61400-11 method, to measure the sound power level. These measurements show good
agreement with the specifications of the turbines but do not confirm the higher measured levels at 100 and
125 Hz.

1. Introduction

From 2020 to 2022 measurements have been carried out near a large wind farm in the Netherlands. The
measurements started in 2020 when the wind farm was not yet built or in operation. The measurements
were continued during the construction of the wind farm until the farm was in full operation. The aim of
the measurements was to assess the low frequency noise caused by the wind farm at dwellings near the
wind farm.

The measurements were carried out by DGMR and LBP|SIGHT by order of the municipalities Aa and
Hunze and Borger-Odoorn.

2. The wind farm

Wind farm ‘De Drentse Monden en Oostermoer’ is located in the northeast of the Netherlands near the
town of Stadskanaal and consists of 45 turbines in six lines. The turbines are of the type Nordex N131 with
a hub height of 145 m and rotor diameter of 131 m.

' Corresponding author — Email: m.dijkstra@lbpsight.nl
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3. Measurement setup

Measurements were carried out at nine dwellings surrounding the wind farm. Most microphones (apart
from N227 and Z71 which were mounted on a pole) were mounted close to the facades of the dwellings
causing a reflection of 3 to 6 dB. The measurement height was between 3 and 4 m above ground level.

Figure 1 The measurement locations in blue, turbines of the wind farm in red. The grid is 2 km.

At measurement point Z71 and N33 the meteorological conditions were also measured. The shortest
distance to a turbine is location Ga23 and Zu391 with a distance of approximately 600 m. The longest
distance to the closest turbine is location Dw41 and No33 with a distance of approximately 1700 m.

At each measurement point the average sound pressure level was measured of the overall A-weighted
sound level and of the unweighted sound level in the third octave bands of 6,3 to 125 Hz. The sampling
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and averaging time was 10 minutes. The equipment was measuring the whole period from start to finish
and was not removed during construction of the farm.

The data from May, June and July of 2020 and the data from May, June and July of 2022 was used in the
analysis. The first dataset is from the period when the wind farm was not yet built, the second dataset is
from the period when the wind farm was (almost) in full operation. The same months of the year have been
used to minimise the effect of vegetation. A period of three months was used to obtained results at a broad
range of meteorological conditions.

Only the data in the evening and night periods (between 7.00 pm and 7.00 am) was used in the analysis.
The levels during the day were considerably higher than during the night and were mostly influenced by
traffic noise.

4. Results

The effect of the wind farm can be assessed by comparing the time equivalent sound levels of all evening
and nights of the data set from 2020 with the data from 2022. If the level in 2022 is substantially higher
(i.e. more than 3 dB), then the effect of the wind farm can be calculated by subtracting the levels from each
other. In figure 2, the results of point zu68 are given. This is one of three measurement locations where an
effect on the average noise level was found. At six locations (see example in figure 3) the effect on the
average sound level is minimal.
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Figure 2 The average sound level at location zu68 of all nights from the data set.

Page | 3



zu71 v-1-99 uren8

LAeq 6,3Hz 8 Hz 10Hz 12,5 16 Hz 20Hz 25Hz 31,5 40Hz 50 Hz 63 Hz 80 Hz 100 125
Hz Hz Hz Hz

80

70

60

5

o

4

o

w
o

2

o

H 2020 m2022 wmeffect

Figure 3 The average sound level at location zu71 of all nights from the data set.

The effect of the wind farm can also be assessed by using a histogram to present the data. By binning the
data according to 10 minute sound levels of 1 dB and counting the number of samples in each bin, a
histogram is obtained. Figure 4 shows the results for location zu68. The data from 2020 show quite a
symmetric distribution of sound levels between 25 and 60 dB(A). The data from 2022 show that including
the wind farm, most levels are in the region of 33 to 43 dB(A).

zub8 LAeq v-1-99

20 30 40 50 60 70 80

—2020 ——2022

Figure 4 Histogram of location zu68 of all nights from the data set.
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For location zu71, the histograms of 2020 and 2022 appear to be almost identical, apart from an increase
in the occurrence of sound levels at 41 and 42 dB(A). The increase becomes more distinct when only
comparing data at wind speeds higher than 1 m/s (see figure 6).
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Figure 5 Histogram of location zu71 of all nights from the data set.
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Figure 6 Histogram of location zu71 of all nights from the data set with wind speed > 1 m/s.
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A histogram was made of all measured third octave bands. Most low frequencies show a clear increase in
noise level when data is used with sufficient wind (> 1 m/s) (see the example in figure 7).

zu68 25 Hz v1-99

20 30 40 50 60 70 80

—2020 ——2022

Figure 7 Histogram of third octave band 25 Hz of location zu68 of all nights from the data set with
wind speed > 1 m/s.

From all histograms [1] of the third octave bands, the unweighted sound levels of figure 8 are obtained.
The levels are from the samples when the wind farm is almost in full operation. The graph in figure 8 also
shows two curves to assess the low frequency levels outside dwellings. The NSG-curve [2] can be
understood as the level at which low frequency can be heard by humans. The VROM-curve [3] can be
assumed as the level when annoyance occurs.
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Figure 8 Unweighted low frequency sound level in windy conditions compared to NSG and VROM
curves to assess outdoor low frequency sound.
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The sound levels at dwellings are also calculated according to the Dutch method (similar to ISO 9613-2)
based on the specifications from Nordex. In table 1 the measured levels are compared to the calculated
levels.

Table 1 A-weighted levels in octave bands

Measured Calculated
Point 8Hz | 16Hz 31,5Hz 63Hz 125Hz 31,5Hz | 63Hz | 125Hz
Nil07 -8 6 18 24 33 23 32 29
Ga23 -9 7 19 25 28 25 34 31
No227 -14 -1 9 19 24 19 28 24
Val45 -17 0 12 25 34 21 30 27
Zu71 -8 6 17 26 26 18 27 24
Dw41 -23 -2 14 21 22 17 26 23
Zu68 -13 4 16 22 28 22 31 28
Zu391 -17 0 13 24 34 22 31 28
No33 -22 -4 9 -- 24 15 25 21

Tabel 1 shows that the measured levels for the 31,5 and 63 Hz octave bands are lower than expected. For

the 125 Hz octave band the measured levels are up to 7 dB higher than expected at four of the nine locations
(Ni107, Val45, Zu71 and Zu391).

5. IEC61400-11 emission measurement

In addition to the long term measurement of the sound emission at dwellings, short term measurements of
the emission of three of the 45 turbines were performed according to the IEC61400-11 method. Additional
indicative short term measurements were also performed at 12 other turbines to check if the spectral
distribution is the same as the three turbines measured according to the IEC-method.

The results of the three turbines measured according to the [EC-method show that the overall sound power
level are similar or lower than the specifications. No relevant tonality was found.

In figure 9 the spectral results in octave bands are given. The results show that the measured spectral
distribution is similar to the specifications. The measured levels at high frequencies are notably lower. For
one of the measured turbines, the emission at 31,5 and 63 Hz is 1 to 2 dB higher. At the 125 Hz octave
band the measured levels are not higher than expected.

0,0
-5,0
-10,0 P
-15,0
-20,0
-25,0

-30,0
31,5Hz 63Hz 125Hz 250Hz 500Hz 1000 Hz 2000 Hz 4000 Hz 8000 Hz

Specification Turbine 1 Turbine 2

Figure 9 Sound spectrum of measured emission of 2 turbines compared to the specifications
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6. Conclusions

Long term sound measurements have been performed before and after the wind farm was built. By
analysing a period of several months, a clear difference can be found in the sound emission levels with and
without the wind farm. Histograms have been used to analyse the difference in sound levels. The
histograms show the number of 10 minute samples for each discrete sound level value. The analysis shows
that low frequency sounds were measured at dwellings surrounding the wind farm.

For most measurement locations and most frequencies, a clear effect of the low frequency sound of the
wind farm can be seen. Figure 8 shows that for the lowest frequencies (6 to 40 Hz) the sound levels are not
relevant and probably will not be perceived.

The higher frequencies (50 to 125 Hz) can be heard but are not significantly higher than expected and
annoyance due to low frequency sound is not expected.

The measured levels for the 31,5 and 63 Hz octave bands are lower than expected. For the 125 Hz octave
band the measured levels are higher than expected at four of the nine locations (Ni107, Val45, Zu71 and
Zu391).The higher levels at the 125 Hz octave band were not found in the measured emission at the
turbines. The cause of these higher levels at the dwellings was not found.
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Summary

Despite growing public concerns about the cognitive impacts of wind turbine noise exposure, empirical
evidence examining its effects on cognitive functioning remains limited. This study investigated whether
wind turbine sound affects memory performance and subjective experience through potential interference
with neural processing. In a within-subjects design, 46 participants completed a recognition memory
task (304 trials) under systematically varied wind turbine sound conditions. We manipulated memory
load and acoustic properties while measuring recognition accuracy and subjective annoyance ratings.
Memory performance showed the expected load-dependent decrements in accuracy, but critically, showed
no significant impairment from wind turbine sound exposure. Analysis of subjective responses revealed that
while overall annoyance ratings were modest, they systematically correlated with specific acoustic parameters
and were elevated in noise-sensitive participants. Annoyance ratings increased across blocks suggesting
potential cumulative effects of prolonged exposure and this increase was exacerbated in noise-sensitive
participants. However, these elevated annoyance levels did not predict memory performance decrements.
These findings challenge popular concerns about wind turbine noise’s impact on cognitive function while
highlighting the importance of distinguishing between subjective discomfort and objective performance
effects in environmental psychology.

1. Introduction

The global transition towards sustainable energy will depend on the exploitation of wind energy [1-3] . Wind
turbine noise (WTN) is a concern for communities residing near wind farms [4] and, thus, understanding the
effects of WTN on the population is necessary for sensitive and sensible deployment of wind turbines.

Wind turbines produce a variety of sounds during operation, including tonal, broadband, low-frequency, and
impulsive components [5, 6]. This complexity may be part of the reason that WTN tends to be reported
as more annoying compared to other environmental noises at the same sound pressure level. For example,
WTN that sounds like “swishing,” “lapping,” or “whistling” has been found to elicit greater annoyance
than WTN described as “grinding” and “low frequency” [7]. The irregular rhythmic attributes of WTN
(lacking in patterns and symmetry) can make WTN more difficult to ignore and intrusive [8]. Consequently,
addressing WTN may not simply require noise level reduction, but interventions focused on the specific
acoustic characteristics that affect noise annoyance [9].

!Corresponding author - Email: denis.ohora@universityofgalway.ie
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"Noise annoyance" is formally recognised by the World Health Organization (WHO) as an "environmental
health burden" [10]. Annoyance is, however, a difficult construct to measure. It is inherently complex and
highly subjective, varying significantly between individuals. A noise that is considered moderately annoying
by one person could be extremely annoying to another. Individual differences in noise sensitivity are also
recognised as an important antecedent to noise annoyance. WTN annoyance includes negative feelings
such as dissatisfaction, disturbance, displeasure, irritation, and nuisance [11]. Associations between WTN
exposure and various health outcomes have been investigated, including mental health indicators such as
sleep disturbance, anxiety, and noise sensitivity, as well as physical factors like cardiovascular and metabolic
effects [9, 12, 13]. There is no evidence of direct, harmful physical effects on people from WTN exposure
[9, 14], but annoyance and sleep disturbance have been associated with WTN [12].

When attempting to measure a subjective response such as annoyance, there are a number of response biases
that can be observed in addition to the variations in sensitivity. For instance, in any affective report, peak and
recency effects can be observed in self-reports. In addition, one’s attitude to wind energy or the planning
processes that preceded the installation of a wind farm might colour one’s experience of the sounds of
wind energy being generated. To one person, it might be an imposition and to another, a reminder of their
commitment to a greener future. To attenuate these response biases, researchers have proposed alternative
measures of annoyance that include physiological or other stress indicators [3].

Despite the absence of evidence of direct physiological effects of WTN, it remains a salient concern of wind
farm communities. When considering how noise might affect the human body, one vector worth considering
is the human auditory system. The human auditory system is highly sensitive to fluctuations in air pressure,
and neural activity that is induced in this system is what enables the perception of sound. Sympathetic
oscillations within the system are entrained through contact with the sound. The brainwave entrainment
hypothesis posits that external rhythmic stimuli can induce the brain to synchronise its neural activity to
the frequency of the external stimulation [15, 16]. This mechanism is argued to underpin the perception of
complex stimuli like music.

Specific neural oscillations, such as those in the theta and alpha frequency bands, are known to be linked to
attention and memory processes [17-19]. External rhythmic stimulation has the potential to either enhance
or interfere with cognition by facilitating or disturbing these endogenous neural frequency patterns. Given
the aerodynamic nature of wind turbine noise, there is a direct relationship between the frequencies at which
wind turbines produce sound and the potential influence of these frequencies on brain activity.

Two recent studies have explored the effects of WTN on memory. In an experiment by Yu et al. [20],
participants completed a backward digit span (working-memory) task in the presence of wind farm recordings
in a virtual environment. No significant differences in memory recall scores were found across experimental
conditions. Ruotolo et al. [21] also employed a virtual environment to investigate the effects of WTN on
short-term verbal memory and semantic memory. They found that accuracy of short-term verbal memory
was not influenced by their experimental factors, such as distance to the noise source. Verbal fluency (how
quickly and easily participants responded), on the other hand, was lower when participants were closer to the
noise source.

Previous work from our laboratory has assessed the effects of WTN on cognitive performance and annoyance.
It was observed that annoyance increased across blocks of trials in a cognitive experiment when controlling
for acoustic features of WTN. In addition, noise sensitivity moderated the effects of acoustic features.
Noise-sensitive individuals exhibit greater sensitivity to WTN than noise tolerant individuals [22, 23]. The
current experiment explores whether annoyance effects due to exposure to WTN are exacerbated for noise
sensitive participants.
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2. Method

2.1 Participants

Forty-six participants (mean age = 26, range 18—-65, 23 females) participated in the study. Participants
were screened to exclude those with hearing issues, psychological disorders, or cardiovascular problems.
Participants were exposed to 304 trials, so the sample size was sufficient for the use of mixed effect models
with repeated measures [24]. Exclusion criteria included hearing-related issues, psychological disorders
(e.g., depression, stress, post-traumatic stress disorder, anxiety), or cardiovascular problems.

2.2 Measures

Prior to the experimental task, participants completed questionnaires assessing demographics, noise
sensitivity using the Weinstein Noise Sensitivity Scale (WNSS) [25], and attitudes toward wind turbines
using a scale reported by Schiffer et al., [26]

2.3 WTN Stimuli

Auditory stimuli were extracted from an available dataset collected at Knocknalour, Gibbet Hill, Ballynancoran
and Ballycadden wind farms in County Wexford, Ireland [27]. Audio recording (24-bit rate) of 10 min
each were conducted at various intervals during different periods. The recordings used for this study were
recorded at an average distance of 500 metres from the source.

From this collection of 10-minute recordings, eighteen 90-second audio tracks were presented during the
memory task. In order to effectively sample the range of acoustic parameters within the whole set, clusters
of recordings were derived to effectively sample the range of loudness, sharpness, roughness, and fluctuation
strength in the overall dataset.

2.4 Working Memory Task

The Working-Memory Task (WMT) was based on tasks by Vogel et al [28] and Sausaeng et al [29] andwas
conducted in a sound chamber. Visual stimuli, consisting of slides with coloured squares, were presented on
a monitor, while auditory stimuli, 90-second audio tracks of WTN, were played through a speaker.

The visual stimuli were displayed on a 22-in digital monitor (1920 x 1080 resolution, refresh rate 60 Hz),
located in front of the user (60 cm). Also, a single speaker (Genelec 8330) was used to reproduce the
auditory stimuli, located further behind the computer screen (1.40 cm). The exact sound pressure levels
produced by the speaker were calibrated at the listener’s position using a calibrated class-1 sound level meter.
The task was programmed using PsychoPy® (v2023.2.3; [30]), and run from a standard laptop.

Participants completed 19 blocks of 16 trials during the experiment. 18 blocks were accompanied by WTN
and one was not. Each trial block started and finished with five seconds of WTN with no visual stimulation.
On each trial, a fixation dot was briefly presented in the centre of the screen (1600 ms), immediately after
which an arrow (presented for 200 ms) cued participants to attend to either the left or right (50% of trials
towards each direction). Next two arrays of visual stimuli appeared for 200 ms. The screen then cleared for a
retention interval lasting one second. Finally, a second pair of arrays of visual stimuli were presented for two
seconds.

If the a square on the cued side changed colour, participants were required to press the spacebar to indicate
the change (Go). If they did not see a change, they did not respond (No Go). Changes were present in 50%
of the trials. During practice, participants responses were provided with feedback on their responses, but
there was no feedback during the 304 experimental trials.

At the end of each block of 16 trials, the following question appeared at the top of the screen: “Thinking
about the sound you heard during the last block of trials, how much did it bother, disturb or annoy you?”.
Participants then pressed a button on the keyboard to respond on the following scale: 1(Not all all), 2(Slightly),

Page | 3



Figure 1 Laboratory set up and examples of the trials in the working memory experiment

3(Moderately), 4(Strongly), S5(Extremely).

3. Results

Participants completed 304 trials each, and 88% of the ratings of the WTN samples were rated as "not at all"
annoying. Median noise sensitivity in the sample was 76.5 indicating a relatively noise-sensitive sample and
attitudes towards wind turbines were quite positive (median response 41 out of 50). Noise sensitivity and
wind turbine attitudes were not significantly correlated (r = -0.25, 95% CI = -.50, .04, p = .09)

3.1 Cognitive Performance

A mixed-effects binomial logistic regression model was employed to assess influences on cognitive
performance. Participant was included as a random variable. The expected cognitive load effects were
observed in the experiment (see Table 1), with increased relevant stimuli (b = -0.81, p<.001) and increased
distractor stimuli (b = -0.15, p<.05) reducing accuracy. There was a significant interaction indicating that
increased distractors reduced performance for easier probes to a greater extent (b =0.72 , p<.001); see Figure
2). Noise sensitivity and annoyance were included in the model but did not significantly influence accuracy,
despite visual trends that suggested interference (Figure 2). Acoustic parameters did not improve the model
of cognitive performance.

3.2 Annoyance

Annoyance responses on the 5 point likert scale were dichotomised into two variables. An annoyed response
was coded for any response above "Not Annoyed" (2 or above). A highly annoyed response was coded for
any response equal to or above "Highly Annoyed" (4 or 5). A mixed-effects binomial logistic regression
model (see Table 2) identified a significant effect of noise sensitivity (WNSS) on annoyance, indicating that
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Table 1 Binomial Mixed Effects Model Predicting Cognitive Performance

Term b SE Z 4

1 (Intercept) 270 0.10 25.99 0.00
2 Relevant -0.81 0.07 -11.91 0.00 ***
3 Distractors -0.15 0.07 -2.15 0.03 *
4 Noise Sens -0.15 0.10 -1.54 0.12
5 Block 041 0.12 349 0.00 ***
6 No Go Trial -0.28 0.06 -4.50 0.00 ***
7 Annoyed -0.12 0.09 -1.39 0.16
8 Rel x Dist 0.72 0.14 529 0.00 ***
9 Rel x Noise Sens 0.04 0.06 0.67 0.51

10 Dist x Noise Sens -0.00 0.06 -0.00 1.00

11 Rel x Block 0.09 023 039 0.70

12 Dist x Block 0.13 023 053 0.59

13 Noise Sens x Block 0.09 0.11 0.80 042

14 Rel x Dist x Noise Sens 0.07 0.13 057 0.57

15 Rel x Dist x Block -0.32 047 -0.69 0.49

16 Rel x Noise Sens x Block 0.02 022 007 094

17 Dist x Noise Sens x Block 0.08 022 034 0.73

18 Rel x Dist x Noise Sens x Block 0.49 044 1.10 0.27

19 sd__(Intercept) 0.60

Note. Significance p levels at .05%, .01%*, .001***
Block is proportion of total blocks. Remaining continous variables z scored.
Binary Variables scored -.5, +.5.
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Figure 2 Accuracy during the Cognitive Task. Column 1 depicts the relationship between the visual stimuli
presented and accuracy. Columns 2 and 3 depict the effects of noise sensitivity and annoyance on accuracy

individuals with higher noise sensitivity perceived the WTN samples as more annoying. Exposure to WTN
increased annoyance across blocks of the experimental session. In addition, noise sensitivity moderated the
effects of exposure such that those who were more sensitive to noise exhibited greater increases in annoyance

across the session.
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Of the acoustic characteristics of WTN, sharpness was excluded from the analyses due to very high negative
correlations with roughness in our WTN samples. The remaining acoustic measures, loudness, roughness,
and fluctuation strength, all significantly predicted participants’ annoyance ratings. Notably, the effects of
loudness and roughness on annoyance were stronger for individuals with high noise sensitivity. Amplitude
modulation depth significantly increased annoyance, but frequency was associated with lower annoyance.

Table 2  Binomial Mixed Effects Model Predicting Annoyance

Term b SE Z p
1 (Intercept) -0.50 0.57 -0.88 0.38
2 Noise Sens 1.33 057 234 0.02 *
3  Loudness 0.78 0.03 25.79 0.00 ***
4 Roughness 044 0.03 1274 0.00 ***
5 Fluctuation Str 0.17 0.03 5.55 0.00 **=*
6 Mod. Depth (200-800 dB) 0.33 0.03 10.80 0.00 **=*
7 Mod. Frequency (200-800 Hz) -0.19 0.03 -6.53 0.00 ***
8 Block 0.40 0.09 435 0.00 ***
9 Noise Sens x Block 0.53 0.09 590 0.00 **=*
10 Noise Sens x Loudness 0.10 0.03 3.55 0.00 ***
11 Noise Sens x Roughness 0.10 0.03 3.37 0.00 #**
12 Noise Sens x F Str -0.01 0.03 -0.48 0.63
13 sd__(Intercept) 3.75
Note. Significance p levels at .05%, .01%*, .001***
Block is proportion of total blocks. Remaining continous variables z scored.
Binary Variables scored -.5, +.5.
Exposure Effect on Annoyance
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Figure 3 The effect of WIN Exposure on Annoyance
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4. Conclusion

The current study addressed the effects of noise sensitivity and exposure to WTN on cognitive performance
and annoyance by WTN. Noise-sensitive individuals were more prone to perceive WTN as annoying, but it
did not significantly impair visual working memory. Noise-sensitive people attend more to sounds, display
lower noise discrimination thresholds and evaluate noises out of their control as more threatening, compared
to noise-tolerant people [31]. In the current study, noise-sensitive individuals were also more susceptible to
exposure effects. So, not only are noise-sensitive individuals more likely to find a given noise annoying, but
their annoyance is likely to increase more over time.

Immediate annoyance in the presence of WTN is not the same as the chronic annoyance that community
members report in field studies. Our experiment was of significant duration, but it does not compare with
living near a source of WTN. In addition, our participants were required to attend closely to the memory
task to complete it. Anecdotal evidence suggests that environmental noise may be more annoying when
individuals are attempting to relax and when attention is drawn to the WTN source without significant
competition. Despite these limitations, our study did show that exposure to WTN increases annoyance by
WTN and that noise sensitivity exacerbates this effect. Since WTN may become increasingly annoying over
time, this should be considered when positioning wind farms and working with communities.

The working memory tasks employed in the current study focused on the visual modality or sense. This
was intentional to prevent any physical interference between WTN and an auditory paradigm. However,
it remains to be seen whether such sound might interfere with processing of visual stimuli that evoke
phonological responses (e.g., words, nonsense words). There is somewhat mixed evidence on this issue
based on the work of Yu et al [20] and Ruotolo et al. [21] and the current paradigm would be easily modified
to include such tasks.
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Summary

Regarding the low frequency noise problem, we carefully analysed the situation at the real site and did
experiments. These results can be used for good understanding for wind turbine sites.

At the real complain sites, the sound is normally continuous wave. The hearing thresholds by continuous
sound are larger than those of the intermittent sound (1ISO method).

The thresholds of complainants and university students were no essential differences on low frequency
noise.

When complainants and university students were exposed to low-frequency noise, some complainants
experienced the increase in breathing rate but there was no change in the university students. At the lower
level than the hearing threshold, there was no effect.

The reference value on low frequency noise in Japan was created by drawing a line that distinguishes
between real complainants, who have a corresponding relationship to machine operation time and
unpleasant time, and complainants, who do not.

The thresholds (by vibration feeling and hearing) of deaf persons were very high comparing to ordinary
persons. So, infrasound or low frequency noise are perceived in ordinary persons by hearing system. At
the wind turbine site, no effect occurs except very near area scientifically.

From the experience of many sites, we will describe how to conduct surveys in areas where wind turbines
are installed. We also created devices that can be carried to the site. The residents can have the real
experiences on low frequency noise. We will describe how to use these devices to obtain appropriate good
understanding of residents.

1 Corresponding author — Email: shinji-yamana@ae.auone-net.jp
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1. Introduction

When complaints about low-frequency noise occur, the authors have carefully listened to the complainant's
complaint, measured the sound at the complaint site, and made an effort to resolve the problem. Authors
have visited about 50 complaint sites and provided support to the complainants. Authors valued the
complainants and the complaint sites, but in order to maintain objectivity, authors also tried to interview
the sound source as much as possible. In the process, authors also felt the importance of human relations
between the sound source and the sound receiver.

The author, Yamada, was a certified counsellor of the Japanese Association of Counselling Science. His
experience in providing psychological counselling was also useful for psychological analysis of the
complainants.

In this study, authors would like to present the experiences gained from many years of research on low-
frequency noise, regarding the good method of research, the way of approaching subjects, and the way of
approaching complainants. It is important to harmonize scientific thinking with respect for humanity,
which is the philosophical aspect of academic studies that deal with human beings. In dealing with
complainants of low-frequency noise, we would like to show the importance of individuality in the way
research is conducted. We would also like to use these experiences to talk about wind turbines and wind
turbine noise.

2. Low-frequency noise problems in Japan

2.1 Classification of low-frequency noise complainants

When a complaint about low-frequency noise occurred, an author visited the site and listened and measured
for at least three hours. If the complainant(s) said that the low-frequency noise woke them up, the author
measured continuously throughout the night and observed and recorded the complainant's condition. The
author listened carefully to the complaint, measured the sound at the complaint site, and made efforts to
resolve the issue. During the visit to the complaint site, the author noticed that there were cases where the
complainant's expression did not match the reality.

Complaints were classified into cases where the complaints were clearly related to the operating status of
the noise source, and cases where the complaints were thought to be unrelated to the operating status of
the sound source. Although the number was small, there were also cases where the causal relationship
between the complaint content and the operating status of the sound source could not be clearly determined.
The author classified the complaints into three categories: corresponding, without corresponding, and
ambiguous corresponding. With the exception of some experiments, we asked complainants with
correspondence to cooperate in the experiments.

2.2 Cases where there is a correspondence
e The operating time of the sound source matches the time when the complaint occurred.

Later we say "complaint with correspondence”.
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2.3 Cases where the occurrence of a complaint does not match the operating status of the sound
source (without correspondence).

e Cases where the measured sound change and the complaint record do not match at all in terms of
time

e Cases where the complained-about machine is stopped but the complainant says the sound is still
there, or the complaint does not go away.

e There are also cases where it seems to be tinnitus. It is difficult for the complainant to confirm
whether it is tinnitus or not. The author has low-frequency tinnitus like the low-frequency sound
that he often heard in experiments.

e Some complainants say that they are troubled by low-frequency noise and electromagnetic waves.
About 40 years ago, the media broadcast that people are suffering from infra-sound that they cannot
hear. Nowadays, there are people who believe similar articles on the Internet.

e ltis claimed that it is the oil water heater of the neighbouring house, but after staying together for
a few hours, the sound of an airplane is claimed to be the noise coming from the neighbouring
house. The room is surrounded by lead plates. It is too quiet inside the room, and it feels unnatural.

Later we say "complaint without correspondence”.

2.4 Ambiguous cases

Although the number is small, there are cases where it was not possible to determine at the time whether
there was a correspondence.

e The sound pressure level is very low, and the temporal changes may match the complainant's
reaction, but there is often a time lag. It is unclear whether there is a correspondence.

o It isthought that the operating state of the sound source was identified before, but countermeasures
were taken to decrease the noise source, and the complainant is now unable to perceive it. Anxiety
remains as a residual effect.

2.5 Cases where there remains low-frequency noise but now no problem (only one case)

This was a complaint about low-frequency noise generated by an oil boiler. The author too could detect it.
The complainant (female) was encouraged to leave the house in the daytime and do volunteer work. The
complainant began volunteering. The noise situation is the same as before, but it no longer bothers her.
The complainant said, "I wonder why | used to be so concerned about it."

Notes for this chapter

e There were seven complaints, who were woken up by low-frequency noise at night. As it was an
old measuring device, the data recorder tape must be changed every hour. The complainant woke
an author when he/she felt that the low-frequency noise woke him/her up, and the time was noted.
In the morning, the author checked to see if there was any change in the noise data at that time. Of
the seven cases measured, the only one case where a correspondence was confirmed. In the case
where the sound changed at exactly 5:00 a.m. For the other complainants, there was no change in
the sound, so they were not woken up by the low-frequency noise. It was thought that they went to
bed feeling anxious before going to sleep, which caused their sleep to be shallow and woke them
up.

e For complainants with no correspondence, it is very difficult to get them to understand that low-
frequency noise is not a problem. They are not convinced. They believe that something is causing
them to feel unwell. We present scientific ideas, but do not force them.

e With the cooperation of the noise source, it is sometimes possible to turn the machine on and off.
We ask the complainant to be in the most disturbing spot in the room and listen to the sound. We
ask a third party (local officer etc.) to check whether the sound source is on and off. We compare
the complaint time and the time of on and off of machine.
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e Even around 40 years ago, there were cases where there was no correspondence. However, there
were more cases where there was a correspondence. Since the spread of the Internet, there have
been more complaints where there was no correspondence.

3. Threshold difference in low-frequency sound between continuous and
intermittent sounds

ISO389-7 is a threshold measured by using intermittent sounds. On the other hand, there are no intermittent
sounds in the field, and most complaints are about continuous sounds. Once the sound source starts working,
it continues to operate continuously for several tens of minutes. It may get weaker and stronger, but it is
not an intermittent sound. Therefore, we performed a threshold measurement using continuous sounds and
compared it with the threshold of intermittent sounds.

A continuous sine wave is generated, and the sound pressure level is gradually increased, and when the
subject perceives it, the subject is asked to press a button. Also, the sound pressure level is set to a level
that the subject can clearly hear, and it is gradually lowered. When the subject can no longer perceive it,
the subject is asked to press a button and the sound pressure level is recorded. The threshold for that
frequency was determined by averaging the threshold when it rises and the threshold when it falls.

The results are shown in Figure 1. The threshold of continuous sounds is the same around 20 Hz as ISO389-
7, which is an intermittent sound, but as the frequency increases, the threshold for continuous sounds is
higher. The threshold for continuous sounds should be considered when determining whether a complaint
occurs.

In this report, unless otherwise specified, continuous sounds were used in the experiments.
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Figure 1 Threshold measured by up-down method of continuous sound
(Reference value is explained in chapter 6)

Notes for this chapter

e There was a complaint about low-frequency noise generated by a large injection moulding machine
that makes TV cabinets. The complainant said that he felt a low-frequency bang when the mould
was closed once per minute. The author was unable to detect it. Without showing the measuring
device, the complainant was asked to raise his hand when he felt the bang. This matched the
movement of the meter. The sound pressure level at that time was the same as the average audible
threshold of a continuous sound at 50 Hz.
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4. Complainant's threshold

The author has consulted with many persons who are troubled by low-frequency noise. When the author
asked complainants to measure their thresholds, they gladly cooperated. We measured the thresholds using
the up-and-down method with continuous sounds. We also measured ordinary persons (mainly university
students) using the same method.

The complainant's thresholds were between the maximum and minimum thresholds of the ordinary persons.
The complainants are not particularly sensitive in thresholds. To date, we have measured the thresholds of
several dozen complainants, but have not found any complainants who are particularly sensitive.

When they came to measure their thresholds, we asked them to take the Yatabe Guilford Personality Test.
This is a psychological test to examine the subject's personality. Twelve real complainants with
correspondence agreed to take the test.

Table 1 Yatabe Guilford personality test of low-frequency noise complainants
(number of persons for each personality, total of 12 subjects)

A 0 B 1 C 0 D 1 E 0
A 1 B’ 1 c 0 D’ 4 E’
A” 0 AB 1 AC 0 AD 0 AE 1

A: average type, B: unstable proactive, C: stable passive, D: stable proactive E: unstable passive

Most complainants were of the stable proactive type of Type D. From the author's perspective as a
counsellor, none of them had any mental problems. Complainants are not special persons.
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Figure 2 Threshold of complainants with correspondence

Notes for this chapter

¢ During the measurement of the threshold of the complainants two subjects became very anxious
and unstable. The author stopped the measurement. These subjects became anxious as soon as they
perceived the low-frequency noise. In order to relieve their anxiety, the author talked about pleasant
subjects unrelated to sound for about 30 minutes to calm them down.
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e If the problem is not resolved over time, he/she becomes more unpleasant. As a long-term effect,
the discomfort occurs as soon as it is perceived. The permission level for low-frequency noise
approaches to his/her hearing threshold.

5. Physiological responses by low-frequency sound (Ref. 1)

We measured the galvanic skin response, respiratory rate, heart rate, and brain waves of complainants with
low-frequency noise, whom the author always consult and help. We told them only once, "Please listen to
the sound as if you are at home." We told them also that they could stop the experiment at any time, but
no one stopped midway.

First, there was a two-minute period without sound, and then low-frequency sound was emitted for two
minutes. After that, the sound was stopped and there was a one-minute break, and then sound was generated
under different conditions for two minutes. The sound pressure level presented was the same, but the
frequency was changed in the experiment. At the end of the experiment, we also emitted rattling noise.

Figure 3 shows an example of a physiological reaction experiment on a complainant with correspondence
(male).

GSR
I

Respiration

Rest |
stgrt end
Figure 3 Response of complainant with correspondence (GSR and Respiration)

The first row of the figure shows the galvanic skin response. A downward reaction occurring immediately
after the sound was emitted and immediately after it stopped. This galvanic skin responses are essentially
the same as that of complainants and university students. When the sound pressure level is lowered to near
the threshold, the responses disappear. Everyone has the same reaction. In other words, the perception of
sound is basically the same for low-frequency noise complainants and students.

The second row shows the breathing waveform. The intervals become narrower and breathing becomes
faster. The depth of breathing, represented by the height, also becomes shallower. This reaction also
becomes smaller as the sound pressure level decreases. None of the university students showed a change
in breathing rate. The problematic frequency at this complainant's home was 16 Hz. There is a
physiological response to different frequencies from the frequency at home. There is a similar
physiological response to rattling sounds, and it is thought that this is a stress response not only to low-
frequency noise but to many other sounds.

Although not shown in the figure, two male subjects were found to have an increased heart rate. Although
they cannot change their heart rate at will, it is thought that hearing low-frequency sound reminds them of
unpleasant feelings and affects them. There was no change in the university students.

Brain waves were also collected, but no clear trends were found.
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The response returned immediately after the experiment ended. This was probably because there was a
trusting relationship between the experimenter and the subjects. Because women tended to be reluctant to
participate in the experiment, the experiment started with a low sound pressure level.

Notes for this chapter

One person was currently negotiating about moving their house and compensation. This person's
response was completely different from the others. Maybe he thought a lot of things during the
experiment. Details are omitted.

Female complainants had fewer physiological responses.
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6. Guidebook for solving low-frequency noise problems in Japan (Ref. 4)

In June 2004, the Ministry of the Environment published the "Guidebook for dealing with low-frequency
noise problems.™ It places emphasis on the correspondence between the operating state of the equipment
and the response of the complainant. If there is correspondence, it judges whether the complaint is a low-
frequency noise problem or a noise problem of 100 Hz or more by comparing it with a reference value.
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Recently, there has been an increase in cases where there is no correspondence or the correspondence is
unclear.

There are two types of low-frequency noise problems in Japan. One is the phenomenon in which the
pressure of low-frequency sound makes window glass rattle. The other type is when the low-frequency
sound itself is perceived indoors and becomes a complaint. The problem-solving guidebook distinguishes
between the rattling sound and the phenomenon in which the low-frequency noise itself is perceived, and
shows the direction for solving the problem. Here, the guidebook's thinking on the phenomenon, in which
low-frequency sound itself is perceived indoors and becomes a complaint, is described.

6.1 Laboratory experiment considering the effects on the mental and physical discomfort (Ref. 3)

This experiment was conducted with intermittent sound. The tolerable sound pressure levels were
measured for the ordinary persons and complainants, assuming a bedroom. Complainants were persons
who self-reported that they were bothered by sound. The authors did not investigate the sites of these
complainants.

For the ordinary persons, the experiment was conducted including old persons, taking into account the age
of the complainants. For the ordinary persons, many persons felt that the sound pressure level was the
tolerable limit in the bedroom when it was somewhat higher than the threshold. For complainants, many
persons felt that the sound pressure level was the tolerable limit even if it was only slightly higher than the
threshold. Complainants are more likely to feel unpleasant sensations, so they feel uncomfortable as soon
as they perceive it.

The number of complainant data was small, so the stability and reliability of the data was low. The trends
for each frequency were similar, so we decided to use the ordinary person's bedroom tolerance limit. Since
there was a large amount of data, we determined the line that 95% of people consider to be the tolerable
level in the bedroom (p05) and the line that 90% of people would tolerate (p10).

The 90% tolerance line P10 was appropriate for determining whether or not there was correspondence.
Therefore, the P10 line was defined as the reference value. The reference value is appropriate for seeing
approximate correspondence at low frequency noise.

The above results are shown in Figure 1 above. Threshold of 1ISO 389-7 is almost the same to the average
thresholds at 20Hz measured by up and down method for continuous sounds but at the higher frequency
ISO 389-7 is lower than the average threshold by continuous sounds. The reference value obtained is close
to the average threshold value for continuous sounds.

When a complaint occurs, it is initially a sensation that some strange sound has been heard, and if the
problem is not resolved over time, the sound becomes unpleasant as soon as it is perceived. As a long-term
effect, since the discomfort occurs as soon as it is perceived, the sound pressure level, at which discomfort
occurs, approaches the hearing threshold. The reference value obtained is a value slightly below the
average hearing threshold measured with continuous sound.

Sometimes it is said that the measurement results are compared with the reference value without examining
the relationship between the operation status of the sound source and the complaint, and that if it is below
the reference value, it can be discarded. However, rather than discarding it at the reference value, we are
seeking a careful judgment and a path to a final solution. It is not said that the sound source is bad because
it exceeds the reference value, and we are of the opinion that a solution should be sought through discussion
between the complainant, the sound source, the sound source's construction company, the equipment
installation company, etc.

Page | 8



120

No.l:dust  collection  machine
No.2:dust  collection machine
No.3:boiler for power generator

No.4:hydraulic pump (foundry)
—%— No.5:vibrator

o OB o0

X No.6:conveyer
—+—No.7:gum [aclory
No.8:compressor

= No.9:compressor
®— No.10:boiler
A No.11:boiler
No.12:ventilator
No.13:carbon factory
_ . No. lil:hOfler
+ No.13:boiler
No.16:boiler
No.17:watering pump at the basement
No.18:machine out ol supermarket
No. 19:machine out of supermarket
No.20:machine at hospital rooftap
No.21:machine at hospital rooftop
No.22:machine at hospital roofiop
—P10 of acceptable limits for a living room
10 100 P10 of acceptable limits for a bedroom

Fl"CquCTICy (H7) ——Hearing thresholds (IS 389-7)

Sound pressure level (dB)

¢ aOpBF ol

Figure 6  Measured level in rooms of 90% permission level (complainants and
machine operation time and unpleasant time are correspondent)

120

©—No.l: boiler

4 No.2:unknown

=
=

O No.3:meat storchouse

©— No.4d:meal storehouse

=
=

*— No.5:source stop

X No.6:unknown

+ No.7:unknown

L | —— No.8:unknown

-~ No.9:unknown

Sound pressure level (dB)
=}
(=

—P10 of acceptable limits for a living room

20

s P 100 of aceeptablc limits for a bedroom

—— Hearing thresholds (1SO 389-7)

10 ) 100
Frequency (Hz)

Fig. 7 Measured level in rooms of 90% permission level(complainants, but
machine operation time and unpleasant time are not correspondent)

Notes for this chapter

e Laboratory experiments are short-term effects, so by applying field data, reference values are
considered adaptive to long-term effects.

e This is the experience of one of the authors. The noise of a hotel cooling tower 130 meters away
was 37 dBA at home. To solve the problem the methods considered included complaining directly,
telling the city's environmental department, or telling a local boss. It takes courage to complain. It
can destroy neighbouring relationships and make the position in the community difficult. These
emotions become a great stress.

In this case, | looked into my own heart. | decided to think of it as a very effective opportunity to
understand the mind of the complainant. Then, the discomfort of the noise decreased a little. I also
took the courage to ask for the owner of the hotel.

e Treating the complainants and other related persons with respect as human beings, and interacting
with them with feelings of fraternity, will make good relationships.

7. Guidebook for local government officials on dealing with noise generated by
energy-saving water heaters, etc.

In recent years, complaints about mental and physical discomfort have been made due to low sound
pressure level noise and low frequency sound generated by energy-saving water heaters installed around
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homes. The Ministry of the Japanese Environment has published a guidebook on noise generated by
energy-saving water heaters, etc. The problematic frequencies are about 20Hz to 500Hz or less, and the
guidebook on low frequency sound is expanded to include normal noise. It also shows a way to solve the
problem of noise generated by energy-saving equipment, which is a neighbourhood noise phenomenon.
The method of dealing with complaints is in accordance with the guidebook (to solve low-frequency noise
problems in Japan), and emphasis is placed on the existence of a correspondence between the operating
status of the sound source and the complaint. When a problem occurs, the attitude is to solve the problem
through discussion between local government officials, the sound source, the sound receiving side, the
equipment installer, etc.

8. Sensation part of infrasound (Ref. 2)

Frequency below 20 Hz is called infrasound. However, frequencies below 20 Hz can be perceived if the
sound pressure level is high. This phenomenon is the same as frequencies above 20 Hz. If the sound
pressure level is lower than the threshold, it is not perceived, and if it is higher than the threshold, it is
perceived. It is often said that infrasound below 20Hz cannot be heard, but it has a bad effect. The term
infrasound should be reconsidered. One person has bothered by a very pure tone of 16 Hz. The complainant
said that when he perceived the sound, he felt nauseous. The author also found the sound very strange. 16
Hz is not an inaudible sound.

It is often said that infrasound is felt at the abdomen. The subjects were persons who had lost their hearing
from birth or as a side effect of streptomycin, and had sensorineural hearing loss, in which nerve
transmission beyond the inner ear is not possible. The results are shown in Figure 8. The deaf persons have
the average hearing loss of over 100 dB for a 1000 Hz sound. Although deaf persons are unable to hear,
other bodily sensations remain. Many deaf persons were able to stand on one leg with his eyes closed, so
his semicircular canals etc. are normal. Deaf persons say that they feel vibrations in his chest when a large
truck passes by them. The perception thresholds of ordinary persons are lowered in parallel with the hearing
threshold of the deaf persons up to 63 Hz, but the thresholds are 40 dB lower than deaf persons. In common
life, there is no low-frequency sound with such a high sound pressure level, so the ordinary persons cannot
feel vibrations in their chest. However, some persons express that they feel vibrations in their chest from
low-frequency sound.

Since frequencies below 100 Hz are almost non-existent in human voices, low frequency sound is not
necessary in conversation. However, tsunamis, volcanic eruptions, earthquake rumblings, etc. reach a
sound pressure level that can be perceived, causing feelings of fear. It is speculated that in the general
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public, after sound is perceived by the inner ear, it is confused with the sense of vibration in the nerve
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pathway (maybe at inferior colliculus) that goes to the perception area, and it may be perceived as a sense
of vibration.

Note from this chapter

e [ttook ayear and a half to get deaf persons to participate in the experiment. An author studied sign
language to communicate. The significance of having deaf persons participate in a sound
experiment was not understood. After a year and a half, the author met the head of a deaf
organization, who understood the significance of the experiment and he recommended the members
to cooperate to the experiment. The experiment itself took only two weeks to complete. These deaf
persons enjoyed Japanese drumming performance. We asked them and they performed the
drumming at a conference of Acoustical Society of Japan.

9. Complaints about wind turbine installation in Japan

In Japan, there are many articles on the Internet about people becoming ill due to the low-frequency noise
or infrasound generated by wind turbines. An author talked with a person at an online presentation who
are opposed to the installation of wind turbines. | felt that the scientific data was not being conveyed.
Concerns about the installation of wind turbines spread through the mass media and the Internet.

9.1 The Influence of Mass Media and the Internet

Newspaper articles aim to be objective, and report both the opinions of those installing wind turbines and
those of residents who have concerns about the installation of wind turbines. Opinions of experts are also
included. People, who have concerns, feel an affinity to negative opinions about wind turbines.

9.2 Individuality of complaints

In the research on low-frequency noise, we feel that in order to understand the reality of complaints, it is
necessary to confirm individual situations through interviews as well as questionnaire surveys. Many
concerns are expressed through interviews, such as land prices falling, not being able to sell land even if
someone wants to move, worries about the impact on children, having to listen to noise all day and
wondering how long this situation will continue. It is individuals who feel complaints. When conducting
interview surveys, it is desirable for the interviews to be conducted by someone like a counsellor.

9.3 Parts of the brain related to discomfort and anxiety

The amygdala judges whether information is advantage or disadvantage to one's survival. For the residents,
this phenomenon may be disadvantage to their survival. It is necessary to provide benefits to the residents
as well, such as providing electricity free of charge.

Below the amygdala is an area called the hypothalamus, which controls hormones and the autonomic
nervous system. In the experiment on physiological responses to low-frequency sound in Chapter 5, some
complained of increased breathing rate and heart rate, and it is thought that these responses occurred
through this pathway.

9.4 Examples of complaints about wind turbines

e Multiple wind turbines are installed on the ridge. The nearest wind turbine is located about 200m
away from the house. The wind turbine stands behind the house. The complainant complains about
low-frequency noise, but the measurement results showed that the mechanical noise of the wind
turbine was predominant at 200Hz.

e The complaint was about low-frequency noise or being woken up by the sound. The wind turbine
was located 700m away from the wind turbine, close to the coast. When listening to the sound in
the garden of the complainant's house, it was an unpleasant rumbling sound with a strong low-
frequency sound. On the day of the visit, the south wind was strong, and the waves were crashing
against the water's edge, creating a sea roar. The residents said that they didn't mind this sound
because it was the sea roar. Many people sleep with their windows open in the summer, so it seemed
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like they were complaining. It seemed like the term low-frequency noise had come from the media,
etc.

¢ Residents, who purchased land for vacation homes, are complaining about the 10 wind turbines on
a ridge about 700 meters away. There are complaints about the mechanical noise from the wind
turbines (about 160-200Hz) being annoying and causing sleeplessness and in some area, there is
also the impact of shadow flicker. As the land was purchased for vacation homes, there is also the
hidden problem of a decline in the land's usefulness and trading value.

Notes for this chapter

e We held information sessions on low-frequency noise for local governments and residents in areas
where complaints about wind turbine noise have occurred and in areas where turbines are planned
to be installed. This did not have much effect on residents who were opposed to the turbines.

e We took residents on buses or other vehicles to inspect existing wind turbine sites. This was
effective in alleviating concerns for many persons. The experience device described in the next
chapter was effective.

10. Low-frequency sound experience device (Ref. 5)

Many people have few opportunities to obtain correct knowledge about low-frequency noise, and therefore
may feel more anxiety than necessary due to information sources that lack scientific evidence. To address
this issue, we developed the Low-frequency sound experience vehicle (LFSEV) shown in Fig. 9. In the
LFSEV, three people can experience various low-frequency sounds at the same time while listening to
explanations from a guide with specialized knowledge. The LFSEV has the acoustic performance shown
in Fig. 10. This allows participants to experience infrasound that exceeds the sensory threshold, pressure
feeling and vibration feeling caused by low-frequency sound, and environmental sounds including low-
frequency sound recorded in real environments.

The LFSEV has been transported to various locations, and more than 1,000 people have deepened their
correct understanding of low-frequency sound at events for the general public. In an experience session for
local residents around wind power plants, the loudness of the low-frequency sound contained in the wind
turbine sound was confirmed with a low-frequency sound meter, and the experience was compared to the
infrasound exceeding 90 dB that is generated even in everyday private cars and buses.

In a survey conducted after the experience, participants responded with comments such as, "The sound of
the wind turbines was quieter than the sound inside the car,” "I wanted to learn more accurate information
about the health effects,” and "I hope this experience will be held in other areas as well." Furthermore,
from the reactions and questions of most of the participants, it was observed that their understanding had
deepened and that they felt relieved after learning the actual situation. These results confirmed the
importance of actually experiencing low-frequency sound. In particular, it is very useful to gain accurate
knowledge through the low-frequency sound experience before anxiety or discomfort about a specific
sound source builds up.

Having people gain a real understanding at the site of complaints about low-frequency noise and wind
turbines is effective in solving the problem. The scenery and shadow flicker of wind turbines are images,
and it is possible to show simulation results on-site using a projector. It is all a sensory issue, not an effect
of chemical substances.

However, this is an experiment on short-term effects. An approach that is close to the complainants,
including their human lives and human relationships, is essential. The accumulation of such experiences
will likely reveal the way forward.
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11. Conclusion

We are conducting research because there are complaints. Wind turbine noise, shadow flicker, scenery, etc.
are sensory issues. Sensations cannot be grasped through logic only. Methods that appeal to the senses are
effective as shown in Chapterl0.

Regarding the effects of low-frequency noise, it is necessary to clarify the relationship between the
operating status of the sound source and the complaints. Complaints with a corresponding relationship are
important.

The sound at the site is continuous, and threshold measurements must be performed with continuous sound.
The threshold for continuous sound is higher than that for intermittent sound over 20Hz.

The threshold for corresponding complainants is basically the same as that of the general public. However,
in terms of the occurrence of physiological responses, university students have no responses at all, while
corresponding complainants may change in respiratory rate and heart rate.

A curve has been created to separate complaints with correspondence and without correspondence. From
this curve a reference value for low-frequency noise in Japan has been created. The reference value is very
effective in roughly distinguishing whether there is a corresponding relationship or not.

Recommended standards for low-frequency noise are being created in many European countries. The idea
of the Japanese reference value is useful, and it is effective in actual complaint situations in Japan.

Complainants' psychological responses widely spread. So, it is written as a description. If the psychological
responses of complainants are accumulated in many studies, a unified view can be formed, which may lead
to the development of new theories for scientifically predicting the psychology of complainants.

Complainants have a variety of problems. By treating complainants as human beings, carefully
empathizing with them, listening carefully, and thinking scientifically, we can see a path to a solution that
includes long-term effects.

Ideally, research should be conducted with an attitude of respect for human beings, based on the principles
of humanity.
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Summary

The human perception of two wind turbines of different sizes, a small NTK turbine and a larger NREL
model, was evaluated through their synthetically auralised sound. A wide range of wind speed conditions
and observer locations was considered. The simulated sounds were analyzed using equivalent sound pressure
levels and psychoacoustic sound quality metrics. Moreover, listening experiments were conducted to evaluate
the human response to the same sounds. The least-squares models fitted to the results provided scaling laws
for the different sound metrics as a function of wind speed (divided into low- and high-speed regimes) and
distance to the observer. At lower wind speeds, the NREL turbine’s noise and annoyance levels increase
faster with increasing wind speed than the NTK turbine. The results of the NREL turbine at high wind
speeds seem to indicate that turbulent boundary layer trailing-edge noise contributes more to annoyance than
leading edge turbulent inflow noise. In the listening experiments, the larger wind turbine was perceived
roughly 30% more annoying than the smaller one for the same conditions. The equivalent A-weighted sound
pressure level and the psychoacoustic annoyance model by Zwicker were reported to closely represent the
annoyance ratings reported in the listening experiment.

1. Introduction

Wind turbine noise is an important aspect of planning and permitting of onshore wind farm projects. While
offshore turbines offer a compelling alternative, onshore turbines remain the majority of newly installed
capacity [1]. The average size of onshore turbines has grown considerably in the last decade. In 2024, the
average power rating of newly installed onshore turbines in Europe was 4.6 MW, with the average power of
ordered turbines reaching 5.7 MW. Turbines exceeding 10 MW are in development for the onshore wind
market at the time of writing [2]. Van den Berg et al. [3] showed how this increase in power rating has
affected the A-weighted sound levels in a comprehensive study of noise measurements of operating turbines.
The study shows little increase in A-weighted noise levels beyond a 2.0-MW rated power while suggesting
that recent advances in noise-reduction technologies only affect noise in the 400 — 1600 Hz frequency
range [3]. To the best of the authors’ knowledge, no studies were found that quantify the effect of increasing
size in terms of human sound perception.

Recently, there has been an increased interest in research about the annoyance caused by wind turbine
noise, but it usually remains limited to surveys about existing installations [4]-[6]. Typical legislation and

!Corresponding author - Email: j.s.pockele @ tudelft.nl
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research often focus on A-weighted sound pressure levels [7]. Nevertheless, A-weighting is known to have
shortcomings in capturing the low-frequency and infrasound content of noise, while this frequency range
may, in part, be one of the main causes of wind turbine noise annoyance [8], [9]. Kirkegaard et al. [10], [11]
indicates the need for tools to enable better community engagement in the planning and mitigation of wind
turbine noise.

Auralisation, the creation of sound files from simulated data [12], applied to wind turbine noise modelling,
has recently emerged as a possible tool to enable the integration of noise annoyance into the wind turbine
design loop [13]-[16]. It furthermore detaches annoyance research from the need for expensive measurement
campaigns that were previously required for listening experiments and sound quality assessment. This paper
is an application of auralisation to investigate the impact of transitioning to increasingly larger onshore wind
turbines on noise perception. A listening experiment campaign was conducted to evaluate the perception of
the simulated wind turbine sounds.

Section 2 explains the auralisation method employed in this study to generate the synthetic wind turbine
sounds, and section 3 gathers the main inputs for the simulation setup. The analysis methods are briefly
described in section 4. The results of the simulations and the listening experiments are gathered in sections 5
and 6, respectively. Lastly, the conclusions are drawn in section 7.

2. Auralisation Method

The method to auralise wind turbine noise in this paper is based on the method described by Pockelé [15].
The main difference is the replacement of the Gaussian beam tracing with a simpler image-source model for
the sound propagation.

The wind turbine aeroelastic-aeroacoustic modelling is achieved with the second-generation Horizontal Axis
Wind turbine simulation Code (HAWC?2), developed by DTU (Technical University of Denmark) [17], [18].
The aero-noise module of HAWC?2 accounts for three aerodynamic noise generation mechanisms: turbulent
boundary layer trailing-edge noise (TE), turbulent inflow leading-edge noise (TI), and stall noise. In HAWC?2,
TE noise is modelled using the modified TNO model [19] by Bertagnolio et al. [20], TI noise is modelled
using Amiet’s theory [21], and stall noise is accounted for with the model by Bertagnolio er al. [22]. The
aero-noise module is used to estimate the power spectral density spectrograms at the one-third-octave band
central frequencies and at the selected observer locations.

Since HAWC?2 only accounts for spreading losses and the Doppler effect [18], additional corrections are
applied to account for ground reflections and atmospheric absorption. The received sound is only available
per blade or for the full wind turbine. Hence, the corrections are applied assuming a single monopole
sound source at 85 percent of each blade’s span. Before applying these corrections, the HAWC?2 output
spectrograms are linearly interpolated to narrow-band frequencies, to match the required number of samples
in the Inverse Short-Time Fourier Transform (ISTFT).

Ground effects are modelled using the approach by Embleton et al. [23], together with the ground impedance
model by Delany and Bazley [24]. The direct and reflected spectrograms are separated at this stage to account
for the difference in propagation distance when applying the atmospheric absorption. Both spectrograms
are given an equal random phase, and the reflected one is supplemented with the frequency-dependent
phase differences calculated in the ground reflection model. One limitation of the monopole point source
assumption is the overestimation of the interference between the direct and reflected noise. In reality, the
blade acts as a distributed noise source, where noise emitted from different radial positions will have different
interference patterns, which results in little to no spectral dips in the measured sound on the ground [25].
In the measured spectra in [17], no clear interference patterns can be distinguished, confirming this as a
modelling limitation of this method.

The noise attenuation due to atmospheric absorption is accounted for using the model in ISO standard 9613-1
by Bass et al. [26], [27]. A constant, frequency-dependent set of absorption coefficients a( f) is assumed for
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all propagation paths. Similar to the ground reflections, these are calculated for the interpolated spectrogram
frequencies. The attenuation spectra are then applied per blade and separately for the direct and reflected
propagation paths.

Finally, the six spectrograms (for each blade: one for the direct and one for the reflected sound signal) are
reconstructed into separate sound signals using the ISTFT, which are added together into the final auralised
noise signal. In the ISTFT, a Hanning window is applied to smooth the transition between hops. To obtain a
signal with the desired sampling frequency fs, the spectrograms have been interpolated in the frequency
domain, so they comply with the following requirement on the number of samples Ny in a single STFT
hop length:

NhOp = fS . AISTFT + 1 (1)

where Atz 1s the time step of the spectrogram. For this paper, a reconstruction overlap of 50% is set, which
means that the requirement becomes:

N frequired = 2N, hop (2

3. Simulation Setup

3.1 Wind Turbine Simulation Models

For this work, two HAWC?2 simulation models were used: (1) the NREL SMW reference wind turbine
(NREL)', and (2) the Nordtank NTK 500/41 (NTK) wind turbine [28]. The NREL wind turbine was selected
to represent the size, power rating, and control mechanism of modern onshore wind turbines since it is the
only simulation model of this size, which is readily available to the authors. The NTK turbine, on the other
hand, was chosen to represent older and smaller wind turbines. The size of both turbines is compared in
Figure 1, while some other relevant specifications are compared in Table 1.

153 m
41 m

56.5m
36 m

\4 \ 4

I S

NTK NREL

Figure 1  Size comparison of the NTK and NREL wind turbine models used in this work.

!Available online: https://gitlab.windenergy.dtu.dk/hawc-reference-models
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Table 1 Relevant specifications of the NREL and the NTK wind turbines.

NTK [29] NREL [30]
Power Rating, [MW] 0.5 5.0
Control Passive Active
Mechanism Aerodynamic Stall Collective Pitch
Rotor Speed, [rpm] Constant (27.1) | Variable (6.9 - 12.1)

For aeroacoustic calculations in HAWC2, tabulated airfoil boundary layer parameters are required [18]. In
the dataset by Bertagnolio et al. [28], multiple such tables are available for the NTK wind turbine. To allow
for parity between both turbines, the XFoil results table with the critical amplification parameter N = 3
is used. For the NREL turbine, this table is established using XFoil simulations [31], using the publicly
available blade and airfoil geometries®. The range of Reynolds numbers and angles of attack in this boundary
layer table were determined based on the local relative inflow velocity and angle of attack, found through a
series of verification simulations. The N parameter in XFoil was set to 3, while the boundary layer was
tripped at 10% of the chord length.

3.2 Simulated Operational Conditions

The auralisations were conducted under a set of common atmospheric conditions. The air temperature,
pressure, and density were set to 15°C, 1013.25 hPa, and 1.225 kg/m?, respectively, based on the ground
level conditions in the ISO 2533:1975 standard atmosphere [32]. The relative humidity of the air was set to
80%, based on the average air humidity in the Netherlands from the last 30 years [33]. The inflow turbulence
intensity was set to 10%.

Simulations were performed for a range of wind speeds from 5.0 m/s to 25.0 m/s, in steps of 5.0 m/s. The
cut-in speed of both turbines, 4.0 m/s, as well as the NREL turbine’s rated wind speed, 11.4 m/s, were also
simulated. Virtual microphone positions were defined upstream and downstream of the turbines, at 153 m,
500 m, 1000 m, and 2000 m, where the first distance represents the standardised measurement distance of
the NREL wind turbine [34].

Pockelé and Merino-Martinez [35] showed an unfavourable relation between adding background noise and
loudness-based sound quality metric results. Therefore, no ambient noise is considered, such that only the
effects of the wind turbine noise are evaluated.

4. Analysis Methods

4.1 Sound Quality Metrics

Sound Quality Metrics (SQMs) describe the subjective perception of sound by human hearing, unlike the L,
metric, which quantifies the purely physical magnitude of sound based on pressure fluctuations. Previous
studies [13], [36] showed that these metrics better capture the auditory behavior of the human ear compared

to conventional sound metrics typically employed in noise evaluations. The four most commonly used
SQMs [37] are:

* Loudness (N): Subjective perception of sound magnitude corresponding to the overall sound intensity [38].
The loudness results in this paper are expressed in loudness levels Ly in phon.

» Sharpness (S): Representation of the high-frequency sound content [39].

* Roughness (R): Hearing sensation caused by sounds with modulation frequencies between 15 Hz and

2Airfoil geometries provided by Nando Timmer, available online: https://forums.nrel.gov/uploads/
short-url/t5k5D4TrCNECx]J7vwFKEeqaBoi.x1s
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300 Hz [40].
* Fluctuation strength (F'S): Assessment of slow fluctuations in loudness with modulation frequencies up to
20 Hz, with maximum sensitivity for modulation frequencies around 4 Hz [41].

These SQMs were calculated for each wind turbine noise sample. The 5% percentile values of each
metric (i.e., the value of each SQM exceeded 5% of the total recording time) were combined into a global
psychoacoustic annoyance (PA) metric following the model outlined by Zwicker [42]. All SQMs and the PA
metric were calculated using the open-source MATLAB Sound Quality Analysis Toolbox (SQAT) v1.2 [37],
[43], which is available on GitHub>.

4.2 Least-Squares Modelling

To allow for a more intuitive understanding of the results, least-squares models were fitted to the simulation
outputs. As a baseline, the sound pressure levels and SQMs were related to the average wind speed (U ),
and the distance up- and downstream (r). An interaction term between wind speed and distance was also
tested for all metrics. Based on the findings of van den Berg et al. [3], a logarithmic relation with wind
speed is assumed, while the distance term is also made logarithmic to match the general spherical spreading
trend. The baseline least-squares model is described by Equation 3:

. U r Us
metric = x; - logyg (m) +x2 - logyg (ﬁ) +x3 - logyg (m) -logyg (1) + x4 3)

The NREL wind turbine has two distinct modes of operation: (1) variable speed, constant pitch for low
wind speeds (Us < 11.4 m/s), and (2) constant speed, variable pitch for high wind speeds (Us > 11.4 m/s).
Similarly, the NTK wind turbine experiences partial blade aerodynamic stall at higher wind speeds. Therefore,
the models were fitted separately for data where U, < 11.4 m/s, and where Uy, > 11.4 m/s. For the NREL
wind turbine, the initial data analysis showed significant differences for the upstream and downstream
directions in the high-wind-speed regime. Therefore, the NREL turbine results, at mean wind speeds above
11.4 m/s, are fitted to separate models for each propagation direction.

5. Simulation Results

5.1 Equivalent Sound Pressure Levels

As a baseline, the unweighted equivalent sound pressure levels Ly .y of the auralisations are analysed.
Figure 2 presents the results for both wind turbines, side by side. The first notable difference is the wind
speed slopes in the low-wind-speed region. The NREL turbine’s noise levels grow considerably faster with
increasing wind speed compared to the NTK turbine. In the high-wind speed regime, both turbines show a
very similar increase in noise levels with wind speed. As expected, the logarithmic decrease of noise level
with distance fits well to the data. For the NREL turbine, no large differences are observed between the
upstream and downstream directions at high wind speeds.

The coeflicients of the least-squares models are presented in Table 2 and Table 3 for the low- and high-wind
speed regimes, respectively. The cross-term with wind speed and distance has been removed from the model,
as this resulted in high p-values and lower adjusted R? values.

3 Available online: https://github.com/ggrecow/sqat
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Figure 2 Equivalent sound pressure levels of the auralisations and the least-squares model curves.

The relation with distance has, as expected, a coefficient close to —20, which corresponds to a sound power
decrease with rlz The differences from —20 can be explained by the ground reflections and atmospheric
absorption. Because of the normalisation to Us, = 11.4 m/s and r = 153 m, the intercepts show the predicted
sound pressure levels at this wind speed and distance. The NREL wind turbine is considerably louder, with
an approximate L, oq difference of 10 dB over the NTK turbine.

The initial observations of the relation with wind speed are confirmed by the wind speed slope coefficient.
Interestingly, neither turbine shows the expected 50 log(Us) relation reported by van den Berg et al. [3].
The similar slope between both turbines in the high-wind-speed region can be explained by both turbines
operating at a constant RPM. This is further supported by the slope of the NTK turbine not changing
significantly between both regimes. The higher slope of the NREL turbine in the low-wind-speed regime
can be explained by the significant increase of local flow velocity over the blades with increasing rotor RPM.
The increase of 5.2 RPM from the minimum to the maximum RPM of the NREL turbine results in a local
flow velocity increase of 34 m/s at the blade tip (Rpiaq. = 63 m).

Table 2 Least-squares fit coefficients for L, ., at low wind speeds (U < 11.4).
All p-values are < 0.05.

log,o(Us) | log;o(r) | Intercept | Adjusted R?
NTK 23.168 | —21.000 | 65.323 0.999
NREL | 62.667 | —-18.726 | 77.219 0.997

Table 3 Least-squares fit coefficients for L, ., at high wind speeds (Us, > 11.4).
All p-values are < 0.05.

log,o(Us) | logyo(r) | Intercept | Adjusted R?
NTK 22.250 —-21.232 | 65.505 0.998
NREL (upstream) 20.307 —18.671 | 74.983 0.995
NREL (downstream) 21.018 —18.996 | 75.338 0.997
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5.2 A-weighted Equivalent Sound Pressure Levels

The plots of the A-weighted equivalent sound pressure levels L ¢q in Figure 3 show some similarities but
also some major differences to the unweighted levels presented in Figure 2. In the low-wind-speed regime,
the slopes with wind speed show a similar trend as the unweighted levels, with the levels of the NREL
turbine increasing significantly faster than the NTK turbine. At higher wind speeds, the main difference
with the unweighted levels is found for the NREL turbine. Downstream of the turbine, the A-weighted
levels remain relatively constant with wind speed, whereas the upstream levels decrease. This difference
between the A-weighted and unweighted levels indicates a possible change of the dominant noise generation
mechanism towards lower-frequency noise.
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Figure 3 A-weighted equivalent sound pressure levels of the auralisations and the least-squares model
curves.

Table 4 Least squares fit coefficients for Ly .4 at low wind speeds (U, < 11.4).
All p-values are < 0.05.

log,o(Us) | log,o(r) | Intercept | Adjusted R?
NTK 27.682 | =20.215 | 48.642 0.989
NREL | 59.613 | —18.360 | 57.412 0.999

Table 5 Least squares fit coefficients for La .4 at high wind speeds (Us, > 11.4).
All p-values are < 0.05.

log,o(Us) | logyo(r) | Intercept | Adjusted R?
NTK 5.923 -20.480 | 47.711 0.987
NREL (upstream) -1.362 —18.495 | 55.102 0.997
NREL (downstream) -7.531 —18.325 | 54.417 0.993
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Observing the coeflicients of the least-squares model fits in Table 4 and Table 5 confirms the above-noted
changes. Additionally, the NTK turbine shows a decreased relation with wind speed in the high-speed
regime, which creates a more distinct transition between the low- and high-wind-speed regimes than for
Lpy.eq- This again shows a change in the dominant noise generation mechanism when compared against the
unweighted equivalent level results. Regarding the intercepts, A-weighting decreases the equivalent levels
by approximately 20 dB compared to the unweighted sound pressure levels.

5.3 Loudness Level

The first psychoacoustic SQM results are those regarding the mean loudness level, Ln mean. During the
preliminary analysis, the cross-term coeflicient x3 of the least-squares model in Equation 3 was found to be
highly significant, whereas the wind speed coefficient x; had a p-value > 0.05. Therefore, the loudness level
is fitted to the least-squares model without the x; term. This indicates a strong combined effect of wind
speed and distance in human loudness perception.

From Figure 4, similar trends are derived compared to the A-weighted levels. In the low-wind-speed region,
the loudness of the NREL turbine increases more rapidly with wind speed compared to the NTK turbine. At
high wind speeds, there is once more a clear division between the upstream and downstream propagation for
the NREL turbine. Visually, the loudness levels of both turbines show a closer agreement than the L ¢q.
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Figure 4 Mean loudness level of the auralisation results and the least-squares model curves.

The latter observation is confirmed in Table 6 and Table 7, where the intercepts are relatively closer together
than those for the A-weighted levels. On the other hand, both turbines show a different relation with distance
to the observer. It should be noted, based on the plots in Figure 4, that the distance fit for the NTK turbine is
not as good as for the NREL turbine. The observation remains valid, however, as the data shows a larger level
decrease than the model coefficient implies. One implication of this observation is that modern turbines may
require larger distances to obtain an equivalent decrease in perceived loudness compared to older turbines.

Table 6  Least squares fit coefficients for Ly mean for low wind speeds (Us, < 11.4).
All p-values are < 0.05.

log,o(Us) X logyo(r) | log,o(r) | Intercept | Adjusted R?
NTK 15.009 -29.409 | 68.282 0.976
NREL 30.409 -20.451 | 75.160 0.996
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Table 7  Least squares fit coefficients for L, mean for high wind speeds (Us, > 11.4).
All p-values are < 0.05, except for underlined coefficient.

log,o(Us) X log;o(r) | log;o(r) | Intercept | Adjusted R?
NTK 12.408 -29.114 | 67.455 0.965
NREL (upstream) 6.052 —-22.048 | 72.501 0.993
NREL (downstream) —1.011 -22.676 | 72.366 0.988

5.4 Psychoacoustic Annoyance

For the psychoacoustic annoyance (PA) metric, the least-squares model is fit to the mean values as
10-1og;((10-PApean), since the relation with annoyance ratings in listening experiments is generally found to
be logarithmic [36], [44]. The preliminary analysis also found a better adjusted R> when using the logarithm
of PAcan. Figure 5 shows a similar relation with wind speed and distance compared to the loudness levels.
In previous work, loudness was found to be the primary contributing factor to the annoyance from wind
turbine noise [45].
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Figure 5 Mean Psychoacoustic Annoyance (PA) of the auralisation results and the least-squares model
curves.

The main finding in Table 8 and Table 9 is the very similar intercepts between both turbines. Combined with
the wind speed and distance relations, it can be derived that the NREL turbine is only expected to be more
annoying at low wind speeds or at long distances. This is also visible in Figure 5. The main point of interest
is the difference between up- and downstream PA values at high wind speeds for the NREL turbine. This
finding does not line up well with the survey findings by Miiller et al. [6], who reported higher annoyance
downstream of a wind farm.

Table 8 Least squares fit coefficients for 10 - 10g,¢(10 - PA,ean) at low wind speeds (Us, < 11.4).
All p-values are < 0.05.

log,o(Us) x log;o(r) | log;o(r) | Intercept | Adjusted R?
NTK 5.760 -9.675 | 19.251 0.951
NREL 9.916 -6.363 | 20.983 0.991
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Table 9  Least squares fit coefficients for 10 - 10g,o(10 - PAyean) at high wind speeds (Us, > 11.4).
All p-values are < 0.05, except for underlined coefficient.

log,o(Us) X logyo(r) | log;o(r) | Intercept | Adjusted R?
NTK 3.986 -8.995 | 18.404 0.961
NREL (upstream) 1.988 -6.774 19.957 0.993
NREL (downstream) —0.046 —6.975 19.924 0.987

5.5 Low-Frequency Noise Content

Because of the previously discussed differences between the unweighted and A-weighted sound pressure
levels, the low-frequency content of the wind turbine noise emissions is also investigated. For this purpose,
the difference between the C- and A-weighted equivalent sound pressure levels (Lceq—La eq) 18 used, based
on the work by Vos and Houben [46]. In the preliminary analysis, the least-squares model in Equation 3 is
found not to represent the data well. Therefore, based on the scatter plot in Figure 6, the second-degree
polynomial in Equation 4 is fit to the data instead.

r \2 r
Leeq = Laeq = %1 - (Uso — 11.4)% 43 - (Uso — 11.4) + (—)+ (—)+ 4
Ceq — Laeq = X1 ( ) +x2 - ( ) +Xx3 53) t*(1s3) *%s 4)
In general, the low-frequency content of the noise emissions increases with the wind speed for all distances.
A dip in low-frequency noise around 11.4 m/s is observed in Figure 6, as well as large differences between
upstream and downstream for the NREL turbine at high wind speeds. In the low-wind-speed regime and
upstream, both turbines show a similar trend between low-frequency noise and wind speed.
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Figure 6 Difference between C- and A-weighted sound pressure levels of the auralisation results, as a
measure of low frequency noise content, and the least-squares model curves.

Remarkably, the low-frequency trends of the NREL turbine match the surveyed descriptions of typical
situations of wind turbine noise annoyance by Miiller et al. [6, Sec. 3.4.3]. Their survey participants
mostly describe high-wind-speed conditions and conditions where they are downstream from the turbine as
situations of wind turbine noise annoyance. Given that low-frequency noise propagates better through walls
and windows [47], this could partially explain annoyance in indoor situations.
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Given that leading-edge turbulent-inflow (TI) noise contributes most to the low-frequency noise of wind
turbines, the NREL turbine results seem to imply that a greater amount of TI noise is emitted in the
downstream direction compared to upstream. With L ¢q showing the opposite trend, the turbulent boundary
layer trailing-edge (TE) noise seems to propagate more upstream than downstream. Since the PA metric also
shows larger values in the upstream direction for the NREL turbine, this implies that the TE noise of modern
turbines contributes more to the annoyance than the TI noise, as expected from literature [48].

6. Listening Experiment

To validate the numerical results with human perception, a listening experiment was conducted in the
Psychoacoustic Listening Laboratory (PALILA) at the Delft University of Technology [49]. This experiment
combined multiple studies regarding wind turbine noise. Only the part relevant to this paper is presented.

6.1 Experimental Setup

PALILA is a box-in-box, soundproof booth with a floor plan of 2.32 m X 2.32 m, and a height of 2.04 m.
The walls, floor, and ceiling are built with a modular sandwich structure of two 19 mm fibreglass panels with
a 52 mm polyurethane foam core. The door is made from the same material and is acoustically sealed. The
booth is connected to the floor via a vibration-damping system, and the cavity is filled with sound-absorbing
foam. The walls are lined with A-B-C-D level acoustic absorbing foam to minimise reflection. Two bass
traps are positioned in diagonally opposing corners to minimise low-frequency noise inside the facility. This
setup provides a 0.07 s reverberation time and free-field sound propagation for frequencies higher or equal to
1600 Hz. Moreover, the facility is highly isolated from any other external influence, with a transmission loss
of 45 dB and an A-weighted background noise level of only 13.4 dBA [49].

The sound reproduction equipment consists of a Dell Latitude 7340 touchscreen-equipped laptop connected
to a pair of Sennheiser HD560s open-back headphones. This equipment is calibrated up to 10 kHz, using a
G.R.A.S. 45BB-14 KEMAR head-and-torso simulator with G.R.A.S. KB5000 / KB50001 Anthropometric
Pinnae*. The reproduction system is accompanied by an open-source, Python-based Graphical User Interface
(GUI) [50], which allows for this experiment to be self-guided and self-paced.

After a briefing by the responsible researchers, participants started the experiment with a questionnaire about
their age, gender, employment, and education, as well as questions regarding their hearing health and state of
well-being. This information is mainly used for reporting statistics and for bias and outlier detection. After
answering these questions, participants proceeded to listen to the sound samples and were asked for each
sample: "What number from 0 to 10 best describes how much you are bothered, disturbed or annoyed by the
presented noise?" using an 11-point ICBEN scale. Every seven sound samples, participants are given a
mandatory break from listening to alleviate fatigue.

6.2 Sample Selection

From the simulated sounds described in section 3, a subset was selected for testing in the listening experiment.
To limit participant fatigue, the number of tested conditions is reduced compared to the numerical results.

Firstly, wind speed is covered by samples at simulated mean wind speeds of 5, 11.4, and 20 m/s. This
wind speed range is only tested at a 153 m observer distance, upstream and downstream, and for both wind
turbines. This part of the selection resulted in twelve samples. Eight additional samples are used to cover
multiple distances from the wind turbine: 153, 500, and 2000 m, all simulated at a mean wind speed of
11.4 m/s. The reproduction time of all samples is limited to 20 s, as a compromise between exposure time
and duration of the total experiment.

4Full description of the HATS available online: https://www.grasacoustics.com/products/
head-torso-simulators-kemar/kemar-for-ear-headphone-test-2-ch/product/793-gras-45bb-14
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6.3 Population Sample Statistics

Most of the participants in the experiment are a convenience sample from the Delft University of Technology,
Faculty of Aerospace Engineering. The experiment had a total of 35 participants. Most participants are not
directly related to research about wind turbine noise, decreasing the possibility of bias by experience.

The sample is diverse with 18 men and 17 women, with an average age of 31 years and an 8 year standard
deviation. As expected from the recruitment method, most participants are employed for wages, or students,
and 29 were employees or students at the university. The self-rated hearing health of the participants was
generally good, with 2 "excellent", 15 "very good", 15 "good", and only 2 "fair" ratings. The only reported
hearing problems were tinnitus (7 participants), or mild colds (2 participants). Furthermore, two participants
indicated having had an accident affecting their hearing, and one participant reported being very tired.
None of these reported hearing problems resulted in outlier values of the inter-participant cross-correlation
presented in Figure 7b.

Figure 7a shows the mean annoyance rating R, has converged to 3o~ < 0.5, meaning the 99.7% confidence
interval has converged to within the measurement error of the 11-point annoyance scale. While small,
the sample size is thus considered representative of a similar population. Figure 7b shows a high level
of inter-participant cross-correlation, with a mean Pearson correlation coefficient p,, = 0.766, and no
significant outliers.

—_
(=]

1.00

9
3 30
z~ 8
= <
g 7 _ 251 0.75
s 2
23S 6 g
o o = 20 —~
= 2 g <
g8 ° g 050 >
S 3 2151 &
SE 4 '3
wn < t
=}
#g 3 £ 10
§§ 5 0.25
= 51

1

0 0- 0.00

5 10 15 20 25 30 35 0 5 10 15 20 25 30
Number of participants (-) Participant number

(a) Monte-Carlo convergence of the annoyance ratings.  (b) Inter-participant Pearson cross-correlations of the
Dashed lines indicate mean annoyance rating +0.5. annoyance ratings.

Figure 7 Population sample analysis of the results.

To test for possible gender bias in the results, the best linear unbiased estimate of the ratio between the male
and female average annoyance ratings is determined. The estimated g—’” = 0.94 £+ 0.12 indicates some gender
bias. Nevertheless, the p-value of 2—’” # 1, 1s 0.302, indicating this bias is not statistically significant.

6.4 Listening Experiment Results

In a similar fashion to the numerical metrics, the annoyance ratings for each wind turbine were related to
wind speed and distance using a least-squares model. Since the sample selection only tests the distance
effect at one wind speed, the cross-term in Equation 3 is omitted, and the mean annoyance ratings are
fitted to Equation 5. Similarly to the numerical results, this model is fitted separately for the low- and
high-wind-speed regimes and separately for the upstream and downstream results of the NREL turbine in
the high-speed region.
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The results are shown in Figure 8. These plots clearly reflect the difference between both turbines in the
low-wind-speed region, showing a larger annoyance increase with wind speed for the NREL compared to
the NTK turbine. The difference between the up- and downstream annoyance for the NREL turbine is also
clearly reflected. This difference does not look limited to the high-speed regime, however, indicating a
deviation from the PA model. Another observation is the relatively high annoyance at a 500-m distance
for the NTK turbine compared to the modelled expectation. The potential reason for the latter observation
remains unclear since these noise samples are not marked as outliers in the numerical results.
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Figure 8 Listening experiment mean annoyance ratings and their standard errors, and least-squares fit
curves for the NTK (left) and NREL (right) wind turbines. Shaded areas indicate the confidence intervals of
the least-squares models.

The model coeflicients in Table 10 and Table 11 immediately highlight the larger annoyance increase with
wind speed of the NREL turbine in the low-wind-speed regime. Interestingly, both turbines show a very
similar, barely significant (p-values ~ 0.05) relation with wind speed in the high-speed region. This is
different from all numerical results, where the NTK turbine generally showed a stronger relation with wind
speed than the NREL turbine, except for the unweighted sound pressure levels.

Table 10 Least squares fit coefficients for the mean annoyance ratings at low wind speeds (Us, < 11.4).
All p-values are < 0.05.

log,o(Us) | log;o(r) | Intercept | Adjusted R?
NTK 5.910 —4.194 5.641 0.907
NREL | 10.693 —4.948 7.387 0.965
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Table 11 Least squares fit coefficients for the mean annoyance ratings at high wind speeds (Us, > 11.4).
All p-values are < 0.05, except for underlined coefficients.

log,o(Us) | log;o(r) | Intercept | Adjusted R?
NTK 1.159 -4.194 | 5.685 0.932
NREL (upstream) 1.817 -5.178 7.672 0.980
NREL (downstream) 1.358 -4.549 6.927 0.979

The coefficients of the distance term, contrary to all numerical results, are of larger magnitude for the NREL
compared to the NTK turbine. Thus, the slower decrease in noise and annoyance that was found for the PA
metric is not reflected in the listening experiment.

Unlike the numerical PA metric, the intercept values of the measured annoyance ratings show significant
differences between both turbines, which correspond closer to the loudness levels and the equivalent
A-weighted sound pressure levels.

Similar to the PA metric and L ¢q, at high wind speeds, the NREL wind turbine noise is more annoying
upstream than downstream. This fact seems to once more support the argument that TE noise contributes
more to annoyance than TI noise. While the annoyance ratings are slightly different up- and downstream at
low wind speed, the overlap in standard error implies this difference is not very significant.

6.5 Correlation Between Annoyance Ratings and Sound Metrics

Lastly, the correlations between the annoyance ratings from the listening experiment and the logarithm of
the mean PA metric and to L ¢q were evaluated, see Figure 9. A logarithmic relation was used to correlate
PA since this was found to offer better fits [36], [44]. The coefficients of determination R? obtained in both
cases are very high, with values higher than 0.95, in general. Overall, the PA metric provides marginally
better fits than the L ¢q for both wind turbines considered.
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Figure 9  Correlation between the mean annoyance ratings reported in the listening experiments and Ly ¢4
(left) and PA (right, in logarithmic scale). Data points show the mean annoyance ratings and their standard
errors. The dotted lines show the standard errors of the Least-Squares fit curves.

On the other hand, Figure 9 shows the annoyance ratings relate differently to the noise metrics for each
turbine. This shows that neither metric captures the full variability of the experienced annoyance by both
turbines. Merino-Martinez et al. [36] commented that this relation can differ depending on the noise source
and conditions under investigation. Hence, this result was not unexpected but rather interesting.
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7. Conclusion

This paper investigated the variation in noise perception of wind turbines caused by transitioning towards
larger wind turbines. Synthetic sound samples were auralised for two different wind turbines using a
simulation-based method. A 500 kW, 41 m diameter, stall-controlled Nordtank NTK500/41 wind turbine
was used to represent small, older onshore wind turbines. The NREL 5 MW reference wind turbine, with a
126 m, pitch-controlled variable speed rotor, was used to represent modern, large onshore turbines.

Results were presented in sound pressure levels, sound quality metrics (SQMs), and listening experiment
annoyance ratings. All metrics show that the noise of the NREL wind turbine in the low-wind-speed regime
(Us < 11.4 m/s) has a stronger increase in noise and annoyance levels with wind speed than the NTK
turbine. Based on the unweighted sound pressure level results, this is expected to be due to the variable rotor
speed of the NREL turbine compared to the constant rotor speed of the NTK turbine.

In the high-wind-speed region (U, > 11.4 m/s), the NREL turbine exhibits differences between the up- and
downstream direction, unlike the NTK turbine. From the analysis of the low frequency noise content, in terms
of LA eq—Lc,eq- the differences between the propagation directions seem to be driven by the low-frequency
content. The lower low-frequency noise levels observed upstream, combined with higher annoyance levels
than downstream, seem to imply that the low-frequency leading-edge turbulent inflow noise is less important
for the annoyance of modern wind turbines than the higher-frequency turbulent-boundary-layer trailing-edge
noise.

At the rated wind speed, the sound pressure levels of the NREL wind turbine is approximately 10 dB higher
than for the smaller NTK turbine. The difference between the turbines at this wind speed, in terms of SQMs,
is relatively smaller. The SQMs decrease less with distance for the NREL turbine than for the NTK turbine.
This indicates that the distance to a modern turbine may have to be increased more to achieve a similar
decrease in SQM than for an older wind turbine.

The results from a listening experiment showed similar annoyance trends as the numerical results. In general,
the larger NREL turbine was perceived as roughly 30% more annoying than the smaller NTK turbine. The
decrease in perceived annoyance with distance for the NREL turbine is faster than for the NTK turbine,
which is the opposite of all numerical metrics. The annoyance ratings showed a good match with the Zwicker
PA metric and with L ¢q. The relations between these metrics and the annoyance ratings differ between the
turbines, however, which implies that turbine size and mode of operation potentially have an influence on the
human perception of wind turbine noise and the related scaling laws.

The next step in this research is to expand the set of input variables to other environmental factors, such
as air temperature, pressure, and humidity, and different ground types. Based on the findings by Miiller et
al. [6], specific conditions of high annoyance will be investigated numerically. The difference between up-
and downstream annoyance for the NREL turbine at high wind speeds will also be expanded upon with an
investigation of the individual contributions of TE and TI noise.
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Summary

Wind turbine blade noise reduction by trailing-edge serration (TES) is an established technology for the
turbine manufactures since decades. However, the overall noise reduction performance of TES for the MW
class turbines varies significantly, typically 1.0 to 3.0 dB depending on the types of turbines and many
other design parameters. A question remains still open to the wind turbine noise community: What is the
maximum noise reduction potential of TES? Can TES deliver more than 3 dB noise reduction? This paper
aims to answer above challenging questions. Hence, focuses on the enhanced TES design, optimization
and validation by dedicated acoustic wind tunnel as well as full scale field measurements. TES design
parameters optimization is conducted based on a semi-empirical in-house noise prediction tool and high-
fidelity CFD methods. Dedicated aeroacoustic wind tunnel tests are performed to understand the sensitivity
of different TES design parameters. Baseline vs TES airfoils are analysed, and an efficient serration design
and optimization method consistent with turbine operation condition is developed to improve TES noise
reduction performance. An enhanced method is applied to design TES for the MW wind turbine blades,
and a full-scale turbine IEC standard field test is conducted for the validation purpose. Encouraging results
were found. For different wind class turbines, it was found that by proper design optimization it is possible
to achieve beyond 3.0 dB noise reduction, without any power/annual energy production (AEP) loss.

1. Introduction

It has long been recognised that airfoil trailing-edge noise may be reduced by modifying the trailing-edge
geometry so that the efficiency by which vorticity is scattered into sound is reduced. This paper focuses on
the reduction of this noise source through the introduction of trailing-edge serrations (TES) on wind turbine
blades. This approach has been shown by several researchers to provide significant theoretical (Howe [1])
and experimental (Braun et. al [2], SIROCCO Project [3], Oerlemans et al [4]) reductions in self-noise
radiation. A detailed theory to derive the wall pressure spectrum (WPF) for the prediction of straight and
sawtooth serrated edge noise was first presented by Howe [1]. Later several extensions of this model for
other types of serrations (e.g. slit) have been derived and experimentally investigated by various
researchers [5]. In most cases significant noise reductions were found, except few specific situations.
However, the effectiveness of serrations mainly depends on the appropriate dimension and the type of
serration geometry [6].

The use of TES for wind turbine noise reduction has now become a mature technology, academic/research
institutions [2], [4], [5], [3] and wind turbine manufacturers [7], [8] demonstrating its effectiveness in wind

1 Corresponding author — Email: Mohammad.Kamruzzaman@enercon.de
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tunnel and turbine tests leading to commercial products [9], [10], [11]. Since the last decades researchers
from the universities performed detailed wind tunnel measurements to understand the maximum noise
reduction performance of the TES by optimizing the design parameters [12], [13], [14], [15]. However, it
was found that besides the acoustic measurement uncertainties, one of the key challenges is scaling of the
TES design method from wind tunnel to the full-scale rotor blade. This could be one of the possible reasons
why different turbine manufacturers offer dissimilar TES noise reduction performance while selling their
turbines.

In the recent years, besides the classical sawtooth type of TES, many other variants of TES or
aeroacoustics-addon concepts (namely “Beyond TES”) have been developed [16], [17], [12], [18], [19]
and tested on full scale wind turbines [7], [20], [21], [22]. The performance of some of these technologies
shows promising noise reduction outcome, compared to the standard TES. Manufacturers and many start-
up companies [20], [21], [22] even claim that they can offer 3.0 dB to 6.0 dB reduction with their (Beyond)
TES concepts. It is worth to mention that any such claim highly depends on the quality of the reference
non-serrated blade noise level. Because the relative difference between TES vs. non-TES blades noise
reduction shall be higher if the reference blade is too noisy. The design goal of turbine manufacturers is to
make sure the absolute noise level of the target blade reduced significantly to comply the total turbine noise
requirements. Hence, it can be easily argued that if a standard TES can reduce the same amount of noise
without additional complexity or constraints, then what is the necessity of Beyond TES concepts? Another
question remains open regarding the maximum performance of the standard TES: what is the upper limit
of the standard TES noise reduction for wind turbine? Have we achieved it Can full potential of TES noise
reduction applicable to reduce overall turbine noise?

This paper will try to answer these questions by detail optimization & enhancement of the performance of
standard TES based on dedicated CFD simulation as well as wind tunnel and field measurements. To
achieve best noise reduction for a given turbine and operation condition, the serration geometry is
optimized consistent to the local turbulent flow characteristic based on the rotor noise simulation outcome
and related wind tunnel data. Additionally, high-fidelity CFD is applied to understand the influence of
different design parameters to develop an efficient Design of Experiments (DoE). Aeroacoustics wind
tunnel test is performed at the Virginia Tech Stability tunnel. The enhanced method is then applied to
design TES for MW wind turbine blades, and a full-scale turbine IEC standard field test is conducted for
validation purposes. Section 2.1 begins with a short overview of the turbulence boundary-layer training-
edge noise (TBL-TE) [23], including TES design aspects & parameter optimization in Section 2.2. Detail
information of the CFD simulation methodology is described in Section 2.3. Section 2.4 describes the wind
tunnel measurements setup and outcome. Section 3 focuses on field test details of the experimental setup
and post processing methods. Results, validation, discussions and a conclusion are described in Section
3.2 and 4 respectively.

2. TES Design & Optimization for Wind Turbine Blade

2.1 Turbulent Boundary-Layer Training-edge Noise

There are three main aerodynamic noise sources for wind turbines, turbulence inflow noise, trailing-edge
noise and separation noise. The aeroacoustics noise generation results from the interaction between
vortices in the turbulent and the blade surfaces. Acoustic field tests of a full-scale turbine showed that
turbulent boundary-layer trailing-edge interaction noise (TBL-TE) is the most dominant noise source for
large wind turbines [4], [3], [24]. Thus, accurate prediction and reduction of this noise source is the focus
for future generation wind turbine blade design. The design process principally depends on the
development of an accurate theoretical model in which correct evaluation of turbulent boundary-layer (BL)
structure plays a key role. The main mechanism of trailing-edge noise is the fluctuating pressure at the
blade surface induced by the BL turbulent eddies, and their interaction with the sharp TE which propagates
to the farfield [25], [23] (see Figure. 1 for an overview).

Page | 2



transition
laminar / turbulent

Figure 1: Wind turbine blade noise sources (left) [3] & Turbulence Boundary-Layer Trailing-edge noise
(TBL-TE) characteristics (top-right & bottom) [26] [23]. Impact of serration (bottom-right).

2.2 Enhanced TES Design & Parameters Optimization

The effectiveness of serrations mainly depends on the appropriate dimensions and the type of serration
geometry. From Howe’s theory [1] it has been established that one of the most fundamental parameters for
efficient serration design is the span-wise coherence length scale of pressure fluctuations, A3, [27]. The
effectiveness of the serration geometry mainly relies on its appropriate dimensioning which is related
implicitly to this flow dependent parameter. The most relevant design parameters for trailing-edge
serrations are the length and the width of the serration and the attachment angle of the TES with respect to
the chord line of the airfoil.

In general, serration length H=2h and width A have been defined based on the boundary-layer thickness
calculated by empirical theory. For example, Howe [1] applied H=100, 6 being the boundary-layer
thickness at the edge and found that attenuation increases rapidly when width to length ratio A/h <5.
However, this empirical theory-based approach may not produce the optimal noise reduction. It is assumed
that best results may be achieved if serration size can be designed based on the measured or predicted span-
wise length scale, where A > A3, i.e. serration length and width are greater than the average turbulence
eddy size. This implies that such a design is able to diminish most energy-containing turbulence eddies.

2.3 CFD Simulation & Analysis

At Enercon, CFD simulations support the design of serrations by providing data on how the serrations alter
the aerodynamic performance of the blade, including changes to aerodynamic coefficients such as lift,
drag, and pitching moment. Additionally, valuable insights are provided into the local flow behavior
around the serrations. In the subsequent sections, the simulation process will be outlined, and exemplary
results and applications will be shown and discussed.

Process chain

The CFD process at Enercon employs the block-structured, compressible solver FLOWer. The solver
features overset moving grids, well suited for the simulation of wind turbine rotors in academic research,
as well as in industry [28], [29], [30], [31]. In the present study, two different turbulence models were
investigated, the two-equation shear-stress transport model of Menter (SST) [32] and the one-equation
strain-adaptive Spalart-Allmaras model (SALSA) [33]. However, if not otherwise stated the CFD
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simulation refers to the SST turbulence model. All simulations were conducted steady state, except for
operational points in the area of stall, for which transient simulations were performed using a dual-time
stepping algorithm.

The laminar-to-turbulent transition in the boundary-layer is predicted by the eN-envelope method of Drela
[34]. The integral boundary-layer properties are approximated from the surface pressure distribution. A
switching to turbulence occurs when the amplification rate exceeds the specified critical value Ncrit = 9.

The grid setup consists of two structures, namely the background mesh of the airfoil without serrations and
a grid of only the rear part of the airfoil that includes the serrations. Both are combined within the flow
solver using the overset grid technique. This approach has the advantage that in the front part of the airfoil
a virtually 2D grid is sufficient, which significantly reduces the number of cells. The main requirement in
the industrial process is high-quality reproducible results. Therefore, meshes of all aerodynamic
components are generally created automated using in-house scripts. For this purpose, an automated grid
strategy was developed within the scripting environment of the meshing software Pointwise that allows for
the parametrization as well as the meshing of the airfoil with the serrated trailing edge.

The meshing of the serrated part starts with the geometry parametrization for which the user needs to
specify the desired planform, the flap angle, the distribution of the thickness, as well as the attachment to
the airfoil. The structured grid is then generated slice by slice, starting with the point distribution on the
surface, extruding the boundary layer, building the wake block and at the end extruding both towards the
overset boundaries in the wall normal direction. The point distribution on the airfoil surface automatically
takes into account refinements at the attachment areas and trailing edge. Special attention was given to the
extrusion of the boundary layer to comply also with large flap angles. For this purpose, an in-house
algorithm was developed that ensures good-quality cells for almost arbitrary flap angles. By default, a
geometric extrusion with growth rates of 1.1 is applied, starting from a first wall distance that yields y* <
1 for the Reynolds number at hand. These widely established best practices led to accurate distributions of
all flow variables across the boundary layer. The wake domain is aligned to an estimated direction of the
wake. The cells of the boundary layer connectors and the ones on the blunt trailing edge are fanned out
over a distance of around half a chord length. In the final step of the extrusion towards the overset
boundaries the boundary layer and wake domains are performed to reach the specified grid resolution of
the background mesh.

Typically, for an aerodynamic investigation outside of deep-stall events a single serration tooth is
considered. Its mesh consists of 64 slices in the spanwise direction. In the final step the slices are built to
blocks and automatically partitioned to the desired loading per rank. The hole definition for the background
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mesh is conducted automatically. It guarantees small overlapping zones and complying grid resolutions at
the interfaces. Usually, there is no manual iteration necessary to obtain a setup with less than 10 orphan
points. In total, a serration setup including the background airfoil mesh contains around 7-10M grid points.
Figure 2 show examples of serration meshes for different flap angles and attachment methods to the airfoil.

CFD results

One of the most important results in the assessment of the aerodynamic performance of airfoils including
trailing edge serrations are the aerodynamic polars. Therefore, it is highly important to develop a CFD
process that delivers robust and accurate results on the main aerodynamic forces lift and drag as well as on
the derived guantities pitching moment and aerodynamic efficiency L/D. Due to confidentiality, here only
the results of L/D are shown in Figure 3 for the baseline airfoil case without add-on (left plot) and for a
representative case with serrations (right plot). The predictions are compared to measurement data from
the Virginia Tech Stability wind tunnel and include both, cases with natural transition (U) and with tripped
boundary layers close to the leading edge (T). Two turbulence models are compared in the baseline case.
The Menter SST model yields accurate results in the linear aerodynamic region. It captures lift correctly.
The slight overprediction in the L/D is due to a slight underprediction in drag. This trend is a bit more
pronounced in the clean conditions, which implies the transition location to be predicted slightly too late.
When approaching the non-linear regime before stall, the L/D is slightly under-predicted. Here, drag is
predicted to be too low in clean conditions because the transition location moves upstream too quickly due
to the adverse pressure gradient. In the stall region, the SST model reveals the typical problem of too late
a prediction of stall onset. In comparison to that, the SALSA turbulence model was studied, as it remedies
the latter discussed delayed stall onset prediction. The agreement with the experimental data is improved
with the SALSA model that more accurately captures the stall onset and the lift breakdown. It is therefore
frequently used to study sensitivities on stall onset in comparison with the SST model. On the other hand,
the SALSA model has deficiencies in predicting the correct drag levels in attached flow and especially
weakly loaded boundary layers. This is clearly visible in the overprediction of L/D at moderate angles of
attack and particularly in clean conditions. An exemplary comparison of a CFD prediction with the SST
model for a serrated case is shown in the right graph of Figure 3. The trends are very similar to the baseline
airfoil, where L/D is slightly overpredicted in clean conditions in the rising L/D branch, due to a slight
underprediction in drag. In tripped conditions the predictions are excellent in that region. However, also as
for the baseline case stall onset is delayed as expected. It can be concluded that there is good agreement
between CFD predictions and experimental data. This holds true also for other airfoils and many serration
parameters and as such validates the developed CFD approach for the aerodynamic design of airfoils with
trailing edge serrations.
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Figure 3: Comparison of predicted and measured aerodynamic efficiency, L/D, of the baseline
airfoil without serrations (left) and with serrations (right) as a function of angle of attacks. Cases
with natural transition (U) and tripped boundary layer (T).
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The evaluation of the local flow around the serrated blade is important when defining the serration
parameters during their design (i.e. lengths, widths, flap angles, thickness, materials, flow angle etc.), but
also when it comes to the implementation into the blade, where the attachment method may also have an
aerodynamic and aeroacoustics impact. As a standard task, CFD is therefore used to analyse the velocity
field around the serrations and check for potential local separation phenomena. As an example, the velocity
field shall be compared in Figure 4 for a case of serration with large flap angle (left plot) and a serration
with moderate flap angle (right plot). An iso-surface of the Q-criterion visualizes vortical structures
developing around the serrations. To improve the clarity, the iso-surface is clipped at half of the span.
Several slices are placed perpendicular to the inflow direction across the serration and in its wake. In case
of the large flap angle, it can be observed that a trailing vortex forms around the serration side edge. This
is due to the fact that a pressure difference is persistent over flapped the serration, which also means that
the serrations themselves are contributing to lift. Similarly to a wing tip, a vortex rolls over from the
pressure side to the suction side. This effect was similarly observed in other studies such as [35]. Apart
from additional lift, however, the trailing vortex cases also induced drag. In the flow field, a spanwise non-
uniform distribution of velocity emerges. The non-uniformity increases with increasing streamwise
distance across the serration and becomes very prominent in its wake. In comparison to that no trailing
vortex is formed when the flap angle is reduced such that the pressure difference between serration pressure
and suction side diminishes. This yields a very homogeneous velocity distribution in the spanwise
direction.

“ | 0 02 [;JZUIOHIS 08 1
‘ ‘ ——
Figure 4: Comparison of the velocity field across the serration for a large flap angle (left graph) and a

medium flap variant (right graph).

The corresponding boundary layer profiles of the wall tangential, the wall normal and the spanwise velocity
components are depicted in Figure 5, plotted against the boundary layer thickness of each case,
respectively. The evaluation position is at half of the serration in the streamwise direction on the suction
side. Two spanwise positions are extracted. The first is located in the serration’s mid plane, whereas the
second one is close to the serration side edge. The cross-flow through the serration at large flap angle
causes changes in the velocity profiles between the serration edge and serration centre. The vortex roll-
over induces an acceleration in the tangential velocity close to the side edge compared to the baseline
airfoil near the wall. At the height between 0.25 < d,,/§ < 0.5 a negative spanwise velocity component
indicates the fluid is deflected towards the serration centre. Below of that, the wall-normal velocity is
almost zero, or even slightly negative, which means that the flow is deflected towards the surface. This
behaviour was very similarly also observed in PIV measurements of [36]. It can be seen, that in the
midplane there is almost no wall-normal velocity below this height. Compared to the baseline airfoil the
flow through the serration reduces the outwards motion of the fluid. In the region, where the spanwise
velocity is largest at the serration edge, a retardation of the tangential velocity is observed in the serration’s
midplane. Very close to the wall, the velocity profile is slightly richer compared to the baseline airfoil. As
it could be observed in the contour plots, reducing the serration flap angle may diminish the cross-flow
over the serration. As a direct consequence the wall-normal and spanwise components become very small.
And the profiles evaluated close to the serration edge and in the midplane almost coincide. The fact that
there is no cross-flow also means that pressure equalization between both sides is shifted upstream and
does not occur over the serration. This results in a less loaded boundary layer on the serration, which can
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be retrieved from the acceleration of the tangential velocity close to the wall. With increasing wall distance
this effect reduces, and the profiles approach the trend of the baseline airfoil.
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Figure 5: Boundary layer profiles of the tangential velocity u,, wall normal normal velocity u,, and
spanwise velocity u, evaluated at x/Lrgs = 0.5 in the mid plane of the serration (solid lines) and

close to serration side edge (dashed lines). Comparison of a serration configuration with large flap
angle (left graph) with a serration of medium flap angle (right graph) as well as the baseline airfoil
without add-on (grey lines).

The evaluation of turbulence parameters is important in the design of serrations, to derive the integral
length and time scales of turbulence upon which the serrations are then adapted on the operating design of
the turbine. As an example, the flap effect on turbulence kinetic energy shall be illustrated in a similar
visualization as in the previous velocity profiles. The contours are shown in various slices over the serration
and in its wake in Figure 6. A very inhomogeneous distribution is obtained in case of the serration with
large flap angle, accumulating high values in two stripes around the serration edges and a bulb shaped spot
in the serration centre. In the wake the magnitude k; is dissipated in the downstream direction. In the area
of the trailing vortex moderate values of k; appear. Similarly to the velocity profiles a reduction of the flap
angle yields also a very homogeneous, almost two-dimensional distribution of turbulence kinetic energy,
where the turbulence peak occurs in a stripe in the middle of the boundary layer. From visual inspection it
can be also seen that the boundary layer thickness is significantly thinner. In the vicinity of the serration’s
side edges the concentrations of k; are also significantly less than in the case of the larger flap angle.
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Figure 6: Comparison of turbulence kinetic energy in slices across the serration for a large flap angle
(left graph) and a medium flap variant (right graph)
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A closer quantification of the profiles in Figure 7 shows that in both serration cases the peak values exceed
the ones from the baseline airfoil. This overshoot is more pronounced in the case of the smaller flap angle.
Besides that, as already implied from the contour plots, at small flap angle all profiles almost coincide.
Hence there is not much change of the turbulence quantities occurring over the serration, neither in the
spanwise direction, nor in the streamwise direction. Recalling that there is no cross-flow through it, also
the changes in velocity profiles and in its gradients is small. This is different for the case of the larger flap
angle, where both occurs, a slight increase of the peak values towards the serration tip and more
pronounced, larger k. values appears in the near-wall region close to the serration side edge.
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Figure 7: Development of turbulence kinetic energy profiles in the streamwise direction. Comparison
of a serration configuration with large flap angle (left graph) with a serration of medium flap angle
(right graph) as well as the baseline airfoil without add-on (grey lines).

The results shown are not supposed to be complete but shall serve an overview, where CFD methods at
Enercon support the design of serrations, namely in the aerodynamic performance assessment to predict
the effect of the add-ons on the polars, as well as in the analyses of how the respective serration
configuration influences the local flow behaviour.

2.4 Wind Tunnel Test & Validation

The key discipline in validating different serration designs aerodynamically and aeroacoustically is to
conduct wind tunnel experiments. For this purpose, extensive campaigns were conducted in the anechoic
test section of the Virginia Tech Stability wind tunnel. The primary goal was to find more efficient trailing
edge add-on geometries for noise reduction. The assumption was, that standard TES used by Enercon do
not represent the optimal geometry for maximum trailing edge noise reduction and aero performance. Older
serration setups only reached a sound reduction between 2 dB and 3dB compared to the baseline turbine.
The aim was to find a robust TES design that reduces trailing edge sound emission of wind turbines by
more than 3 dB without compromising aerodynamic performance. With the presented wind tunnel setup,
it is possible to identify the best layouts and attachment methods of future TES configurations. A
representative baseline outboard airfoil section was chosen to test a variety of parameters for trailing edge
addons with a focus on aerodynamic performance and trailing-edge noise reduction.

The Virginia Tech Stability wind tunnel features a square-cut test section with a height and width of 1.84m.
The full span airfoil model is supported by 88.9mm-diameter steel tubes which project 166mm from either
end of the model. The tubes fit into rotatable couplings mounted in the floor and ceiling in the center of
the test section. The airfoil chord length is 0.9m. The aerodynamic coefficients of the airfoil section and
different addons are determined by integration of the surface pressure distribution. The pressure

Page | 8



distribution is measured by pressure transducers connected to 80 pressure taps implemented into the test
wing.

The anechoic test section’s port and starboard walls are made of tensioned fabric which extend 4.2 m in
the streamwise direction and the full height of the test section. The starboard side chamber (suction side of
the airfoil) contains a 251-channel microphone array to measure the acoustic signature of the model.
Acoustic spectra were calculated by integrating a predefined region in the acoustic source maps around the
midspan section of the test wing. All parameter variations were tested for natural transition and forced
transition (fully turbulent flow).

Keviar over 0.61
perforat

Installed in
VT SWT

Figure 9: Picture of microphone array (left), locations of microphones relative to test wing (upper right)
and example of a selected 1/12th octave band beamforming map at 500Hz (lower right).

An example on the effect of varying serration parameters such as length, width, flap angle or attachment
method on the overall sound power level is shown in Figure 10, plotted vs. the angle of attack. The grey
dashed line represents the baseline airfoil without serrations. It can be retrieved from the figure that careful
design of the serration parameters is necessary, to achieve the greatest noise reductions in the desired lift
regime. A wrong choice of a parameter can totally diminish any noise reduction as it can be observed from
the yellow and rose curves. By variation of one parameter the angle of attack region in which the serrations
are most effective can be adjusted left and right (compare wine colour with dark green colour). Therefore,
a different optimum may be found depending on the individual blade design or actual site conditions.
However, as indicated by the light blue configuration an optimum could be found that outperforms all other
variants across the entire angle of attack range.
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Figure 10: The effect of serration parameters (length, width, flap) on the overall sound pressure.
Baseline airfoil without add-on shown in grey.

Apart from the overall sound power level, also the frequencies are important in which the serrations alter
the acoustic signature. From a noise imission perspective, it is desirable to achieve large noise reductions
especially in the lower frequencies. The Figure 11 and Figure 12 show one-third octave band spectra for
two selected angles of attack. The former at low to moderate lift and the latter in the moderate to high lift
regime. All configurations of the OASPL graph before are cross-plotted. Frequency is given non-
dimensional in terms of the Strouhal number based on the suction side displacement thickness near the
trailing edge, which was extracted from CFD simulations. By non-dimensionalising frequency it can be
seen, that for both angles of attack, the maximum of the spectrum of the baseline airfoil lies between 0.07
and 0.1. At the lower angle of attack especially the rose, but also the yellow configuration seem to be
ineffective in reducing noise at lower frequencies in that peak region. On the other hand, they induce
significant additional noise at higher frequencies. The parameters in the other configurations are chosen
such that they reduce noise up to a Strouhal number of ~0.5. The optimized light blue variant performs up
to 3 dB better than green configuration in the peak region of the baseline spectrum. There is a slight noise
increase after the cross-over frequency of 0.5 compared to the other configurations. However, since the
general level is already quite low this does not manifest into the OASPL. Additionally, from imission
perspective it is also less important than the noise reduction at lower frequencies.

3rdOctave Spectrum, tripped

T
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Figure 11: The effect of serration parameters (length, width, flap) on the acoustic spectrum at an
angle of attack of low to moderate lift. Baseline airfoil without add-on shown in grey.
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The trend in the spectrum becomes even more obvious for the angle of attack at higher lift. The spectrum
of the baseline airfoil becomes steeper and is more influenced by the effect of the suction side. Here, the
blue, wine and yellow color-coded configurations achieve similar noise reductions at low frequencies.
However, the serration induced self-noise starts dominating. The further the optimum of the design
parameter is left, the earlier the noise increase starts (from color codes: ochre, teal, orange to yellow).
Again, here the dark and light blue coded configurations represent a global optimum in the parameter
space, where there is an effective noise reduction at low frequencies without losing through additional
sound at high frequencies.
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Figure 12: The effect of serration parameters (length, width, flap) on the acoustic spectrum at an
angle of attack of moderate to high lift. Baseline airfoil without add-on shown in grey.

2.5 TES Design for Full Scale Wind Turbine Blade

The wind turbine blade trailing-edge noise reduction problem is complex and involves a variety of
opposing constraints. A wind turbine operates over a range of wind speeds, pitch angles, and turbulent
inflow conditions, resulting in a corresponding range of local flow conditions over the outboard region of
the blades. This means that noise reduction techniques must be effective over a range of conditions as
opposed to only for a single design point.

During the last years, trailing-edge serrations have been adapted for multiple wind turbines of the two to
seven MW class. The serrations are included in the aerodynamic design of a rotor blade and the attachment
is designed in such a way, that the airflow is not disturbed attached. They were applied over the outer
quarter of the blade, and their length and width are designed based on the numerically predicted largest
spanwise coherence length scale A, ; = £, which varies as a function of radial position along the blade
(see Figure 13 and 14). The spanwise coherence length scale of the fluctuating pressure has been
calculated based on a semi-empirical model as a function of the local convection velocity U, and the peak
frequency fyeax, Where U, = c1 - V,zs. The effective or local incoming velocity V¢ is found via Blade
Element Momentum (BEM) calculations. The BEM also provides other necessary flow parameters such
as local flow Angles of Attack (AOAs), Reynolds and Mach numbers. The parameter fy,.qx is the
frequency where boundary-layer trailing-edge noise spectrum has its maximum value. This parameter can
be evaluated either via dedicated wind tunnel measurements of the turbulent boundary-layer Wall Pressure
Fluctuation (WPF) point frequency spectrum [27] or by any theoretical noise prediction model [26], [23],
[37]. In the present analysis, Enercon’s in-house noise prediction tool has been applied. Figure 13 to 14
depict an example evaluation. Designing the TES geometry based on the above approach enables the
identification of the most energetic turbulence eddy sizes in the flow, which should be diminished or
broken up to consequently reduce noise emissions. Interestingly, the above derivation also satisfies Howe’s
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theoretical condition (Z—h > 1. It must be noted that the calculation of A,;(r/R) via a semi-empirical model
is not trivial. It can be calculated more accurately from the two-point WPF wind tunnel measurements [27].

Finally, for the definition of serration dimensions along the blade span following formula are applied.
Serration length,
— 2 7 0.1
H(r/R) = c2 - Ay (R)'
and width

A=H/c3 0.2

where c2=empirical constant in the range 4-15 and ¢3=0.5 to 6. To develop a continuous function along
the blade span, predicted A,3(r/R) at different span positions have been utilized to define a 6" order
polynomial function by a curve fitting method. It should be noted that A,3(r/R) will vary based on the
local flow condition or turbine operation. Figure 13 depicts predicted spectra and corresponding peak
frequencies. Figure 14 shows the dimension of the serrations along the radius with the respective analytical
function which fit the predicted data in design and off-design conditions best. Note that, the serration length
and width must be selected in a way that it is more effective in the design condition and less effective in
off-design. The TES flap angle is chosen based on CFD simulations as well as aeroacoustics and
aerodynamic wind tunnel tests, in order to comply with performance and loads requirements.
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Figure 13: Predicted TE noise spectrum from four airfoil sections of the blade (left) and peak frequency,
where TE noise spectrum has its maximum value (right).
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Figure 14: Applied serration length along the blade span based on the predicted spanwise length scale
within design and off-design conditions.
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Figure 15: Trailing-edge serration on a full-scale MW class turbine (top plot: Standard Enercon design
— bottom plot: Enhanced design).

2.6 Design Constraints

The primary design objective of the TES is to achieve maximum noise reduction. While the physical
conditions necessary for this are well understood and detailed in Section 2.5, additional constraints must
be considered to successfully integrate TES or any blade add-on into an existing blade design. These
constraints can be categorized into three main groups: geometry, compliance, and manufacturing.

Geometry: The maximum relative length with respect to the local chord must not be exceeded.
Additionally, the size and contour shape must adhere to Enercon's internal best practices, which impose
specific constraints.

Compliance: To ensure compliance, the final product must not significantly impact loads and power
production. The TES must be designed to meet the expected lifetime and maintain structural integrity under
harsh conditions such as UV radiation, erosion, icing or severe gusts. Compliance with health and safety
regulations is mandatory, and only qualified materials can be used for serial production. The proposed
design should comply not only with the noise reduction of the standard operation mode but also with other
operation modes.

Manufacturing: The TES must be easy to handle during the production process to minimize the risk of
manufacturing errors. Both material and production costs should be kept low.

Given these constraints, it is evident that implementing a new TES design is a complex and demanding
task, extending beyond the physical optimization itself.

3. Field Test Results, VValidation & Discussions

Noise reduction performance of the optimized serration design (TES+) compared to the standard TES as
well as the overall performance of the standard TES are conducted in the following section. As discussed
in Section 2, serration geometry is optimized consistent to the local turbulent flow characteristic based on
the rotor noise simulation outcome and corresponding wind tunnel data. IEC 61400-11:2012 ed.3.1 sound
power measurements have been performed for different MW class turbines as shown in Table 1, with and
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without TES, and with TES vs. TES+ designs. Turbines are pitch regulated and thus the angle of attack
will vary significantly with wind speed.

3.1 Test Matrix

A dedicated validation test matrix has been developed varying turbine types, site conditions, types of
serrations, attachment methods etc. as shown in Table 1. A visual overview of a general IEC compliant
field measurement setup and procedures can be seen in Figure 16.

Table 1: Field measurements test cases considered for the validation study.

Test Case MW Class Approx. Rotor Diameter Design Variant Validation Data
Name
EP1 <1.0 MW | Rotor diameter 50 to 60m TES Blade with and w/o TES
EP2 1to 2.x Rotor diameter 70 to 100m TES Blade with and w/o TES
MW
EP3 Case 1 3to4.x Rotor diameter 101 to 140m TES Blade with and w/o TES
MW
EP3 Case 2 3to4.x Rotor diameter 101 to 140m TES Blade with and w/o TES
MW
EP3 3to4.x Rotor diameter 101 to 140m Optimized serration | Blade with TES vs TES+
MW (TES+)
EP4 4.0 MW to | Rotor diameter > 140m Optimized serration | Blade with TES vs TES+
5x MW (TES+)
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Figure 16: IEC61400-11 standard measurement setup.
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3.2 Validation & Discussions

For several turbine types of platforms EP1, EP2, and EP3, the acoustical performance of the serrations has
been evaluated by comparing IEC 61400-11 compliant measurement results on turbines with serrations
and turbines without serrations in the same operating mode. Figure 17 shows aggregated overall sound
power level Ly, , statistics per turbine type over all measurements for this evaluation.

While EP3 Case 1 shows quite equally dispersed data, EP1 displays a larger spread without TES and EP3
case with TES. It must be noted that the net difference between the averages of the two groups “with
serrations” and “without serrations” is also depending on the choice and availability of measurements and
not only the effect of the serrations themselves especially considering the available number of
measurements. For the cases displayed here, the maximum sound power level difference varies for the
different types and wind speeds between 1 and 3 dB.
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Figure 17: Overall sound power level statistics for different turbine types.

In Figure 18, statistics for sound power level third octave of the loudest wind bin per measurement are
presented. As could be seen for the total sound power levels, the spread per state (turbine and serration /
no serration) is varying and not homogenous. For EP3 Case 1 & 2, there is a frequency region of reduction
and region of slight increase, as would be expected with serrations. The crossing point for both cases is
between 900 Hz and 1 kHz. For EP3 Case 2, the peak levels without and with serrations seem to be
comparable just shifted to higher frequencies, which is why there is less total sound power level reduction.
For the EP1 case, there seems to be a broad reduction over almost the whole displayed frequency range.
However, the spread is also considerable for the case without serrations. Probably there are other effects
present for the case without serrations (e.g. noticeably different meteorological conditions, blade surface
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conditions etc.), that contribute to the spread and therefore enlarge the difference of the means independent
of the impact of the serrations.
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Figure 18: Sound power level statistics as third octave for the loudest wind bin of the different turbines.

In the process of serration design optimisation, both for EP3 as well as EP4 single turbines were equipped
with optimized serrations, called TES+. Figure 19 shows the corresponding results of IEC 61400-11 ed
3.1 compliant measurements for turbines equipped with standard serrations (TES) and one turbine with
optimized improved serrations (TES+). As there is only a single measurement available for the new TES+
design, no statistics can be made like the regular TES vs without TES validation study as shown in Figures
17 & 18. However, a one-to-one relative difference between the regular TES vs. enhanced TES+ design is
conducted for two different turbine types to understand the performance of the new design. This
comparison plot for the overall sound power level L, , as well as the 3™ octave frequency spectra can be
seen in Figures 19 and 20. The better noise reduction performance of the enhanced TES+ is clearly visible
compared to the standard TES. For the EP3, it is very interesting to see that TES+ design provides the best
noise reduction potential near the maximum OASPL (Ly,,) which is the most critical position for the
turbine manufacturer to comply the noise regulation/guarantee data. Moreover, compared to the group of
standard TES performance as shown in Figures 17 & 18, both in sound power level sum as well as
spectrally the enhanced TES+ measurement shows lower levels than all others, see Figures 19 and 20.

In addition to the IEC measurements, elaborate multi microphone measurements have been performed on

a turbine equipped with both standard TES and improved TES+ serrations at the same time on different
blades (results not shown here). A rotation section wise comparison around the points of largest acoustical
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impact of the single blades shows better acoustical performance for the TES+ serrations in the exact same
frequency range (700 Hz and above) as the difference of the single IEC measurement compared to the
group of measurements in Figure 20. This is a strong indication that the TES+ design leads to even further
sound reduction than the standard serrations. Looking at the spectra in Figure 20, the enhanced TES+
design is more effective at the mid frequency range where trailing-edge noise is most dominant, whereas
low frequency performance remains the same. Hence, it can be concluded based on the current validation
study and data analysis that one can achieve more than 3 dB noise reduction by means of trailing-edge

serrations.

EP3 TES+ EP4 TES+

I'ldB

<
[2a]
=
3
no. measurements: 4 no. measurements: 7
9 10 1 12 13 8 9 10 1 12
wind speed at hub height [m/s] wind speed at hub height [m/s]
serrations TES + : single measurement serrationsregular: —@— mean IQR min | max
Figure 19: Overall sound power level comparison standard serration TES with enhanced TES+
measurements. For EP4 case, measurements are all on same turbine.
EP3 TES+ EP4 TES+
IBdB
<
o
o
3
no. measurements: 4 no. méasurements: 5
A0 SO ST SR\ %0%0‘1’@0 ,LQQQ A0 A a0 O @O 40 %0%0“@00 ,LQQQ 3000

third band center frequency [Hz] third band center frequency [Hz]

serrations TES + : single measurement serrationsregular: —mMean IQR min | max

Figure 20: Sound power level as third octave comparison around loudest wind bin for standrad TES vs
enhanced TES+ serrations. For EP4 case, measurements are all on same turbine.
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4. Conclusions

A robust trailing-edge serration design method consistent to the blade local flow condition, has been
developed and validated based on the acoustics wind tunnel as well as full scale turbine field test data.
The noise reduction potential of standard trailing-edge serrations (TES) across varying turbine types,
site/atmospheric conditions, operation modes, attachment methods, etc., has been evaluated based on
measurement data statistics. A clear variation of noise reduction of approx. 2 to 3 dB in OASPL near the
rated power wind speed has been observed with the standard TES. However, the optimized serration
(TES+) design which takes the detailed flow physics into account shows additional noise reduction
compared to the standard TES. This confirms the robustness of the enhanced serration design methodology
leading to more than 3 dB noise reduction without any power/annual energy production (AEP) loss. This
also demonstrates that trailing edge serrations are an effective way of reducing noise of modern pitch
regulated wind turbines. However, serration dimension, teeth shape, flow angle, blade angle, attachment
method, material type, thickness etc. are the most critical design parameters to achieve the best
performance. Importantly, the design geometry should be consistent with the local turbulent flow
characteristics near the blade trailing-edge. High-fidelity CFD methods provide important input data for
the design, such as the boundary layer state near the trailing edge of the blade. In addition, the simulations
facilitate optimal implementation of the serration by eliminating unwanted interference effects that could
locally disrupt the flow around the blade trailing edge. The enhanced serration design methodology has
been successfully applied for the ongoing and future Enercon blade technologies to deliver low noise
turbines for the noise sensitive markets.
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Summary

Noise from wind turbines is often a significant concern for nearby residents. To better understand the actual
impact of wind turbine noise, an interactive app was utilized across several wind projects, allowing
residents to easily report their real-time experiences with turbine noise.

One such project involves 26 wind turbines in the Netherlands, grouped into three geographically separated
clusters, spread over a 26-kilometre stretch along a busy motorway. For two years, starting from the
turbines' initial operation, residents could report noise-related annoyance on a 7-point scale at any time,
day or night. For this project, high annoyance - defined as the top two levels on a 7-point annoyance scale
- was most frequently reported during wind speeds of 8 to 13 m/s at hub height, at distances of less than
1,000 metres from the turbines, and when the wind blew towards the motorway, reducing background noise
and making the turbines more noticeable. Also, high annoyance was most frequently reported during the
late evening and at the start and end of the night, highlighting the influence of quieter periods on perceived
annoyance.

The annoyance patterns observed for the 26-turbine project were compared with data from other wind
farms where the app was implemented, offering a broader perspective. This comparison revealed
significant variability in annoyance patterns across different wind farms. Although no clear seasonal trend
was identified, over two years, four out of six wind farms using the interactive app showed above-average
high annoyance levels in April, August, and September. The lack of a seasonal trend underscores the
complexity of annoyance, which is shaped by factors such as weather, environmental conditions, and
turbine operations rather than predictable seasonal patterns. These factors vary per location, emphasizing
the importance of site-specific analysis.

Daily annoyance patterns were more consistent across wind farms than monthly patterns. Most wind farms
showed peaks in high annoyance levels between 9 p.m. and 1 a.m., as well as between 7 a.m. and 8 a.m.,
corresponding to the end of the evening and the start and end of the night. While some reports submitted
at the end of the night may reflect delayed responses to earlier annoyance, the findings suggest that
annoyance intensifies during quieter periods when background noise is reduced.

Overall, the results highlight the importance of accounting for time-dependent factors and local
environmental conditions when developing noise mitigation strategies for wind farms. Understanding the
interaction between turbine noise, background noise, and specific conditions is crucial to minimize
annoyance for nearby residents.

" Corresponding author — Email: erik.koppen@arcadis.com
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1. Introduction

Noise from wind turbines is often a significant concern for nearby residents. Residents feel uncertain about
what to expect and worry about the potential impact on their living environment. Involving residents in the
siting process and maintaining clear communication from developers and authorities can help provide
clarity and alleviate some of these concerns [1] [2]. However, the day-to-day effects of wind turbine noise
remain uncertain, as they are heavily influenced by changing weather conditions. Adding to the concerns
is that noise issues of operating wind farms are not always adequately addressed. The variability in both
the level and character of wind turbine noise, driven by atmospheric conditions, can make it difficult for
operators to fully recognize and address these concerns.

An interactive app has been developed to address both acoustic and non-acoustic factors influencing how
people experience wind turbine noise [3]. This app provides residents near wind turbines a hyper-local
48-hour forecast of wind turbine noise and shadow flicker. It also estimates the perceptibility of wind
turbine noise, factoring in masking effects from ambient noise like traffic or rustling leaves. Next to these
forecasts, the app provides a local weather forecast, wind force and wind direction at hub height, energy
production estimates, historical production data, avoided CO2 emissions, and news updates about the wind
farm and related developments. By providing transparency into wind turbine operations, the app builds
trust, enhances social acceptance and strengthens the relation between residents and developers.

The app also enables residents to anonymously report, 24/7, how they experience the sound (on a 7-point
scale) and shadow flicker (on a 5-point scale) of the wind turbines. This feature provides a sense of control
and helps reduce irritation. With user consent, the feedback is linked to location, date and time, forecast
data, weather conditions, and turbine conditions, enabling detailed analysis. Resident feedback is essential
for monitoring the actual impact of the wind turbines and provides valuable insights into how weather,
environmental factors, and turbine conditions affect that impact. This deeper understanding supports the
development of more effective noise management strategies and communication efforts. In addition to
addressing non-acoustic factors such as transparency and providing a sense of control, the app also
addresses acoustic factors by continuously monitoring and optimizing the effectiveness of mitigation
measures.

The noise forecast app has been applied in a variety of projects. For several projects already for over two
years. For some projects detailed results may not be shared in this stage. This paper focuses on one specific
project, Energie A16, where the results have already been made public. This project involves 26 wind
turbines grouped into three geographically separated clusters, spanning a 26-kilometre stretch along a busy
motorway. Over a two-year period, starting from the turbines' initial operation, residents were given the
opportunity to report annoyance by noise on a 7-point scale at any time, day or night. They could also
report annoyance by shadow flicker on a 5-point scale. Additionally, this paper briefly revisits another case
study for which interim results were previously presented by Koppen et al. [3], providing a summary of
findings over an extended period. The patterns in annoyance levels for the Energie A16 project are also
compared with findings from other wind farms where the app has been applied, providing a broader context
for understanding these trends.

2. Energie A16 wind project - A two-year study

2.1 The Project

The Energie A16 project is a collaborative initiative aimed at generating clean energy along the A16
motorway in West-Brabant, in the Netherlands. The project involves 26 wind turbines situated between
the Moerdijk Bridge and the Belgian border, organized into three geographically separated clusters. A total
of eight developers have contributed to the initiative [4]. The turbines include seven Nordex N149-
4.5 MW, eleven Nordex N149-5.7 MW, and eight Vestas V150-4.3 MW models, all with a hub height of
135 metres. An overview of the turbine locations and the surrounding environment is shown in Figure 1.
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Figure 1 Overview of turbines and surrounding environment Energie A16 project.

The project aims to accelerate the energy transition by leveraging wind energy and fostering community
engagement. Key aspects of the project include:

e Community involvement: Residents, organizations, developers, and governments work together to
produce sustainable energy.

e Investment in local projects: A quarter of the revenue from the wind turbines is reinvested in local
energy projects focused on energy saving and clean energy production.

e Support for residents: Special arrangements are made for residents living near the wind turbines,
including access to tools like the interactive noise forecast app.

When, in 2016, initial discussions about the project began, many residents were already experiencing noise
pollution from the nearby high-speed rail and the A16 motorway. This led to concerns about additional
noise from wind turbines. The project team decided to assess the cumulative noise impact, combining
expected wind turbine noise with existing noise sources, to provide a clearer picture of overall noise levels.
As the wind farm plans became more detailed, noise concerns dominated discussions during public
meetings and consultations with residents. Noise was a decisive factor in finalizing the plan. Residents
insisted on noise monitoring once the turbines were operational, rather than relying solely on theoretical
models. This commitment was made by the project team. The Environmental Service of Central and West
Brabant conducted baseline measurements at 10 locations and conducted new noise measurements after
the turbines started operations [5]. The post-construction measurements have not been published yet.

Besides noise measurements the province Noord-Brabant decided to apply the noise forecast app to
enhance transparency and to monitor the actual impact of the turbines on the residents. The app enables
residents to easily share how they experience the sound and shadow flicker of the turbines. The feedback
from the residents, combined with the measurement data, provides a comprehensive understanding of the
noise situation. The province committed to taking residents' concerns seriously and addressing possible
issues.
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2.2 Deployment area app and communication efforts

The app was made available to all residents within a radius of 2.1 km of the wind farm, which is ten times
the tip height of the wind turbines. This encompassed approximately 6,900 residential addresses: 900 in
the northern cluster, 5,000 in the middle cluster, and 1,000 in the southern cluster. Figure 2 illustrates the
locations of the turbines and residential addresses.
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Figure 2 Deployment area noise forecast app Energie A16 project.

All residents received a letter informing them about the app and inviting them to a webinar. Additionally,
information was disseminated through the Energie A16 website and a regional newspaper article. Resident
feedback was regularly analysed. In 2023, results were shared through monthly reports with infographics.
A sample excerpt, in Dutch, is shown in Figure 3. In 2024, an annual report for 2023 was initially published,
followed by quarterly reports with infographics [6]. In 2025, a comprehensive report for 2024 was released.
These reports were made available through news items in the app and on the Energie A16 website [7].

Editie mei 2023

Hoe ervaren omwonenden de windmolens?

1. Beleving geluid

Hoe ervaar je het geluid van de windmolens?

Geen hinder Veel hinder

* Score 1 (niet hinderlijk)- 2 meldingen
* Score 2 tot 3 (weinig hinderlijk): 2 meldingen
* Score 4 tot 5 (hinderfijk): 3 meldingen

* Score 6 tot 7 (zeer hinderli): 7 meldingen

14, meldingen afkomstig van g verschillende locaties.

Zie hier het aantal meldingen op een 7-puntsschaal, inclusief
enkele opmerkingen:

2. Beleving slagschaduw

Hoe ervaar je de slagschaduw van de windmolens?

EmeE

Geen hinder Veel hinder

b

5meldingen afkomstig van 4 verschillende locaties

+ Cluster Noord: geen meldingen
* Cluster Midden: 5 meldingen afkomstig van 4 verschillende
locaties. Gemiddelde feedbackcijfer 2,4.

+ Cluster Zuid: geen meldingen

Zie hier het aantal meldingen op een 5-puntsschaal

Ed m ¢
N

o
et

[

3. Uitgelicht: feedbackhistorie naar afstand

Hieronder is het aantal meldingen te zien in relatie tot de
afstand van de windmolens. Het gaat over de periode januari
t/m mei 2023,

Let op: het geluid kan afwijken omdat de windmalens nogiin
de testfase draaien.

Afstand: < 500 metervan de windmolens
igvan 6 locaties

.
HH

Afstand: 500 tot 1000 meter van de windmolens
36 meldingen afkomstig van 11 verschillende locaties

Afstand: > 1000 meter van de windmolens
36 meldingen afkomstig van 16 verschillende locaties

Figure 3 Sample excerpt from a monthly infographic report for residents in the Netherlands (written in
Dutch). This excerpt describes the reported annoyance levels for noise and shadow flicker for May 2023,
and shows how these annoyance levels vary with distance.
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2.3 Users of the app and overview feedback locations

The app was launched in May 2022 to provide residents with updates on the construction activities of the
wind turbines. Between May and December 2022, a total of 736 unique users accessed the app. The wind
turbines became operational around January 2023. In 2023, the app had 723 unique users. In 2024, this
number decreased to 305. Over the entire deployment period, the app was used by a total of 1,359 unique
users. This represents 20% of the total residential addresses within a 2.1 km radius of the wind turbines?.
In 2023, when the turbines were operational, this percentage was 10%, and in 2024, it decreased to 4%.
For comparison, in other wind farms where the app was deployed, this percentage ranges from
approximately 10% to 30%. In general, when residents feel more annoyed, they use the app more
frequently and the number of users increases.

The monthly number of unique users is illustrated in Figure 4, which highlights a peak of 385 users in
March 2023 when a webinar on the app was held. Following this peak, user numbers gradually declined,
eventually stabilizing at around 50 users per month during the second half of 2024.
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Figure 4 Monthly number of unique users Energie A16 project.

The users are quite evenly distributed across the settlements near the Energie A16 turbines, as shown in
Figure 5. A significant portion of the users, 43%, reside in Breda. This is not surprising, as several
residential neighbourhoods in northwest Breda fall within the influence area of the turbines located in the
central cluster.

2 The 2.1 km radius of the wind turbines is equivalent to ten times the turbine tip height and is considered the influential area
of the wind turbines
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Figure 6 illustrates the distribution of residents who shared feedback on their experience with turbine
noise, grouped by postal code. The visualization indicates that the residents providing feedback were

evenly distributed across the area near the Energie A16 turbines.
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Figure 6 Distribution of residents near the Energie A16 turbines who provided feedback on their

experience with turbine noise, grouped by postal code. Larger circles represent a higher number of
responses, while darker shades of red indicate more negative feedback.
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2.4 How do the residents experience wind turbine noise?

2.4.1 Number of feedback responses and annoyance ratings

Figure 7 presents the number of feedback responses and annoyance ratings on a 7-point scale. Over a two-
year period, residents from 53 distinct locations submitted a total of 460 feedback responses. This means
that 0.8% of residences located within a 2.1 km radius® have submitted feedback at least once. For the
northern cluster, it was 1% (9 locations); for the central cluster, 0.5% (26 locations); and for the southern
cluster, 1.8% (18 locations). For reference, for other wind projects where the app was used, this percentage
ranged from approximately 2% to 20%. This suggests that, for the Energie A16 project, both the number
of residents using the app and the number of residents providing feedback are relatively low compared to
other wind projects, despite the extensive and frequent communication efforts regarding the wind project
and the app.

Other wind projects have demonstrated a strong correlation between the frequency of app usage, the
number of submissions, and the level of annoyance reported by residents. Typically, the more annoyed
residents feel, the more actively they engage with the app. This trend is also observed in the Energie A16
project when analysing the number of residences that have submitted feedback at least once, categorized
by their distance from the wind farm. Within the project area, 16.4% of the 55 residences located less
than 500 metres from the wind farm provided feedback at least once. For the 196 residences situated
between 500 and 1000 metres, this figure was 10.2%, while only 0.4% of the 6,694 residences located
between 1 and 2.1 kilometres from the turbines submitted feedback. The feedback percentages for
residences within 1000 metres of the wind turbines align more closely with results from other projects
where the app was used. The relatively low rate of feedback submission overall can largely be attributed
to the fact that 96.4% of all residences within a 2.1-kilometre radius are located at least 1000 metres
away from the wind turbines.

Energie A16
All clusters

Feedback count per annoyance level
Total 460
° =
1 5
2 12
;] 38
4 3
5 [ s ]
6 S
Streepland & Klaverspoor Zonzeel & Nieuwveer Galder, Hazeldonk & De Waaiienberg.
Total 94 Total 60 Total 306
° B ° [ ] ° 9
i [ 1 - 1
2 2 2 2
3 4 >] 3 3
4 8 4 2 4 63
5 3 5 [ 5 |
¢ I 6 [ 6 [ e

Figure 7 Number of feedback responses and annoyance ratings on a 7-point scale.

Among the feedback responses, high annoyance ratings - defined as the top two levels on a 7-point
annoyance scale - were reported by residents from 31 distinct locations, while residents from 22 locations
who did provide feedback never reported high annoyance. It is important to note that annoyed residents
are generally more likely to provide feedback compared to those who are not annoyed, which is a typical

3 This radius, based on ten times the turbine tip height, reflects Dutch case law, which assumes that beyond this distance, no
significant effects are anticipated.
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human behaviour. Consequently, the 58.4% of app users reporting high annoyance cannot be considered
representative of the percentage of residents within the turbines' influence area who experience high
annoyance.

A more accurate estimate of the percentage of the population experiencing high annoyance can be derived
from the proportion of residents who submitted high annoyance feedback at least once, compared to the
total number of residential addresses within 2.1 km of the turbines. Overall, this percentage is 0.4% (31
out of 6,945 addresses). For specific turbine clusters, the percentages are as follows: 0.8% for the northern
cluster, 0.2% for the central cluster, and 1.3% for the southern cluster. This indicates that the southern
cluster had the highest number of annoyance reports, both in absolute terms and relative to the number of
residents.

2.4.2 Monthly feedback responses and annoyance ratings

Figure 8 displays the monthly number of feedback responses and annoyance ratings on a 7-point scale for
the Energie A16 project, with the blue line representing the number of distinct locations providing
feedback. The figure demonstrates that the trend in the number of feedback submissions closely
corresponds to the trend in the number of feedback locations. However, the figure highlights notable
differences between the clusters.

For the northern cluster, the highest levels of annoyance were reported in April and June 2023, followed
by a significant decrease, with a slight increase again in September and October 2024. In the central cluster,
most annoyance was reported in April 2023, after which it declined steadily, with feedback ceasing entirely
from September 2024 onward. In contrast, the southern cluster saw the highest levels of annoyance
between July 2023 and January 2024, which later decreased, followed by an increase in April 2024 and
again between August and October 2024.
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Figure 8 Monthly number of feedback responses and annoyance ratings for the total Energie A16
project, the northern, central and southern clusters. The blue line indicates the number of distinct
locations providing feedback.

2.4.3 Feedback responses and annoyance ratings by hour of the day

Figure 9 displays the number of feedback responses and annoyance ratings for the Energie A16 project by
hour of the day, with the blue line representing the number of distinct locations providing feedback. This
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figure shows that most annoyance was reported during the late evening and at the start and end of the night.
The figure demonstrates that again the trend in the number of feedback submissions closely aligns with the
trend in the number of feedback locations. As presented by Koppen et al. [3] in 2023, an analysis of
feedback - taking into account factors such as time, location, distance from turbines, forecasted sound
levels, turbine Scada data, and field sound measurements - suggests that residents generally provide honest
responses. There is no evidence of intentional negative manipulation significantly affecting the overall
results. Feedback generally appears logical, showing a clear correlation with input from other residents,
identifiable trends, and comparisons with measured sound levels and the sound spectrum.

Figure 9 highlights notable differences between the clusters. In the northern cluster, the highest levels of
annoyance were reported during the late evening and at the start of the night, with less prominent levels in
the early morning. In the central cluster, most annoyance occurred during the evening and at the end of the
night. Overall, annoyance was most frequently reported around the times when residents go to sleep or
wake up. It must be noted that the annoyance reported at the end of the night might, in part, be attributed
to delayed responses from residents who experienced annoyance during the night. In contrast, the southern
cluster experienced the highest levels of annoyance between 7 a.m. and 12 p.m., with surprisingly lower
levels of annoyance reported between midnight and 7 a.m.

Energie A16
All clusters

-5

-6

- n SN
012345678 91011121314151617181920212223
Hour of the day

——Nr. of addresses

Northern cluster Central cluster Southern cluster
Streepland & Klaverspoor Zonzeel & Nieuwveer Galder, Hazeldonk & De Waaijenberg

10 30
? 25
s | _ .
= c c
5 10 s7 220
© g o 6 o
E S 5 $15
- 3 4 8
b B B 10
& 4 o 3 K
2
2 ] 5
" : Vil i N
0 2 4 6 8 10 12 14 16 18 20 22 0 2 4 6 8 10 12 14 16 18 20 22 0 2 4 6 8 10 12 14 16 18 20 22
Hour of the day Hour of the day Hour of the day

Figure 9 Number of feedback responses and annoyance ratings for the total Energie A16 project,
northern, central and southern clusters by hour of the day. Each time label represents the hour starting
at the specified time.

2.4.4 Feedback responses and annoyance ratings by wind direction sector

The feedback from residents has also been categorized by wind direction sector. The left graph of Figure
10 displays the wind rose for the period between January 2023 and December 2024. The wind rose
illustrates the percentage of time specific wind directions and wind speeds occurred. The graph shows that
the prevailing wind direction is southwest. The right graph presents the feedback rose, which indicates the
wind direction at the time feedback was submitted along with the corresponding annoyance rating. A
comparison of these graphs shows that annoyance occurs relatively more frequently during northeastern to
eastern wind directions.
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Figure 11 presents the feedback rose for the northern, central, and southern clusters separately. The
feedback rose for the northern cluster shows that most nuisance was reported for northeastern to eastern
wind directions, while - for the same period - the prevailing wind direction was southwest. Figure 6
indicates that all feedback for this cluster was submitted by residents located east of the A16 motorway
and south to west of the wind turbines. This indicates that most nuisance was experienced when the wind
was blowing towards the A16 motorway and, to some extent, towards the wind turbines. This suggests that
background noise plays an important role in how residents perceive the sound of the wind turbines. When
the wind blows towards the A16 motorway, background noise levels are relatively low, and most
annoyance is reported. Conversely, when the wind blows from the motorway towards the residents,
background noise levels are relatively high, and fewer instances of nuisance are reported.

The feedback rose for the central cluster presents a more mixed picture. While most nuisance was reported
for a south-southeastern wind direction, a relatively high level of nuisance was also reported for eastern to
northeastern wind directions, though less prominently than in the northern cluster. Figure 6 shows that
feedback was submitted by residents located both east and west of the A16 motorway, as well as from
multiple sides of the wind turbines.

The feedback rose for the southern cluster shows that most nuisance was reported for southwestern wind
directions and, to a much lesser extent, for northeastern wind directions, while the prevailing wind direction
was southwest. Figure 6 indicates that most feedback was submitted by residents living west of the A16
motorway, though a substantial number of annoyance reports were also received from residents living east
of the motorway. Most residents submitting feedback live west of the wind turbines, but also some live
north of the turbines. Similar to the northern cluster, this suggests that most annoyance was experienced
when the wind was blowing towards the A16 motorway and less when the wind was blowing from the
motorway towards the residents. Once again, this highlights the role of background noise caused by the
motorway in how residents perceive the sound of the wind turbines.
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Figure 10 Wind rose for the 2023-2024 period (left graph) and the number of feedback responses and
annoyance ratings for the Energie A16 project categorized by wind direction sector (right graph,).
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Figure 11 Number of feedback responses and annoyance ratings for the northern, central, and southern
clusters categorized by wind direction sector.

2.4.5 Feedback responses and annoyance ratings by distance to the turbines

The feedback from residents has been grouped into three distance categories based on their proximity to
the wind turbines. Figure 12 illustrates that for the northern cluster, residents living within 500 to 1000
meters of the wind farm most frequently reported high annoyance by the sound of the wind turbines. This
feedback originated from two locations. For distances less than 500 metres or greater than 1000 metres,
feedback was received from three and four locations respectively, but it was significantly less frequent
compared to the 500 to 1000 metre distance category. In relation to the total number of residential
addresses within the northern cluster, 11.5% of the 26 addresses located less than 500 metres from the
wind farm reported high annoyance, 8.0% of the 25 addresses at a distance of 500 to 1000 metres, and
0.1% of the 864 addresses at a distance of 1 to 2.1 kilometres.

Similarly, Figure 12 shows that for the central cluster, the highest number of nuisance reports came from
residents living 500 to 1000 metres away from the wind turbines, followed by those residing within 500
metres. Feedback for these distances was submitted from five and four locations respectively. When
considering the proportion of residences at these distances from the wind farm, the percentage of residents
reporting nuisance was highest among those living less than 500 metres away. Residents living more than
1000 metres from the wind farm submitted the most feedback overall. However, most of these reports
indicated no or only slight levels of annoyance. In relation to the total number of residential addresses
within the central cluster, 20.0% of the 20 addresses located less than 500 metres from the wind farm
reported high annoyance, 4.2% of the 48 addresses at a distance of 500 to 1000 metres, and 0.1% of the
4,937 addresses at a distance of 1 to 2.1 kilometres.

For the southern cluster, most nuisance reports were submitted by residents living 500 to 1000 metres from
the wind farms, originating from 13 different locations. Residents at a distance of less than 500 metres also
reported nuisance frequently, with feedback coming from two locations. At distances greater than 1000
metres, nuisance reports were submitted by residents from three locations, but these reports were less
frequent compared to those from residents living within 1000 metres of the wind farm. In relation to the
total number of residential addresses within the southern cluster, 22.2% of the 9 addresses located less than
500 metres from the wind farm reported high annoyance, 9.8% of the 123 addresses at a distance of 500 to
1000 metres, and 0.2% of the 893 addresses at a distance of 1 to 2.1 kilometres.

Overall, the highest number of nuisance reports came from residents living 500 to 1000 metres away from
the wind turbines. In relation to the total number of residential addresses within the Energie A16 project
area, 16.4% of addresses situated less than 500 metres from the wind farm reported high levels of
annoyance. This figure was 8.2% for addresses located 500 to 1000 metres away and 0.1% for those at a
distance of 1 to 2.1 kilometres from the turbines.
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Figure 12 Number of feedback responses and annoyance ratings for the northern, central, and southern
clusters as a function of the distance to the wind farm. The blue line indicates the number of distinct
locations providing feedback.

2.4.6 Feedback responses and annoyance ratings by wind speed bins

Figure 13 presents the number of feedback responses and annoyance ratings categorized by wind speed
bins. The dots represent the percentage of feedback received within specific wind speed bins, while the
color of the dots reflects the average annoyance rating. Darker shades of red indicate more negative average
annoyance ratings. The grey line in the graph represents the average wind speed distribution at hub height.

The data shows that relatively more nuisance is reported at higher wind speeds (greater than 8 m/s at hub
height), while relatively less nuisance is reported at lower wind speeds (less than 8 m/s). This observation
is consistent with expectations since the Vestas turbines of the Energie A16 project reach their maximum
noise production at a wind speed of 9 m/s at hub height. The Nordex turbines reach their maximum noise
production at 11 m/s, though at 9 m/s their noise output is only 1.1 to 1.6 dB(A) below maximum. From a
wind speed of 13 m/s, the feedback distribution aligns more closely with the wind distribution. At these
wind speeds, wind turbine noise will be partially masked by wind-induced background noise. A notable
exception is observed in the results at a wind speed of 16.5 m/s.
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Figure 13 Number of feedback responses and annoyance ratings for the Energie A16 project
categorized by wind speed class at hub height. The dots represent the percentage of feedback received
within specific wind speed bins, while the colour of the dots reflects the average annoyance rating. The

grey line represents the average wind speed distribution at hub height.
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2.5 Characterizations of the wind turbine sound by residents

When submitting feedback about their experience with the sound of wind turbines, residents could also
include comments describing their observations. A number of these comments refer to the aerodynamic
noise emissions of the turbines and amplitude modulation.

Residents have described the sound of wind turbines using terms such as “loud whooshing sound,”
“pulsating whooshing sound,” “rotating sound,” “thumping sound,” “scooping sound,” and “whoosh
sound.” Other comments refer to sounds emitted by the drive train of the wind turbines, including
descriptions like “low humming”, “buzzing sound”, “airplanes that seem to hover in the air”, and
“intermittent humming sound.” These observations often point to low-frequency sounds, possibly with a
tonal character.

Additional feedback compares the sound of wind turbines to background noise from the nearby motorway,
with comments such as “almost no traffic and a rhythmic intermittent humming tone”, “distinct scooping
sound because the motorway makes less noise”, and “a lot of noise during evening hours when there is less
traffic on the A16”

Some residents also noted how wind turbine sound varies depending on wind direction and background
noise, providing comments such as “audible indoors with an eastern wind, even though the house is east
of the turbines”, “normally completely silent with eastern wind, but now sounds like a large fan”, and
“more noise due to strong northeastern wind”.

These comments align with the findings described in Chapter 2.4.4. They demonstrate that background
noise plays a significant role in how residents experience the sound of wind turbines. The comments related
to wind direction are all from residents living east of the A16 motorway. It is unlikely that the reported
annoyance is caused by higher wind turbine sound levels. Instead, it is more likely that residents are able
to hear the wind turbines more clearly because the noise levels from the motorway are significantly reduced
when the wind blows toward the motorway. The presence of the nearby motorway means that background
noise near the residences is highly dependent on wind direction.

2.6 Conclusions Energie A16 wind project

This study provides valuable insights into the impact of wind turbine noise on nearby residents. Despite
extensive and frequent communication efforts, the proportion of residents actively providing feedback
about the wind turbines remains relatively low compared to other wind farm projects, with only 0.8% of
addresses within a 2.1-kilometre radius submitting feedback. However, the results show that residents
using the app for information and feedback are evenly distributed across settlements near the Energie A16
turbines. The relatively low rate of feedback submission is largely explained by the fact that 96.4% of all
residences within a 2.1-kilometre radius are located at least 1000 metres from the wind turbines. When
feedback is categorized by proximity to the turbines, clear patterns emerge. Within the project area, 16.4%
of the 55 residences less than 500 metres from the wind farm submitted feedback at least once. Among
196 residences located 500 to 1000 metres away, the figure was 10.2%, while only 0.4% of the 6,694
residences between 1 and 2.1 kilometres submitted feedback. Feedback rates for residences within 1000
metres of the turbines are consistent with findings from other projects using the app.

High annoyance was reported by 0.4% of all residential addresses within 2.1 kilometres of the Energie
A16 wind turbines. In general, residents are more inclined to provide feedback when they experience high
levels of annoyance. While the overall number of affected residents is limited, certain conditions lead to
severe annoyance for some, particularly those living close to the turbines or near the southern cluster of
turbines. Within the Energie A16 project area, 16.4% of 55 residential addresses situated less than 500
metres from the wind farm reported high levels of annoyance at least once. This drops to 8.2% among 196
addresses located 500 to 1,000 metres away, and to 0.1% among 6,694 addresses situated 1 to 2.1
kilometres from the turbines. For addresses within 500 metres of the turbines, the percentage reporting
high annoyance levels is nearly twice as high in the central and southern clusters compared to the northern
cluster. The results suggest that background noise, primarily caused by the A16 motorway and heavily
impacted by wind direction, plays a key role. The findings indicate that when the wind blows from the
motorway toward nearby residences, the background noise often masks the sound of the wind turbines.
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Over time, there was a noticeable decline in the number of reported annoyances for the northern and central
clusters, but annoyance reports increased for the southern cluster. This suggests that annoyance levels are
dynamic and influenced by factors such as weather conditions, environmental circumstances, and turbine
operations.

The analysis highlights specific conditions under which severe annoyance is reported. The analysis
indicates that the noise impact of the wind turbines is partially dependent on wind direction and the level
of background noise. Most annoyance was reported:

e At the end of the evening, and the start and end of the night.

e During wind speeds between approximately 8 and 13 m/s at hub height.

e In the northern cluster during eastern and northeastern winds, and in the southern cluster during
southwestern winds. In these instances, the wind blows toward the A16 motorway, reducing
background noise and making the turbines more audible.

e At distances of less than 1,000 metres from the wind farm.

These findings underscore the importance of considering wind direction-dependent background noise
when assessing the impact of wind turbine noise on nearby residents. While the number of reports remains
limited overall, the feedback highlights specific circumstances under which annoyance is most likely to
occur. This information provides valuable insights for improving future planning and implementing
effective mitigation strategies.

3. Wind farm Oude Maas

In 2023, Koppen et al. [3] presented the results of applying the app to the Oude Maas wind farm in the
Netherlands, using data collected until April 2023. Since then, the app has continued to monitor the impact
of the wind turbines for nearly two more years. The results from the entire monitoring period are
summarized below. Residents living near the Oude Maas wind farm in the Netherlands have been using
the noise forecast app since March 2022. The wind farm, situated in an agricultural area along the Oude
Maas river, consists of five Nordex N131-3.6 MW wind turbines with a hub height of 120 meters. The
turbines became operational on July 12, 2022. Residents raised concerns about the noise impact of the
turbines and requested noise measurements. In response, the municipalities of Barendrecht and Hoeksche
Waard chose to use the interactive noise forecast app as an alternative method to monitor the turbines'
impact.

The closest residences are 550 to 650 metres from the wind farm, with a total of 4,196 residences within a
2-kilometre radius. Residents were invited to use the app, and feedback was regularly analysed and shared.
Koppen et al. [3] presented that from July 2022 to April 2023, the app had an average of 416 users per
month, with 260 feedback responses regarding noise and 17 regarding shadow flicker. Most feedback
indicated no annoyance. Since April 2023 the project continued to monitor and report results. The number
of users gradually decreased until stabilizing at around 60 to 80 users from July 2024, two years after the
wind turbines began operation. Between April 2023 and March 2025, a total of 142 feedback responses
regarding noise were submitted from 28 distinct locations. High annoyance (nuisance levels 5 to 6) was
reported 16 times (11%) from 4 distinct locations (14%). No annoyance (nuisance level 0) was reported
112 times (79%) from 16 distinct locations (57%). Between July 12, 2024, and March 2025, more than
two and a half years after the turbines began operating, high annoyance was reported only three times by
a single location.

Figure 14 illustrates the monthly number of feedback responses per nuisance level. Figure 15 shows the
monthly number of unique locations that submitted feedback per nuisance level. In total, 402 feedback
responses were submitted by 88 distinct locations. Of these, 290 responses (72%) indicated no annoyance,
while 38 responses (9%) from 17 distinct locations (19%) indicated high annoyance (nuisance levels 5-6).
Most of the negative feedback was received during the first five months of operation.
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Figure 15 Number of locations submitting feedback per nuisance level, per month.

4. Pattern in annoyance levels compared to other projects

4.1 Monthly variation in high annoyance levels

The monthly number of feedback responses and annoyance ratings on a 7-point scale across the entire
Energie A16 project and its three clusters - north (A), central (B), and south (C), - have been presented in
chapter 2.4.2. Based on this data, the relative amounts of reported high annoyance levels by month over a
two-year period were derived for these clusters. High annoyance levels are defined as the top two ratings
on a 7-point annoyance scale. The results are presented in Figure 16. Additionally, a similar analysis was
conducted for three other wind projects where the app was used for at least a two-year period. The results
for these projects, labelled as D, E, and F, are also shown in Figure 16. While the analysis for these projects
also covers exactly two years, the start and end dates of this period differ for two of the projects compared
to the Energie A16 project.

Figure 16 shows that the pattern of high annoyance varies between wind farms. The data does not reveal a
clear seasonal trend. However, it does show that, for four out of six wind farms, high annoyance levels are
above average in April, August, and September. The absence of a seasonal trend is not surprising, as the
underlying data reveal that the conditions leading to high annoyance are influenced by factors such as
prevailing background noise, wind direction, and wind speed. The specific wind directions and wind speeds
that lead to the highest levels of annoyance differ for each wind farm and location.
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Figure 16 Relative amount of reported high annoyance levels by month for six wind projects over a
two-year period, including clusters north (A), central (B) and south (C) of the Energie A16 project.

4.2 Variation in annoyance level by hour of the day

The number of feedback responses and annoyance ratings on a 7-point scale, categorized by hour of the
day, across the entire Energie A16 project and its three clusters - north (A), central (B), and south (C), -
have been presented in chapter 2.4.3. Based on this data, the relative amounts of reported high annoyance
levels by hour of the day over a two-year period were derived for these clusters. The results are presented
in Figure 17. A similar analysis was carried out for three other wind projects where the app was used for
at least two years. The results for these projects, labelled as D, E, and F, are also shown in Figure 17. While
the analysis for these projects also spans exactly two years, the start and end dates of this period differ for
two of the projects compared to the Energie A16 project.

Figure 17 shows that most wind farms experience a peak in high annoyance levels between 9 p.m. and 1
a.m. and again between 7 a.m. and 8 a.m., corresponding to the end of the evening and around the start and
end of the night. It should be noted, however, that some annoyance reports submitted at the end of the night
may reflect delayed responses to annoyance experienced earlier during the night.
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Figure 17 Relative amount of reported high annoyance levels by hour of the day for six wind projects
over a two-year period, including clusters north (4), central (B) and south (C) of the Energie A16
project.

5. Conclusions

This study provides valuable insights into the impact of wind turbine noise on nearby residents, revealing
significant variability in annoyance patterns across wind farms. While no clear seasonal trend is evident,
two years of data show that for four out of six wind farms using the interactive app, high annoyance levels
were above average in April, August, and September. The absence of a seasonal trend underscores the
complexity of annoyance, which is influenced by factors such as weather, environmental conditions, and
turbine operations, rather than predictable seasonal patterns. These factors vary across wind farms and
locations, making site-specific analyses crucial.

For the Energie A16 project, the analysis highlights specific conditions under which annoyance is most
likely to occur. High annoyance was most frequently reported during wind speeds of 8 to 13 m/s at hub
height, at distances of less than 1,000 metres from the turbines, and during specific wind directions that
reduce background noise (e.g. northeastern winds for the northern cluster and southwestern winds for the
southern cluster). These findings emphasize the need to account for wind direction-dependent background
noise when assessing the impact of wind turbine noise on nearby residents. Additionally, high annoyance
levels were most frequently reported during the late evening and at the start and end of the night, further
highlighting the influence of quieter periods on perceived annoyance. In relation to the number of
residences near the wind turbines, high annoyance was most frequently reported by residents living within
500 metres of the wind turbines. Within this distance, the proportion of residents reporting high annoyance
levels is nearly twice as high in the central and southern clusters compared to the northern cluster. The
findings suggest that background noise from the A16 motorway, heavily influenced by wind direction, is
a key contributing factor.

Daily annoyance patterns show greater consistency across wind farms than monthly patterns. Most wind
farms using the interactive app exhibited peaks in high annoyance levels between 9 p.m. and 1 a.m. and
again between 7 and 8 a.m., corresponding to the end of the evening and the start and end of the night.
While some reports submitted at the end of the night may reflect delayed responses to annoyance
experienced earlier, the findings suggest that annoyance is more pronounced during quieter periods when
background noise is reduced.
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The results stress the importance of considering time-dependent factors and local environmental
conditions when designing and implementing noise mitigation strategies. The findings from this study
offer valuable guidance for improving wind turbine planning and operations:

e Localized mitigation: Develop strategies tailored to site-specific conditions, such as adjusting
operations during wind directions and speeds that heighten annoyance.

e Time-dependent noise curtailment: The peaks in annoyance during the late evening and the start
and end of the night emphasize the importance of addressing quieter periods when turbine noise
is more noticeable. In situations requiring noise curtailment, annoyance may be more effectively
reduced by applying additional noise reduction at the start of the night, when residents are going
to bed, rather than sustaining a lower level of noise reduction throughout the entire night.

e Long-term monitoring: Feedback patterns reveal that annoyance levels tend to stabilize over time
as residents adapt to turbine operations. Long-term monitoring can help identify trends and
inform mitigation measures that address persistent issues.

e Community engagement: Enhance communication and accessibility through tools like the
interactive noise forecast app to gather meaningful feedback and improve interventions.

By addressing these perspectives, future wind turbine projects can better balance the need for sustainable
energy production with the concerns of nearby residents, ensuring effective noise management and
community satisfaction.
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Summary

Residents living near wind turbines occasionally report annoyance by low-frequency tonal noise. To assess
tonal characteristics, narrowband spectral measurements are critical for identifying tones and determining
their audibility. These measurements require high-resolution data across both frequency and time intervals
and an in-depth analysis. However, simplified survey methods are also commonly used to evaluate tonal
audibility in wind turbine noise. Both the 1ISO 1996-2 and ANSI/ASA S12.9-2013/Part 3 standards outline
methods that rely on 1/3-octave band sound level differences to assess tonality. While the standards do not
specify exact level differences to use for tonal audibility assessments, they do provide a possible choice.
Understanding the relationship between 1/3-octave band sound level differences and tones identified
through narrowband spectral methods offers insights into the accuracy of the survey methods and the
optimal level differences to be used.

This study compares tonal wind turbine noise detected using IEC 61400-11 and ISO TS 20065 narrowband
analysis with the survey methods outlined in ISO 1996-2 and ANSI/ASA S12.9-2013/Part 3, which rely
on 1/3-octave band spectra. The study found that ANSI/ASA S12.9-2013/Part 3 relates best with the tonal
audibility as detected by the narrowband methods. The optimal threshold Ky for detecting audible tones
(AL >0 dB) in the frequency range between 63 and 160 Hz was found to be approximately 4 dB(A). This
approach is recommended when seeking an equally weighted balance between optimal recall and precision.
If precision is prioritised over recall - ensuring that identified tones are accurate, even at the expense of
missing tones - using a higher Kr, such as 6 dB(A), is recommended. For detecting prominent tones (AL >
5 dB) Kt =8 dB(A) would be more appropriate, or slightly higher, such as Ky = 10 dB(A), if precision is
prioritized over recall. For measurement locations and frequencies where an ANSI/ASA level difference
larger than 4 dB(A) occurs at least 20% of the time, it is reasonable to assume that audible tones might be
detectable with a proper FFT-method (recall 76-97% and precision 52-91%). Precision was particularly
low when most potential tones (based on ANSI/ASA) were near the threshold of 4 dB(A). Contrarily, when
the energy average of all suspected tones? was at least 9 dB(A) and these suspected tones occurred more
than 20% of the time, the likelihood of audible tone occurrence significantly (recall 93-97% and precision
87-91%).

While these results provide insight into the relationship between 1/3-octave band methods and proper FFT-
methods on detecting tonality, it should be remarked that a 1/3-octave band method should only be used
as a first indication of a potential tonal issue. Peaks observed in a 1/3-octave band spectrum are not
exclusively indicative of tonal components; they may also arise from noise with a broader frequency span
than tonal noise. Especially for peaks with lower average ANSI/ASA level differences one should be

1 Corresponding author — Email: jaap.boon@arcadis.com
2 Suspected tones: Occurrences when the ANSI/ASA level difference was larger than Kr = 4 dB(A).
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cautious of assigning conclusions with regards to tonality before conducting tonality measurements with a
proper narrowband method.

1. Introduction

Residents living near wind turbines occasionally report annoyance by low-frequency tonal noise [1]. To
assess tonal characteristics, narrowband spectral measurements like those specified in the IEC 61400-11
[2] and the ISO TS 200065 [3] standards are critical for identifying tones and determining their audibility.
These measurements require high-resolution data across both frequency and time intervals and an in-depth
analysis. However, simplified survey methods are also commonly used to evaluate tonality for wind turbine
noise. Both the ISO 1996-2 [4] and ANSI/ASA S12.9 [5] standards outline survey methods that rely on
1/3-octave band sound level differences to assess tonality. This approach is especially relevant since
measurements at the source and at nearby residences are often conducted using 1/3-octave band spectra.
While the standards do not specify exact level differences to use for tonal audibility assessments, they do
provide a possible choice. Understanding the relationship between 1/3-octave band sound level differences
and tones identified through narrowband spectral methods offers insights into the accuracy of the survey
methods and the optimal level differences to be used.

This study compares tonal wind turbine noise detected using IEC 61400-11 and ISO TS 20065 narrowband
analysis with the survey methods outlined in ISO 1996-2 and ANSI/ASA S12.9, which rely on 1/3-octave
band spectra. For this analysis, simultaneous narrowband and 1/3-octave band measurements were
conducted at three different locations near operating wind turbines. This paper builds upon previous papers,
such as a previous study from Sgndergaard and Bastasch [5], which concluded that 1/3-octave band
methods may be effective, provided that the tone frequency is not near the boundary of the band.

2. Standards for assessing tonal sounds of wind turbines

2.1 Narrowband tonal audibility assessment — Engineering methods

The IEC 61400-11 standard [6] describes a narrow band method for analysing tones and their audibility in
wind turbine noise emissions. Measurements must be conducted at a set distance® from the wind turbines.
The primary objective is to identify tonal noise components that could contribute to annoyance for nearby
residents and evaluate their prominence relative to surrounding broadband noise. The analysis employs the
Fast Fourier Transform (FFT) to convert the time-domain noise signal into a frequency-domain spectrum.
A tone is considered present if its sound pressure level exceeds the average level of adjacent frequencies
(masking noise) by at least 6 dB. The standard states that average tonal audibility must be reported if the
tonal audibility is greater than or equal to -3.0 dB. However, tones are classified as "Not relevant tones™ if
they appear in fewer than 20% of at least 10 spectra with the same origin. If tones appear in more than 20%
but fewer than 6 spectra, additional measurements are required. A tone is deemed audible if its tonal
audibility exceeds 0 dB. The method requires measuring narrowband spectra using A-weighted energy
average sound pressure levels over a 10-second period. A Hanning window with at least 50% overlap is
applied during the analysis. The frequency resolution must be between 1 Hz and 2 Hz to ensure accurate
identification of tonal components.

The second narrowband tonality assessment method that is used in this paper is the ISO TS 20065 standard
[3]. The method is similar to IEC 61400-11 but is designed to address tonal noise in general, rather than
being specific to wind turbines. There is also no set distance where the measurement has to be conducted,
so it is also applicable for measurements near residents. A tone is considered present if its sound pressure
level exceeds the average level of adjacent frequencies (masking noise) by at least 6 dB. The standard
states that only if the audibility AL exceeds 0 dB a tone is present. When determining the energy average
audibility for multiple timestamps, tones for all spectra where no tone is found must be assigned a value

% For a horizontal axis wind turbine, the horizontal reference distance is equal to the hub height of the turbine plus
the length of the blades
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of AL=-10 dB. The method is only applicable for frequencies starting from 50 Hz. The ISO TS 20065
method requires measuring narrowband spectra using A-weighted energy average sound pressure levels
over 3-second time intervals. A Hanning window with at least 50% overlap is applied during the analysis.
The frequency resolution must be between 1.9 Hz and 4 Hz to ensure accurate identification of tonal
components.

2.2 1/3-Octave band tonal audibility assessment — Survey methods

The first 1/3-octave band survey method evaluated in this study is the approach described in Annex K of
the 1ISO 1996-2:2017 standard [4]. This method provides a straightforward way of detecting prominent
tones within a specific 1/3-octave band by calculating the difference between the equivalent sound pressure
level of the target band and the highest equivalent sound pressure level of its two adjacent 1/3-octave bands.
If the difference exceeds a specific constant threshold, it indicates the presence of a prominent tone. For
the purpose of this paper this level difference is denoted as Kr, similar to the ANSI method described in
the next paragraph. However, it is important to note that this Kr is not the same as the tonal adjustment Ky
defined in Annex J of 1ISO 1996-2:2017. Kt may vary depending on frequency. Possible choices for the
level difference presented in 1SO 1996-2:2017 are:

e 15 dB for frequencies between 25 Hz and 125 Hz;

e 8 dB for frequencies between 160 Hz and 400 Hz;

e 5 dB for frequencies between 500 Hz and 10 kHz.
The 1SO standard does not specify whether A-weighting should be applied, though it is likely this is
intended as other assessments described in the 1SO standard also incorporate A-weighting. Since it is not
certain, the performance of this method is tested for both A-weighted as well as Z-weighted (linear) sound
spectra.

The second 1/3-octave band survey method evaluated in this study is the approach described in Annex B
of the ANSI/ASA S12.9-2013/Part 3 standard [5]. The ANSI/ASA method differs from the 1ISO method in
that it uses the arithmetic average of the equivalent sound pressure levels of the two adjacent 1/3-octave
bands, rather than the highest equivalent sound pressure level, for comparison with the 1/3-octave band in
question. The suggested possible choices for Kr are identical to the ISO method. Again, it is not specified
whether A-weighting should be applied. However, applying A-weighting only has a marginal effect on the
calculated sound level differences, since the arithmetic difference balances out the effect of A-weighting
on the adjacent 1/3-octave bands. For frequencies between 20 and 160 Hz, the effect of A-weighting causes
a maximum difference in the ANSI/ASA level difference of 0.25 dB.

As a potential alternative to the ISO and ANSI/ASA methods, a third 1/3-octave band survey method was
evaluated in this study. This method is similar to the ANSI/ASA approach, but instead of taking the
arithmetic average of the two adjacent 1/3-octave bands, the arithmetic average of the four adjacent 1/3-
octave bands is used. The reason that this method is also evaluated is twofold: Firstly, the narrow band
methods take a critical bandwidth starting at roughly 100 Hz around the tone. In some cases, information
within the critical bandwidth may extend beyond the immediately adjacent 1/3-octave bands and into the
second adjacent bands. Secondly, tones might occur near the boundary of a 1/3-octave band. In that case,
one of the adjacent bands might also have an elevated sound pressure level due to the presence of the tone.
Therefore, using the arithmetic average of four adjacent frequency bands, rather than just two, could
provide a more reliable result. In this paper, this last method will be referred to as ‘Alternative ANSI’.
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3. Evaluating the accuracy of survey methods versus engineering methods for tonal
noise assessment

3.1 Measurements

To evaluate the accuracy of 1/3-octave band survey methods for detecting tonal wind turbine sound, noise
measurements were conducted near operational wind turbines in areas with relatively low background
noise levels. Data were collected over 120 hours at three different locations, each with varying wind,
weather and environmental conditions. At each location, measurements were performed using two type-1
sound level meters. At location 1 the two meters were placed next to each other. Due to practical
constraints, the distance between the two meters at location 2 was 8 metres and at location 3 the distance
was 40 metres. However, the distance to the turbines varied by less than 5%. The sound level meters were
equipped with similar, though not identical, wind screens, and the measurement height was approximately
1.5 metres. One sound level meter performed continuous narrowband measurements with a frequency
resolution of 1.25 Hz, while the other meter performed continuous 1/3-octave band measurements. Both
meters also recorded the equivalent sound pressure level (LAeq), which is used as an indicator of the
variability between the two meters. The sampling time was set to 10 seconds. However, because the meters
could not align exactly at 10-second intervals, comparisons were made with resampled 10-minute data.
This paper focuses on the analysis of low-frequency noise within the range of the 20 and 200 Hz 1/3-octave
bands.

3.2 Determining optimal 1/3-octave threshold (Kr)

Survey methods based on 1/3-octave band data provide advantages in terms of time and cost when
compared to engineering methods that rely on FFT data. Not all sound level meters are equipped with a
module for FFT measurements. Moreover, FFT measurements require significantly more effort and
complexity in data analysis compared to 1/3-octave band measurements. While survey methods offer clear
benefits, they cannot fully replace engineering methods. Their value largely depends on the accuracy of
the results compared to those obtained through engineering methods.

A survey method can serve as an initial indication of potential tonal noise issues. However, in critical
situations, further investigation using an engineering method will be required. To optimize the
effectiveness of a survey method, it is important to determine the optimal 1/3-octave band threshold for
the level difference K, making it possible to predict wether an FFT-method would likely detect an audible
tone (AL > 0 dB) within the corresponding frequency range. For this study, an increment of 0.5 dB(A) was
used whilst looking for the optimal thresholds, because smaller increment size would give a false sense of
certainty. For finding the optimal threshold, the following confusion matrix classifications* are defined:

True Positive (TP) = Number of times a tone was detected using the FFT-method, and a potential tone was
indicated using a 1/3-octave band threshold.

= Number of times no tone was detected using the FFT-method, but a potential tone
was indicated using a 1/3-octave band threshold.

False Negative (FN) = Number of times a tone was detected using the FFT-method, but no potential tone
was indicated using a 1/3-octave band threshold.

True Negative (TN) = Number of times no tone was detected using the FFT-method, and no potential tone
was indicated using a 1/3-octave band threshold.

An example of these classifications is provided in Figure 1.

4 A confusion matrix is a standard statistical tool.
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Figure 1 Example of separation of into TN/FP/FN/TP for a given threshold of 4 dB(A), as indicated by
the black dashed vertical line. The audibility threshold is defined as 0 dB(A) by the FFT-standards. The
data used for this example is not yet resampled to 10 minutes and thus shows a large number of outliers.

Using these classifications, the precision (minimize false tonality alarms, Eq. 1) and the recall (minimize
failing to predict a tone, Eqg. 2) of the threshold can be evaluated. For this paper, an evaluator called the
F1-score [7] was chosen. The F1-score is a number between 0 (bad) and 1 (perfect) and it combines the
precision and recall equally, as shown in Eq. 3. That means that we equally weight the importance of
minimizing false alarms and minimizing failure to predict a tone. In case precision is deemed more
important than recall the decibel threshold Kt would increase compared to the optimal threshold
determined by the F1-score, and vice versa.

TP

recision TP n
Recall = — 2
At = TP ¥ FN

Precision x Recall

F1S =2
core X Precision + Recall 3

3.3 Comparing tones with 1/3-octave band differences

In deviation from the IEC 61400-11 standard, periods where tones occur more than 5% of the time were
for the purpose of this paper also considered, in order to also determine correlations for time intervals
where tones were less frequent, but with still enough samples. For the assessment according to the IEC
61400:11 method, the frequency resolution and sampling time of the narrowband dataset were set to 1.25
Hz and 10 seconds, respectively. For the analysis according to the 1ISO TS 20065 method the same
resolution and sampling time were used. This deviates from the required frequency resolution of 1.9 to 4
Hz and the required sampling time of 3 seconds. Using a smaller frequency resolution than intended might
lead to a larger number of detected tones with lower audibility, but the exact effect of this is not known.
The larger sampling time should not have a large effect, since most of the tones that occur for wind turbine
noise span longer time periods. ISO TS 20065 states that a lower sampling time than 3 seconds leads to
unjustified audibility but does not state anything about longer sampling time. Furthermore, for ISO TS
20065, tones with an audibility below 0 dB were not disregarded, in order to determine better correlations
for moments where tones occurred with lower audibility. This change is in line with the changes
implemented to ISO TS 20065 by the IEC TS 61400-11-2 [2] standard, which mentions that “although a
potential tone with a ALk < 0 might not be audible by itself, (...) all tone energy within a critical band is
perceived as a single tone, and therefore all tone energy is summed to account for this.” [2].
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Tones detected using a narrow band (FFT) method are grouped into 1/3-octave bands based on the lower
and upper frequency bounds of the band. If no tone is detected at a given timestamp, the audibility is set
to -10 dB, following the guidelines of the ISO TS 20065 and IEC TS 61400-11-2 standards (note that IEC
61400-11 does not specify this). Additionally, for ISO TS 20065, tones with audibility levels below -10
dB are clipped to -10 dB (these “tones” could occur due to the decision to not exclude tones below 0 dB).
Timestamps without detected tones are assigned a value of -10 dB to ensure that these instances are
included in the analysis rather than excluded. If multiple audible tones are found within the same 1/3-
octave band, the highest audibility is stored at that timestamp.

Next, the grouped FFT-method dataset is merged with the 1/3-octave band dataset based on the nearest
timestamp. Note that because both datasets were sampled at roughly 10 seconds resolution. Because of the
slight temporal misalignment in the sampling time, 0 to 5 seconds mismatch could occur within a 10 second
bin. To account for this temporal mismatch, the dataset was resampled to 10-minute intervals using an
energetic average. This time interval corresponds to the standard time intervals of wind turbine SCADA
data.

4. Results

4.1 Dataset exploration

Figure 2 shows the correlation of the A-weighted equivalent sound pressure levels (LAeq) for the three
measurement locations. The horizontal and vertical axis both show the LAeq level, each measured by one
of the devices. Each 10-second measurement is binned into a small hexagonal grid, with the colour of each
bin corresponding to a linear increase of the amount of datapoints within that bin. As expected, the LAeq
levels show very strong correlation (0.94), and the fit line indicates full agreement. The wide outliers (in
purple) are most likely caused by the slight difference in sample times of approximately 10 seconds
between the two sound level meters. This can result in time shifts of up to 5 seconds within the 10-second
bins. As shown in Figure 3, resampling the data to 10 minutes eliminates the outliers. Figure 3 highlights
that location 1 has the fewest outliers, whereas location 3 has the most. The most likely explanation is that
on average the wind speeds during the measurements were higher at locations 2 and 3 than at location 1.
Additionally, due to the proximity of trees and bushes, wind-induced noise likely played a more significant
role at locations 2 and 3. The placement of the sound level meters may also have contributed to the outliers,
since for location 2 and 3 practical constraints prevented close proximity between the sound level meters.

Location 1: LAeq correlation 80 Location 2: LAeq correlation G Location 3: LAeq correlation
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Figure 2 Three correlation plots comparing LAeq signals. The horizontal axis represents the LAeq levels
obtained from FFT measurements, while the vertical axis shows the LAeq levels derived from the 1/3-octave
band measurements. Each plot corresponds to a specific measurement location (locations 1, 2, and 3). The
Pearson correlation coefficient is displayed in the top-left corner of each plot. A linear fit passing through the
origin is shown in orange, accompanied by the standard deviation calculated for each 5 dB(A) bin. The data
is visualized using hexagonal bins, with the colour indicating the number of data points within each bin on a

linear scale.
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Figure 3 ldentical plot as Figure 2, but with input data resampled to 10 minutes. This resampling results in a

significant decrease in outliers due to slight temporal misalignment.

4.2 Comparison between tones detected by FFT-method and 1/3-octave band differences

Table 1 shows an overview of tones that were detected using the IEC 61400:11 and ISO TS narrow band
tonality methods for each location. The audibility that is listed in the table is the energy average audibility
of the audible tones [i.e. all tones with audibility > 0 dB] that were detected within one 1/3-octave band.
Tones are only listed in the table if audible tones occurred more than 5% of the time (after resampling to
10 minutes) within a 1/3-octave band. No tones below 63 Hz and inside the 125 Hz band were detected
more than 5% of the time for this dataset.

Frequencies shown in Table 1 are the centre frequencies of the 1/3-octave band in which audible tones
occurred. The actual tone frequencies that were detected varied between frequency band, location, and
method. The distribution of all tones detected by the IEC 61400-11 and ISO TS 20065 methods within
each 1/3-octave band is shown in Figure 9 and Figure 10 in the Appendix. The axis limits are set to the
lower and upper boundary of each 1/3-octave band. From the figures, it can be concluded that, especially
for location 2, the audible tones within the 63 Hz 1/3-octave band occur at the centre of the frequency band,
whereas the audible tones at location 1 within the 80 Hz 1/3-octave band occur near the lower boundary of
the this frequency band.

IEC 61400:11 and ISO TS 20065 show quite similar results with regards to tonal audibility and tonal
occurrence. In general, ISO TS 20065 is able to detect more tones, albeit that for this research it was chosen
to not exclude tones below 0 dB audibility (in line with recommendations mentioned in IEC TS 20065).
For frequencies where both IEC 61400:11 and ISO TS detected a similar audible tone occurrence, the
average tonal audibility of all audible tones differs by a maximum of 1 dB.
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Table 1 An overview of the tones that were detected using two narrow band tonality methods for each
location. The tones are grouped into 1/3-octave bands according to section 3.3. Only tones (resampled to
10 minutes) with audibility of more than 0 dB that occurred more than 5 % of the time are shown in this
table.

Location Audible tones detected more than 5% of the time (after resampling to 10 minutes),
noted as:
[frequency™*] [percentage of time detected], [energy average tonal audibility of
occurring audible tones, i.e. all tones with audibility > 0 dB(A)]

IEC 61400:11 narrowband method ISO TS 20065 narrowband method
Location 1 63 Hz :5%, AL=3dB --
80Hz :47%, AL=8dB 80Hz :45%, AL=7dB
-- 100 Hz : 11%, AL =1dB
160 Hz : 14%, AL =2 dB 160 Hz : 28%, AL =2 dB
Location 2 63 Hz :39%, AL=10dB 63 Hz :37%,AL=9dB
80Hz :8%,AL=3dB 80Hz :7%,AL=2dB

-- 100 Hz : 21%, AL=1dB
-- 160 Hz : 12%, AL =1 dB

Location 3 63 Hz :40%, AL=4dB 63 Hz :40%, AL=3dB

100 Hz : 8%, AL =2 dB --
160 Hz : 16%, AL =2 dB 160 Hz : 12%, AL=1dB
*The exact frequencies of the tones differ. For example, the 63 Hz frequencies at location 2 fall within

the centre of the 1/3-octave band, while the exact frequencies of the 80 Hz tones at location 1 fall more
towards the lower boundary (73 Hz).

Figure 4 shows the correlation between the 1/3-octave band level differences in line with ANSI/ASA
S12.9-2013/Part 3 and audibility of tones detected by ISO TS 20065 for the 63 Hz 1/3-octave band. Figure
5 and Figure 6 show the same information but for the 80 Hz and 160 Hz 1/3-octave bands. These figures
are only shown for the comparison of ANSI/ASA S12.9-2013/Part 3 and ISO TS 20065, as these
demonstrated the best correlations. Other methods are presented in a more compact form later in this
chapter in Table 3 and Table 4.

In general, all figures show a positive linear trend that intersects at roughly X=[-2 to 2] dB(A) for moments
when no tone was detected Y= -10 dB. Since there are extended periods without tone occurrences, the
majority of data points cluster around this intersection. Consequently, other points appear purple on the
color scale due to their relatively low count compared to the densely populated intersection point.

e Tones within 63 Hz 1/3-octave band: Location 1 and location 2 seem to be following a similar
slope. The slope of location 3 is higher, indicating a lower 1/3-octave band difference for the same
tonal audibility as detected by ISO TS 20065 at this location. The greater the tonal audibility
observed, the stronger the correlation. This might be due to the practical constraints that resulted in
a larger distance between both meters at location 3.

e Tones within 80 Hz 1/3-octave band: Location 1 is the only location with strong positive correlation
(p >=0.8). Again, the greater the tonal audibility observed, the stronger the correlation. The slopes
of the linear fit differ.

e Tones within 160 Hz 1/3-octave band: Location 1 is the only location with strong positive
correlation (p >=0.8). Again, the greater the tonal audibility observed, the stronger the correlation.
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Location 1: ANSI v.s. ISO TS

Location 2: ANSI v.s. ISO TS
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Figure 4 Three correlation plots comparing the ANSI/ASA 1/3-octave band method with the ISO TS
20065 FFT-method. Both were resampled to 10-minute bins to prevent temporal misalignment. The
horizontal axis represents the 1/3-octave band differences [dB(A)], while the vertical axis shows the tonal
audibility [dB] derived from the FFT-method. Each plot shows the correlation at the 63Hz 1/3-octave
band and a specific measurement location (locations 1, 2, and 3). The Pearson correlation coefficient is
displayed in the top-left corner of each plot. A linear fit is shown in orange, accompanied by the standard
deviation calculated for each 5 dB(A) bin. The data is visualized using hexagonal bins, with the colour
indicating the number of data points within each bin on a linear scale.
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Figure 5 ldentical plot as Figure 4, but for 80 Hz 1/3-octave band
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Figure 6 Identical plot as Figure 4, but for 160 Hz 1/3-octave band

Figure 7 shows a generalized picture of level differences measured at all frequencies (63, 80, 100, 125 and
160 Hz 1/3-octave bands) and all locations, for ANSI/ASA S12.9-2013/Part 3. From this figure it can be
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concluded that a similar slope occurs for the different frequencies and locations, although with a larger
data spread compared to the individual frequencies and locations, especially at ANSI/ASA level
differences between -5 and 6 dB. This is expected, since different frequencies might have varying results,
and each measurement location has other measurement conditions.

ANSI v.s. IEC 61400:11
(all frequencies and locations)

Fit: 1.1057x + -7.5766
standard deviation per 1 dB(A) bin

ANSIv.s. ISOTS

- (all frequencies and locations) o5
Fit: 1.1092x + -7.2604

p = 0.802 standard deviation per 1 dB(A) bin
20 -

20 -
15 -

10-

Audibility [dB(A)]
Audibility [dB(A)]

é 1‘0 1’5 20 2‘5
ANS| difference [dB(A)]

5 10 15 20 25
ANSI difference [dB(A)]

-0 -5 0

Figure 7 Identical plot as Figure 4, but for all frequencies and all locations. The error bars show the
standard deviation per 1 dB(A) interval. The left figure is for a comparison between ANSI/ASA and ISO
TS, the right image for ANSI/ASA and IEC 61400:11.

Table 2 shows the arithmetic average, standard deviation and 95% confidence interval of the tonal
audibility for each ANSI/ASA level difference bin with 1 dB(A) width. The arithmetic average and
standard deviation are identical to the error bars shown in Figure 7. It shows that on average IEC 61400:11
shows slightly higher tonal audibility, but overall the results of both FFT-methods are quite similar.

Table 2 The arithmetic average, standard deviation and 95% confidence interval of the tonal audibility
for each ANSI/ASA level difference bin with 1 dB(A) width. For all frequencies and locations.

ANSI/ASA Tonal audibility according to Tonal audibility according to
level ISO TS 20065 IEC 61400:11
difference | Arithmetic average 95% confidence Arithmetic average 95% confidence
* std interval + std interval

(0.5.1.5] -7.1+3.3 [-13.5 - -0.6] -7.5+3.6 [-14.5 - -0.6]
(1.5. 2.5] -6.2+3.5 [-13.0 - 0.6] -7.2+£3.3 [-13.6 - -0.7]
(2.5.3.5] -3.8+3.2 [-10.1 - 2.5] -5.2+34 [-11.9-14]
(3.5.4.5] -1.3+34 [-8.0-5.3] -22+34 [-9.0 - 4.5]
(4.5.5.5] -1.1+34 [-7.8 - 5.6] -1.3+3.3 [-7.8 -5.2]
(5.5.6.5] 05+3.2 [-5.7 - 6.8] 0.8+29 [-4.9 - 6.6]
(6.5.7.5] 27+28 [-2.7 - 8.2] 3+£29 [-2.7 - 8.7]
(7.5.8.5] 42+24 [-0.6 - 9.0] 4.7+2.38 [-0.9-10.2]
(8.5.9.5] 5+£19 [1.3-8.8] 58+21 [1.7-9.9]
(9.5.10.5] 6.3+1.5 [3.3-9.4] 7517 [4.0 - 10.9]

4.3 Finding the optimal threshold Ky

This chapter describes the determination of the optimal thresholds Kt for each location and 1/3-octave
band. Ultimately, these thresholds are generalized for all measurement locations and all 1/3-octave bands
between 63 and 160 Hz.
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Figure 8 shows three examples of the process of finding the optimal threshold Kt by determining at what
threshold the F1-score is maximum. The left image shows that for an ANSI/ASA S12.9-2013/Part 3 vs.
ISO TS comparison at location 1 at 80 Hz. For this case, there is a clear optimal threshold at which the F1-
score peaks at 95%. The centre image shows an optimal Kt of 6 dB(A) for location 2 at 63 Hz, although
the F1-score is not a clear peak this time, and flatlines at 90-92% between 4 and 6 dB(A), indicating that
any value between this range would result in a similar accuracy and precision ratio. The right image shows
a very clear peak at a Kt of 3.5 dB(A) with an F1-score of 81% for location 3 at 63 Hz.

Location 1. Optimal ANSI threshold to
predict audible 1SO TS tones at 80Hz
according to Fl-score

Location 2. Optimal ANSI threshold to
predict audible I1SO TS tones at 63Hz
according to Fl-score

Location 3. Optimal ANSI threshold to
predict audible 1SO TS tones at 63Hz

according to Fl-score
100 T :

100

T T 100 7
=== Fl-score e === Fl-score === Fl-score
Kr= 4.5 dB(A) Pt e U B R Kr=6.0 dB(A) PO S AT N I P Kr= 3.5 dB(A)
— TP -7 : ~ — TP TP
'l H ~
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Figure 8 Three examples of several F1-scores. Left figure: 80 Hz comparison at location 1 resulted in an
optimal ANSI/ASA level difference Kt of 4.5 dB(A). Center figure: 63 Hz comparison at location 2
resulted in an optimal ANSI/ASA level difference Kr of 6 dB(A), although from 4 to 6 dB(A) the difference
in F1-score is marginal. Right figure: 63 Hz comparison at location 3 resulted in an optimal ANSI/ASA
level difference Kr of 3.5 dB(A).

Table 3 shows a list of all the different F1-scores, together with the Pearson correlation coefficients and
Kr-value, for several frequencies and measurement locations that have an occurrence of audible tones
above 5%. All of these are for comparing several 1/3-octave band methods to the IEC 61400:11 FFT-
method. Table 4 shows the same information compared to the ISO-TS FFT-method.

Table 3 For four combinations of 1/3-octave band methods with the IEC 61400:11 FFT-method, this
table shows information on the optimal threshold Kt. Only when more than 5% of the time a tone
occurred within a 1/3-octave band information is shown. The information in each cell shows for each
frequency: (1) the Pearson correlation coefficient between the average tonal audibility and the 1/3-
octave band differences, (2) the maximum F1-score and (3) the optimal threshold K.

IEC Assessment of tones for four 1/3-octave band survey methods,
61400:11 noted as:
Measure- Audible [Pearson correlation coefficient],
Freg- tone [Maximum F1-score],
ment _ ;

Uency || ation occurrence | [Kt = threshold at maximum F1-score] .
and mean ISO (A- ISO (z- ANSI/ASA “Alternative
tonal weighted) vs. | weighted) vs. | vs. IEC ANSI” vs.
audibility IEC 61400:11 | IEC 61400:11 | 61400:11 IEC 61400:11

_ 50 p=0.64, p=0.63, p=0.74, p=0.46,
63 Hz | Location 1 AL - 3dB Flscore=0.60, | Flscore=0.74, | Flscore=0.82, | Flscore=0.48,
Kr =1.0dB(A) | KT =4.0dB(A) | K1 =6.0 dB(A) | Ky =7.5 dB(A)
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IEC Assessment of tones for four 1/3-octave band survey methods,
61400:11 noted as:
Measure- Audible [Peargon correlation coefficient],
Freg- ment tone [Maximum F1-score], _
Uency | .ation occurrence | [Kr = threshold at maximum F1-score]
and mean ISO (A- ISO (z- ANSI/ASA “Alternative
tonal weighted) vs. | weighted) vs. | vs. IEC ANSI” vs.
audibility IEC 61400:11 | IEC 61400:11 | 61400:11 IEC 61400:11
_ 39% p=0.86, p=0.84, p=0.89, p=0.91,
Location 2 AL _ 10dB Flscore=0.88, | Flscore=0.90, | Flscore=0.92, | Flscore=0.93,
Kr=2.0dB(A) | K1 =3.5dB(A) | K1 =4.5dB(A) | K1 =5.5dB(A)
_ 41% p=0.85, p=0.87, p=0.88, p=0.91,
Location 3 AL _ 4dB Flscore=0.78, | Flscore=0.82, | Flscore=0.81, | Flscore=0.81,
Kr =2.0dB(A) | KT =1.0dB(A) | K1 =3.5dB(A) | Kt =4.5 dB(A)
_ 47% p=0.93, p=0.83, p=0.96, p=0.96,
Location1 | \;"~g4g | Flscore=0.92, | Flscore=0.83, | Flscore=0.95, | Flscore=0.95,
Kr =3.5dB(A) | KT =2.0dB(A) | K1 =4.5dB(A) | Ky =6.0 dB(A)
o 8% p=0.60, Fiscore=0.35, | P02 p=0.73,
Location 2 AL - 3dB Flscore=0.62, Kr =-1.0 7" | Flscore=0.61, | Flscore=0.64,
Kt =0.5 dB(A) dB(A) ' Kr=2.5dB(A) | Kt =4.5 dB(A)
p=0.27, p=-0.22, p=0.17, p=0.15,
100 L ocation 3 8%, Flscore=0.15, | Flscore=0.02, | Flscore=0.18, | Flscore=0.19,
Hz AL=2dB Kt =- Kt =- Kt =- Kt =-
2.0dB(A) 2.0dB(A) 1.5dB(A) 2.0dB(A)
14% p=0.86, p=0.89, p=0.89, p=0.90,
Location 1 AL _ > dB Flscore=0.83, | Flscore=0.82, | Flscore=0.87, | Flscore=0.27,
Kr=4.0dB(A) | K1 =1.5dB(A) | K1 =5.5dB(A) | Ky =7.5dB(A)
160 - - -
Hy p=0.29, p=-0.04, 0=0.27 p=-0.70,
Locati 16%, Flscore=0.38, | Flscore=0.15, o F1lscore=0.28,
ocation 3 AL=2dB Ky = Ky = Flscore=0.38, Ky =-20
! T Ky =0.5dB(A) | @ <
0.5dB(A) 2.0dB(A) dB(A)

Table 4 For four combinations of 1/3-octave band methods with the ISO TS 20065 FFT-method, this
table shows information on the optimal threshold Kr. Only when more than 5% of the time a tone
occurred within a 1/3-octave band information is shown. The information in each cell shows for each
frequency: (1) the Pearson correlation coefficient between the average tonal audibility and the 1/3-

octave band differences, (2) the maximum F1-score and (3) the optimal threshold K.

ISOTS Correlation of tones and 1/3-octave band method, noted as:
20065 [Pearson correlation coefficient],
Measure- Audible [Maximum F1-score],
Freg- ment tone [TH = threshold at maximum F1-score]
HENCY | ocation | CCUMTENCE 50 (A- ISO (z- “Alternate
and mean ; - ANSI vs. ISO »
tonal weighted) vs. | weighted) vs. TS 20065 ANSI” vs. 1ISO
- ISO TS 20065 | ISO TS 20065 TS 20065
audibility
: 0 p=0.86, p=0.84, p=0.89, p=0.91,
63 Hz IZ_ ocation 21/02 9dB Flscore=0.90, | Flscore=0.91, | Flscore=0.92, | Flscore=0.93,
TH=2.5dB(A) | TH=3.5dB(A) | TH=6.0 dB(A) | TH=7.0 dB(A)
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ISOTS Correlation of tones and 1/3-octave band method, noted as:
20065 [Pearson correlation coefficient],
Measure- Audible [Maximum F1-score],
Freg- ment tone [TH = threshold at maximum F1-score]
uency location occurrence ISO (A- ISO (Z- “Alternate
and mean : : ANSI vs. ISO ’
tonal weighted) vs. weighted) vs. TS 20065 ANSI” vs. ISO
audibility ISO TS 20065 | ISO TS 20065 TS 20065
) 0 p=0.86, p=0.86, p=0.88, p=0.92,
Igocatlon i%/i 3dB Flscore=0.77, | Flscore=0.79, | Flscore=0.80, | Flscore=0.81,
TH=2.0dB(A) | TH=1.0dB(A) | TH=3.5dB(A) | TH=5.0 dB(A)
. 0 p=0.94, p=0.88, p=0.97, p=0.97,
Il_ocatlon 15[,/0: 7 dB Flscore=0.92, | Flscore=0.84, | Flscore=0.95, | Flscore=0.96,
80 Hz TH=3.5dB(A) | TH=2.0 dB(A) | TH=4.5dB(A) | TH=6.0 dB(A)
Location | 7% p=0.64, p=0.37, p=0.67, p=0.78,
5 AL’Z 2 dB Flscore=0.63, | Flscore=0.38, | Flscore=0.68 Flscore=0.73,
TH=1.5dB(A) | TH=0.0dB(A) | TH=2.5dB(A) | TH=4.5 dB(A)
) 0 p=0.73, p=0.78, p=0.83, p=0.86,
Il_ocatlon ii/oz 1dB Flscore=0.70, | Flscore=0.82, | Flscore=0.79, | Flscore=0.84,
100 TH=1.5dB(A) | TH=1.5dB(A) | TH=3.0 dB(A) | TH=4.0 dB(A)
Hz . 0 p=0.79, p=0.84, p=0.85, p=0.86,
I2_ ocation ?@11/0 éB (A) Flscore=0.67 Flscore=0.77 Flscore=0.75, | Flscore=0.80,
TH=1.5dB(A) | TH=2.0dB(A) | TH=3.5dB(A) | TH=4.0 dB(A)
) 0 p=0.91, p=0.91, p=0.93, p=0.92,
Il_ocatlon ii/i 2 dB Flscore=0.87, | Flscore=0.89, | Flscore=0.84, | Flscore=0.46,
TH=3.0dB(A) | TH=0.5dB(A) | TH=4.0 dB(A) | TH=7.5 dB(A)
. 0 p=0.58, p=0.61, p=0.64, p=0.56,
160 |2‘ ocation Zf _1qp | Flscore=0.30, | Flscore=0.47, | Flscore=0.30, | Flscore=0.13,
Hz TH=2.5dB(A) | TH=1.5dB(A) | TH=3.5dB(A) | TH=7.5dB(A)
p=0.42, p=0.04, _ _
Location | 12%, Flscore=0.27, | Flscore=0.12, p—0.52,_ p= 0'47’_
3 AL =1dB TH=-1.0 TH=-2.0 Flscore=0.30, | Flscore=0.22,
dB(A) dB(A) TH=1.0dB(A) | TH=5.5dB(A)

In general, an assessment according to the ANSI/ASA S12.9-2013/Part 3 standard performs better than
according to the ISO 1996-2:2017 standard, showing higher correlations and higher optimal F1-scores. In
some cases, the ‘alternative ANSI’ method performed marginally better than the average of the two
adjacent 1/3-octave bands as stated in ANSI/ASA S12.9-2013/Part 3. However, in other cases with lower
tonal occurrence, the ‘alternative ANSI” method performed significantly worse.

For location 1, most of the audible tones occurred at a frequency of 72 to 74 Hz, which is close to 71 Hz,
the lower boundary of the 80 Hz 1/3-octave band. Although this was the case, still the tonal audibility
correlated very strongly (p=0.97) with the ANSI/ASA S12.9-2013/Part 3 1/3-octave band method, as
shown in Figure 5. The other methods also showed correlation coefficients larger than 0.8. This suggest
that the ANSI/ASA S12.9-2013/Part 3 method could still be effective at detecting tones somewhat close
to the boundaries of the 1/3-octave band.

Page | 13




For ANSI/ASA S12.9-2013/Part 3, the following optimal level difference thresholds Kt were determined
(omitting results with a Pearson correlation coefficient below 0.6, results are for both the comparison with
ISO TS 20065 and IEC 61400:11 and for all measurement locations):

63 Hz: Optimal Kt = 3.5 — 6.0 dB(A)
80 Hz: Optimal Kt = 2.5 — 4.5 dB(A)
100 Hz: Optimal Kt = 3.0 — 3.5 dB(A)
160 Hz: Optimal Kt = 3.5 — 5.5 dB(A)

As a result, setting a Kt of 4 dB(A) for ANSI/ASA S12.9-2013/Part 3 appears a reasonable choice for
detecting potential tones within the 63 until 160 Hz 1/3-octave bands. Table 5 and Table 6 list the
performance of ANSI/ASA S12.9-2013/Part 3 for detecting audible tones with a Kt of 4 dB(A) compared
to IEC 61400:11 and ISO TS 20065 respectively. It shows the following results:

e When the ANSI/ASA-method detected a potential audible tone more than 20% of the time:

o Recall was between 76 and 97%, meaning that 3 to 24% of the time a tone detected by the
FFT-method was missed by the 1/3-octave band method.

o Precision was between 52 and 91 %, meaning that 9 to 48% of the time a potential audible
tone was suggested based on 1/3-octave band data, but the FFT-method detected no real
audible tone at that time.

o After applying equal weighting to recall and precision, F1-score varied between 67% and
93%.

o The energy average of all suspected tones (all ANSI/ASA level differences > Kr) was 6 to
14 dB(A). F1-score was higher for larger average ANSI/ASA level differences: For cases
where the energy average of the suspected tones was larger than 9 dB(A), recall was
between 93 and 97% and precision was between 87 and 91%.

e The 100 Hz and 125 Hz 1/3-octave bands at measurement location 2 showed several potential
audible tones that were suggested by the ANSI/ASA method, 17 to 19 percent of the time. The
number of tones detected by the FFT-methods was however minimal. In this case the recall was
often still decent, but the precision was bad. That is why it is also important to look at the energy
average of the suspected tones: in this case it was 5 dB(A), only 1 dB(A) above Kt. These results
suggest that to avoid low precision, it is recommended to verify that the energy average of the
suspected tones (all ANSI/ASA level differences >4 dB(A)) is at least 6 dB(A).

o If all frequencies and locations are generalized, the ANSI-method scored an average 70 to 72%
recall and 62 to 70% precision.

Table 5 ANSI/ASA detected (TP + FP), recall, precision and F1-score for ANSI S12.9-2013/Part 3 with
Kt =4 dB(A), compared to ISO TS 20065. Results are listed together with the tone occurrence (as
detected by FFT-method) for every frequency and location. Rows where ANSI/ASA detected a potential
tone less than 20% of the time are highlighted in grey. The energy average of the suspected tones (all
ANSI/ASA level differences >4 dB(A) is also listed.

) . Energy
oléfa- A(‘)l::?:'ubrlﬁe;%ge ANSI/ASA | average
Location detected ANSI diff. Recall Precision F1-score
ve (ISO TS _
band 20065) (Kr=4) o
diff >4dB)
E|32 Location 2 | 37% AL=9 dB 40% 14 dB(A) 95% 87% 91%
Location 3 | 40% AL=3 dB 43% 6 dB(A) 76% 71% 74%
80 Location 1 | 45% AL=7 dB 46% 9 dB(A) 97% 88% 92%
Hz
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Energy

()1é?a—- A(‘)L::i'ubrlri;%ge ANSI/ASA | average
Location detected | ANSI diff. Recall Precision F1-score

ve (ISOTS _

band 20065) (Kr=4) e

diff >4dB)

100

Hz

125

Hz

160 Location 1 | 28% AL=2 dB 24% 6 dB(A) 82% 86% 84%
Hz

All frequencies & all locations 9 dB(A) 70% 70% 72%

Table 6 ANSI detected (TP + FP), recall, precision and F1-score for ANSI/ASA S12.9-2013/Part 3 with
Kr =4 dB(A), compared to IEC 61400:11. Results are listed together with the tone occurrence (as
detected by FFT-method) for every frequency and location. Rows where ANSI/ASA detected a potential
tone less than 20% of the time are highlighted in grey. The energy average of the suspected tones (all

ANSI/ASA level differences > 4 dB(A) is also listed.

i Energy
C)léfa- occ-L?rneence ANSINSA || BB
Location detected | ANSI diff. Recall Precision F1-score
ve (1EC (Kr=4) | (for
band 61400:11) diff >4dB)
Y =
232 Location2 | 227 OﬁaL 10 40% | 14dB(A) | 93% 90% 92%
Location 3 | 41% AL=4 dB 43% 6 dB(A) 7% 74% 75%
80 Location 1 | 47% AL=8 dB 46% 9 dB(A) 95% 91% 93%
Hz
100
Hz
125
Hz
160 Location 1 | 14% AL=2 dB 24% 6 dB(A) 94% 52% 67%
Hz
All frequencies & all locations 9dB(A) 2% 62% 67%

5. Conclusions & discussion

To address the slight temporal misalignment in the 10-second sampling of the two sound level meters used
for the measurements, the measurement data was resampled to 10-minute time intervals.

When comparing 1/3-octave band survey methods to the IEC 61400:11 and ISO TS 20065 engineering

methods based on FFT measurements, the following conclusions can be drawn.

The engineering methods IEC 61400:11 and ISO TS 20065 show quite similar results regarding tonal
audibility and tonal occurrence. In general, ISO TS 20065 is able to detect more audible tones, albeit that
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for this research it was chosen to not exclude tones below 0 dB audibility, in line with recommendations
mentioned in IEC TS 20065. For frequencies where both IEC 61400:11 and 1ISO TS 20065 detected a
similar audible tone occurrence, the average tonal audibility of all audible tones differed by a maximum of
1 dB.

In general, for survey methods, an assessment according to the ANSI/ASA S12.9-2013/Part 3 standard
performs better than according to the ISO 1996-2:2017 standard, showing higher correlations and a higher
optimal positive/false (F1) scores. In some cases, taking the arithmetic average of the sound pressure levels
for the four adjacent 1/3-octave bands performed marginally better than the average of the two adjacent
1/3-octave bands as stated in ANSI/ASA S12.9-2013/Part 3. However, in other cases with lower tonal
occurrence, it performed significantly worse. Therefore, when using a survey method to assess possible
tonal wind turbine noise it is recommended to use the approach as stated in ANSI/ASA S12.9-2013/Part
3. For the frequencies that were investigated in this study, applying A-weighting of Z-weighting had
negligible results on the outcome for the ANSI/ASA S12.9-2013/Part 3 method, since taking the average
of the two adjacent 1/3-octave bands balances out the effect of A-weighting on the adjacent 1/3-octave
bands.

For location 1, most of the audible tones occurred at a frequency of 72 to 74 Hz, which is close to 71 Hz,
the lower boundary of the 80 Hz 1/3-octave band. Although this was the case, still the tonal audibility
correlated very strongly (p=0.97) with the ANSI/ASA S12.9-2013/Part 3 1/3-octave band method. This
suggest that the ANSI/ASA S12.9-2013/Part 3 method could still be effective at detecting tones close to
the boundaries of the 1/3-octave band. This contrasts with what Sgndergaard and Bastasch [8] found in
their 2021 study.

For ANSI/ASA S12.9-2013/Part 3, the following optimal level difference thresholds Kt were determined
(omitting results with a Pearson correlation coefficient below 0.6):

63 Hz: Optimal Ky = 3.5 - 6.0 dB(A)

80 Hz: Optimal Ky =2.5 - 4.5 dB(A)
100 Hz: Optimal Ky = 3.0 — 3.5 dB(A)
125 Hz: Optimal Kt = unknown due to very low occurrence of these tones in this dataset
160 Hz: Optimal Ky = 3.5 -5.5 dB(A)

These level difference thresholds are considerably lower than the Kt values suggested by ANSI/ASA
S12.9-2013/Part 3 of 15 dB for frequencies between 25 Hz and 125 Hz and 8 dB for frequencies between
160 Hz and 400 Hz. However, the standard states that these are, first of all, possible choices, and secondly,
they are intended to identify prominent discrete tones. The audibility of a prominent tone would exceed
the minimum of AL = 0 dB that was used in this paper. Sgndergaard et al. [9] indicate the tonal audibility
of a prominent tone would be approximately 5 dB. An increased audibility criterium would also result in
higher values for K. The results of this paper indicate that Kr = 15 dB can only detect tones with very high
average tonal audibility (AL > 10 dB), whereas Kr = 8 dB corresponds to a minimum tonal audibility of
approximately 5 dB.

The authors suggest that when using a survey method to assess possible tonal wind turbines noise in the
frequency range between 63 and 160 Hz, ANSI/ASA S12.9-2013/Part 3 with a threshold of K1 = 4 dB(A)
should be applied to identify potential tones with minimum audibility of 0 dB. This approach is
recommended when seeking an equally weighted balance between optimal recall and precision. If precision
is prioritised over recall - ensuring that identified tones are accurate, even at the expense of missing some
- using a higher K, such as 6 dB(A), is recommended. For detecting prominent tones Kt = 8 dB(A) would
be more appropriate, or slightly higher, such as Kt = 10 dB(A), if precision is prioritized over recall.

If an ANSI/ASA level difference larger than Kt = 4 dB(A) occurs at least 20% of the time, it is reasonable
to assume that audible tones might be detectable with a proper narrow band method. Under these
conditions, recall ranged from 76% to 97%. However, precision was more variable, ranging from 52% to
91%. This variability suggests that while the 1/3-octave band data was proficient at indicating the presence
of tones, false positives occurred in 9% to 48% of cases, where tones were indicated but no audible tones
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were actually present. Precision was particularly low when most suspected tones (based on ANSI/ASA)
were near the threshold of 4 dB(A). If the energy average ANSI/ASA level difference of the suspected
tones was larger than 9 dB(A), recall and precision increased significantly: Under these conditions, recall
was between 93 and 97% and precision was between 87 and 91%.

These results provide insight into the relationship between 1/3-octave band survey methods and
narrowband engineering FFT-methods in detecting tonal sounds. However, 1/3-octave band methods
should only be used as an initial indication of a potential tonal noise issues. Peaks observed in a 1/3-octave
band spectrum are not always indicators of tonal components; they may also result from broadband noise.
Especially for peaks with lower average ANSI/ASA level differences one should be cautious before
drawing conclusions about tonality without conducting measurements with a narrow band engineering
narrowband method.
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6. Appendix

Figure 9 shows the distribution of all audible tones (10-second time intervals) by ISO TS 20065 within
each 1/3-octave band.

Figure 10 shows the distribution of all audible tones (10-second time intervals) by IEC 61400:11 within

each 1/3-octave band. The average audibility is higher compared to the 1SO TS 20065 method, but the
overall count of tones is lower.
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Figure 9 The distribution of tones determined by ISO TS 20065 within each 1/3-octave band. The
colour indicates the energy average audibility of the bin. The horizontal axis limits are set to the lower
and upper bounds of the frequency bin. The vertical axis shows the occurrence of audible tones [i.e.
tones with audibility above 0].
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Figure 10 The distribution of tones determined by IEC 61400:11 within each 1/3-octave band. The
colour indicates the energy average audibility of the bin. The horizontal axis limits are set to the lower
and upper bounds of the frequency bin. The vertical axis shows the occurrence of audible tones [i.e.
tones with audibility above 0].
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Summary

Leading edge erosion (LEE) on wind turbine blades is a significant challenge for the wind turbine industry.
It affects the structural integrity of the blades as well as the aerodynamic and acoustic performance. While
there is a lot of research addressing structural integrity and aerodynamic performance, the effects of LEE
on noise emissions remain largely unknown. The goal of this study is to analyze effects of LEE on the
noise emission at airfoil level through wind tunnel testing. Aerodynamic and acoustic measurements were
conducted on an FFA-W3-211 airfoil in the Poul la Cour wind tunnel at DTU Risg Campus, using various
leading edge surface conditions to simulate erosion damage. Two wind tunnel configurations were utilized:
hard walls for capturing aerodynamic lift and drag coefficients, and Kevlar walls for recording far-field
noise with a microphone array. The combined dataset ranges from Reynolds numbers of 1.8 million to 4.5
million and angles of attack from -20 to +20 degrees, with four different leading edge surface conditions
consisting of sandpaper and trip tape (zig-zag tape). The results indicate that in the attached flow regime
there is a strong correlation between the measured drag and the acoustic noise emission. This suggests that
the change in boundary layer properties due to an eroded leading edge is the primary driver of increased
noise generation. A regression model describing the noise increase as a function of drag increase is derived.
This methodology can serve as the basis for future investigations of leading edge erosion and may lead to
new models for noise characterization.

1. Introduction

Leading edge erosion (LEE) on wind turbine blades not only impacts aerodynamic performance but also
affects structural integrity, lifespan, and acoustic emission [1, 2]. LEE is caused by particles hitting the
airfoil leading edge during operation. The effect is considered greater on offshore wind turbines than onshore
due to a larger percentage of operation at maximum tip speed [3]. Keegan et al. provided a review of leading
edge erosion on wind turbine blades, examining potential degradation caused by environmental variables,
with a focus on raindrop and hailstone impacts [4]. The study reports that LEE can become significant after
as little as two years of operation. A more recent review, which includes mitigation measures, was presented
by Mishnaevsky et al. [5].

Several studies have focused on estimating annual energy production (AEP) losses at the rotor or wind farm
level due to erosion. Bak et al. used computational fluid dynamics (CFD) and blade element momentum
(BEM) simulations to investigate how AEP losses are influenced by LEE, rotor control, and wind climate
[6]. The study estimated losses ranging from 0.5-4% AEP depending on wind climate and damage severity.

!Corresponding author - Email: ollyl@dtu.dk
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They noted that fully turbulent flow may not sufficiently model aerodynamic effects of leading-edge damage
(e.g., grooves and bumps). A simplified model, SALT, was later developed to predict AEP losses due to
LEE [7]. Oz¢akmak et al. evaluated multiple prediction models, estimating a 4.3% AEP reduction under
severe erosion [8]. The SALT tool [7] and OpenFAST [9] were compared and found to produce comparable
results for erosion-induced AEP losses. Furthermore, 3D CFD simulations revealed that erosion affects
blade forces beyond the eroded area, highlighting the need for high-fidelity 3D models alongside 2D tools.
Forsting et al. developed a spectral model to represent LEE, showing that complex surface topology can
be mathematically represented as a superposition of regular waves [10]. These erosion patches were used
in 2D CFD simulations, revealing sharp performance losses (reduced lift, increased drag). Gaudern et al.
evaluated LEE impacts on two wind turbine airfoils in a wind tunnel, finding that all erosion configurations
degraded lift and increased drag [11]. The authors noted that using leading-edge tripping as an erosion proxy
fails to capture severe erosion impacts. Performance degradation also varied across airfoil designs . Sareen
et al. reached similar conclusions, reporting 5%—25% AEP losses [1], however, the high end estimate of 25%
has not been reported elsewhere. Maniaci et al. analyzed LEE impacts on U.S. wind turbines using power
curves and uncertainty quantification, finding up to 5% AEP losses for utility-scale turbines and increased
risks due to larger rotors and higher tip speeds [12]. At the wind farm level, Visbech et al. developed a
framework combining damage prediction, aerodynamic loss modeling, and wind farm flow simulations [3].
They found that single-turbine LEE modeling overestimates AEP losses by up to 7%, while wind farm-wide
modeling showed an average 1.4% loss (peaking at 2.7%).

Few studies address noise emissions from LEE. Zhang et al. explored far-field acoustic measurements as a
non-contact monitoring technique [13]. Wang et al. analyzed LEE effects on a 5-MW blade using CFD and
the Ffowcs Williams—Hawkings (FWH) acoustic analogy, reporting higher noise levels for eroded blades (up
to 8 dB increase in overall sound pressure level, OASPL) [14].

This study investigates the aeroacoustic effects of LEE on an FFA-W3-211 airfoil in a wind tunnel. By
coupling aerodynamic measurements with far-field acoustic data from a microphone array, the impacts of
LEE are quantified through correlations between drag and noise. Erosion is simulated using trip tape (zig-zag)
and sandpaper with two different grain sizes. While these surface add-ons force turbulent transition and
imperfectly model LEE [1, 11], they enable the development of a methodology for linking surface-condition
changes to aerodynamic and acoustic performance by providing a dataset with a broad range of drag
coefficients. Since it is well-established that the airfoil boundary layer is a primary driver of trailing edge
noise [15], changes in surface conditions caused by erosion must alter the boundary layer properties and,
consequently, the noise characteristics. This fact is utilized by applying a Strouhal number scaling to the
acoustic results using the boundary layer displacement thickness, calculated from the wake velocity deficit
measured by a wake rake in the aerodynamic tests. With this scaling, the acoustic spectra collapse for
different velocities, surface conditions, and a range of angles of attack, allowing them to be systematically
integrated into overall sound pressure levels (OASPL) for use in regression analysis.

This study was conducted as part of the LERCat project, funded by the Danish Energy Agency and in
collaboration with several industry partners. The goal of the project is to establish a link between LEE
inspection data and aerodynamic losses. To develop a categorization scheme, digital twins were created
from surface scans of real eroded blades, which are used in flow simulations and wind tunnel measurements
to assess their performance impact. The reader is referred to Ref. [16] for more details.

Ultimately, understanding the dynamics of erosion and its connection to acoustic emission will enhance
turbine efficiency and reliability, ensuring optimal energy production and reducing downtime.

This paper is structured as follows: In Section 2, the experimental wind tunnel campaign is described. The
airfoil model, surface conditions, and data analysis methods are presented. In Section 3, the results from the
aerodynamic and acoustic test campaigns are shown and combined using the Strouhal number spectrum. The
OASPL is calculated, and a linear regression analysis is presented. The methods and results are discussed in
Section 4, and the study is concluded in Section 5.
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2. Methods

2.1 Wind tunnel campaign

The experimental investigation was conducted in the Poul la Cour Tunnel (PLCT) at DTU Risg Campus,
employing two different test section configurations to assess aerodynamic and acoustic performance under
varying leading-edge surface conditions. For aerodynamic testing, a hard-wall setup was used, with wall
pressure taps determining the lift coefficient (C!) and effective angle of attack (AoA), while a wake rake was
employed to calculate the drag coeflicient (Cd). A schematic of the setup is shown in Figure 1. Acoustic

Flow direction

e

TR g g g g 3

Pressure side : 4m
——

Suction side

1.510 m

0.80 m

Figure 1 Test section setup in PLCT. White dashed lines mark the position of interchangeable walls;
aerodynamic hard walls with pressure taps or acoustic Kevlar walls.

measurements utilized a Kevlar-wall configuration, allowing far-field noise capture via a microphone array
positioned outside the flow field. Tensioned Kevlar fabric is almost acoustically transparent, confines the
flow, and its high tensile strength makes it suitable for retaining the loads applied by the airfoil model inside
the test section [17, 18].

The airfoil model, an FFA-W3-211 with a chord length of 0.9 m and a span of 2 m, was equipped with 140
pressure taps shown in Figure 2. Pictures of the airfoil mounted in the wind tunnel are shown in Figure 3.
The model was made of aluminum and coated with paint to enable infrared imaging for boundary layer state
detection.

A significant amount of pressure taps were covered by the applied sandpaper, which makes the calculation of
lift coefficient uncertain. Therefore, wall pressure taps were used in calculating the lift coefficient consistently
in all configurations.

The study maintained fixed Reynolds numbers ranging from 1.8 million to 4.5 million, with angles of attack
spanning from -20° to +20°, however some of the surface conditions were only tested at two Reynolds
numbers, see Table 1. The two types, P40 and P400, refer to coarse and fine sandpaper, respectively, with the
coarse type having fewer but larger particles, and the fine type having many smaller particles. In addition,
this study relies on wake rake data for calculating the drag coefficient and displacement thickness, which
further limits the angle of attack (AoA) range to approximately -8 to 11 degrees. For the comparison between
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Figure 2 Pressure tap locations on the FFA-W3-211 profile.
Table 1 Experimental wind tunnel dataset
Type Position [x/c] Re (Aero) Re (Acoustic) AoA (Acoustic)
P40 4PS-3SS 3e6,4.5¢6, 6¢6 3e6,4.5¢6 -15:15
P400  4PS-3SS 3e6,4.5¢6, 6¢6 3e6,4.5¢6 -15:15
77 10PS + 5SS 1.8¢6,3¢€6,4.5¢6,6e¢6 1.8¢6,3¢6,4.5¢6 -15:15
Clean - 1.8€6,3¢6,4.5¢6,6¢6 1.8¢6,3e6,4.5¢6 -15:15

the two test section setups, the effective angle of attack, AoA.ry, was used. The calculation and validation
of AoA, s in the Kevlar wall setup are described in Ref. [19].

Acoustic data was acquired at sample rate 2'* Hz using 20-second recordings and converted into 1/12-octave
band cross-spectral matrices using a Hanning window with 50% overlap. Conventional frequency-domain
beamforming techniques were applied to generated acoustic images [20, 21] using the open-source software
AeroAcoustics.jl [22]. The steering vectors were constructed to produce equivalent free field sound pressure
levels by correcting for wind tunnel effects [23]. The microphone array consists of 84 1/4" B&K microphones
arranged in a pseudo-random pattern and was placed at a distance of » = 2.3 m from the test section centerline
centered at the trailing edge position. The far field noise spectra were calculated from a summation of the
sound contribution within an integration region of the acoustic images covering 0.8 m in span-wise extent
and 0.5 m in chord-wise extent, centered over the trailing edge, see Fig. 4. The results are then scaled
to a result of 1 m span (unit: dB/m span). The trustworthy frequency range of the integrated spectra is
approximately 400 Hz to 3 kHz for this particular airfoil.

The datasets from the aerodynamic and acoustic wind tunnel campaigns were merged by the fixed Reynolds
numbers, geometric angle of attack and descriptions of surface conditions, clean, zz, P40, P400. The
effective angle of attack was calculated in both test section configurations and was also used to match
measurement points.

2.2 Experimental data analysis

The data obtained in the aerodynamic test section setup consisted of lift from wall pressure and drag from
the wake-rake. The lift was computed by integration of the difference of the wall pressure distribution on the
walls facing pressure and suction side of the airfoil. The detailed procedure is described in [24].
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(a) Clean (b) Tripped with Zig-Zag tape

=

(c) P400 sandpaper covering leading edge (d) P40 sandpaper covering leading edge

Figure 3 Images of FFA-w3-211 airfoil with different surface conditions in Kevlar wall configuration.
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Figure 4 Acoustic image at 1000 Hz (1/12 octave band) overlayed with microphone array geometry (white
dots), integration region (hatched square), airfoil leading and trailing edge (black vertical lines). Flow
direction is right to left.

In the case of attached flow, the drag of the airfoil is computed using the method of integration of the wake
flow deficit as proposed in Ref. [25]. At a position sufficiently far downstream of the airfoil trailing edge
where the streamlines passing the edge of the wake deficit are approximately parallel to the mean flow
direction, the sectional drag is computed by the expression

D:p/ylu(ue—u)dy, (D
0

where subscript e refers to the edge, u = u(y) is the velocity profile of the wake deficit, and p is the density
of the fluid, which is assumed constant over the wake rake. y is the direction normal to the tunnel mean flow
and the span of the airfoil model. It is assumed that the wake flow deficit is contained in the region from
y=0toy=y,ie. u(0) =~ u, and u(y;) ~ u.. The drag is related to the missing momentum flow by

D = pu?@wr, 2)

where 6,,, is the momentum thickness based on the wake flow deficit. Eq. (2) was derived by combining Eq.
(1) and [26, Eq. 17.14].

The momentum thickness based on the boundary layer flow profile close to the trailing edge of an airfoil
is a measure for the turbulence scales that generate trailing edge noise. Hence, it can be used to scale the
spectral content of the emitted trailing edge noise. In the absence of boundary layer profile measurements,
the momentum thickness based on the wake flow deficit can be used as a measure for the turbulence scales
that generate trailing edge noise, because the boundary layer flow profiles are directly related to the wake
flow deficit in attached flow conditions.

It is more common to use the displacement thickness for spectral scaling of trailing edge noise [27]. The

displacement thickness based on the wake deficit, ¢},,, is not as directly related to the drag as the momentum

thickness, but it can be computed as function of the wake flow deficit by

5 = /yl (1 - 1) dy. 3)
0 Ue

Eq. (3) was derived from [26, Eq. 17.9] and the assumption that the density is constant in the wake flow
deficit. Following the argumentation above, it is assumed that the displacement thickness based on the wake
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deficit is an equivalent measure of the turbulence scales generating trailing edge noise as the displacement
thickness based on boundary layer profiles. In the following ¢, is denoted 6*.

The acoustic far field data, acquired from acoustic images, consists of trailing edge noise spectra in 1/12-octave
band levels scaled to 1 m span. To compare configurations (Reynolds number, angle of attack, and surface
condition), the spectra are scaled by the Strouhal number, based on the boundary layer thickness [27],

Li/12.5catea = L1y12 = 50 - 1010 (Moo /Mo ) — 20 - log,o (rres/r) — 10 - log, (6*/6:«<ef) 4)
St=f-6Us, )

where M, and U are the free stream Mach number and velocity, respectively, r is the measurement distance,
and the subscript re f refers to the chosen scaling reference values close to the mean of each variable:
M,y =0.15r7=1m, 5jef = 0.0055 m, and » = 2.3 m in all acoustic measurements.

The overall sound pressure level (OASPL) is calculated in order to reduce the data and make a simplified
regression model. The integrated spectra are summed within a range of Strouhal numbers, based on the
range where the scatter of the scaled sound pressure levels is less than 1 dB. Additionally, the trustworthy
frequency range of the acoustic measurements are also required to find the range of summation,

flaw = (Stlaw : Uoo)/6* ,lf > flow,trust (6)
Tnigh = (Sthigh - Uso) 07 ,if < frigh.trust (7
OASPL =" Lijn2 (fiow: fiign) (8)

OASPLscaled = OASPL - 50 * loglo(Moo/Mref) - 20 ° loglo(rref/r) - 10 ‘ 10g10(6*/6j€f) (9)

The noise and drag increase is then calculated by using the clean surface condition as reference,

AOASPL = OASPLscaled,x - OASPLscaled,clean (10)
Cd,
ACd = , (11)
Cdclean

where x denotes one of the surface conditions zz, P40 or P400.

3. Results

3.1 Aerodynamic results

First, the traditional aecrodynamic coeflicients, lift C/, drag Cd, and lift-to-drag ratio Cl//Cd is shown in
Figure 5 for multiple Reynolds numbers and airfoil surface conditions. As expected, the clean airfoil attain
highest max lift, lowest drag, and therefore largest glide ratio. The zig-zag tape and P400 sandpaper perform
very similar and P40 sandpaper has as expected, the largest performance penalty. The wake rake velocity
deficit is shown in Figure 6 for two AoAs and at fixed Reynolds number 3e6 for the four surface conditions.
Since the drag coefficient is calculated based on the velocity deficit, it is again clear, that P40 has the largest
deficit area and clean has the smallest. A skewing of the deficit is also visible especially for AoA = 6
degrees. The displacement thickness 0* calculated from the velocity deficit is shown in Figure 7. The trends
observed for the drag coeflicient in Figure 5 is also visible here. As expected, the displacement thickness
decreases with increasing Reynolds number (seen most clearly for the clean case). It also seems that the
mutual difference between surface conditions decrease with increasing Reynolds number, especially near an
operational AoA of 6 to 8 degrees.

3.2 Strouhal number scaling

The Strouhal number scaling (defined in Eq. (4-5)), is used in Figure 8 to plot spectra for the four surface
conditions at two Reynolds numbers 3e6 and 4.5¢6 and angles of attack ranging from O to 8 degrees. For
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Figure 6 Velocity deficit from wake-rake.

fixed AoA, the Strouhal number is very good at capturing the scaling over two Reynolds numbers. Using
a Mach number scaling of M2, is clearly a good match, which agrees with theory and empirical studies.
Using 6" as a characteristic length scale in the Strouhal number is also good at capturing the Reynolds
number dependence. It is, however, clear that there is a systematic dependence on AoA that is not captured
by the scaling approach. With increasing AoA, the slope of all of the surface conditions increases, producing
more acoustic energy in the low frequency end of the spectrum and less in the high frequency end. This
behavior is well described in the literature and can be attributed to the increasingly thicker boundary layer
at higher angles of attack, and consequently larger turbulent length scales and vortical structures. One
obvious consequence is a higher overall sound pressure level, with a larger contribution coming from the low
frequency end of the spectrum.

3.3 Overall Sound Pressure Level and regression analysis

Finally, the scaling of the experimental data and summation into Overall Sound Pressure Level (OASPL),
facilitates a simple regression analysis. The available dataset consists of two Reynolds numbers 3e6 and
4.5e6 in the range AoA. sy = —7 — 10. The scaled OASPL is calculated according to Eq. (9) and shown in
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Figure 8 Strouhal plots for each surface type for Reynolds numbers 3e6 and 4.5¢6 and positive AoAs.

Figure 9. There is a clear trend of increasing overall sound pressure level (OASPL) with increased drag, as
expected. However, a group of outliers is observed, particularly for AoAs above 6 and below -5 degrees,
indicating that the scaling method does not capture the physics well near flow separation conditions.

A subset of AoA.rr =5 —9 degrees was chosen, to focus on typical operational condition, and limit the
spread observed in Figure 8 and 9. Using Eq. (10-11), a linear regression line is calculated,

AOASPL = —6.5+6.75 - ACd[dB] (12)

With R? = 0.833, see Figure 10. To arrive at this equation, a subset of the original data was used, and two
data points were excluded. The two points are both at a Reynolds number of 3e¢6 and AoA = 8 degrees.
Looking at Figure 8, there is a discrepancy in the clean data around AoA = 8, which is not observed for the
other surface conditions (P40 has no data at this AoA). This suggests that the chosen range of AoAs for
the regression analysis might be too large and that the scaling does not capture the physics well for AoAs
nearing flow separation. One possible explanation is that the clean airfoil lacks forced tripping, and the
transition point from laminar to turbulent flow changes significantly between Reynolds numbers 3e6 and
4.5e6 near flow separation.

Despite the potential bias and uncertainties in the analysis, an R?> = 0.833 indicates a correlation between
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Figure 9 Scaled Overall Sound Presure Level (OASPL) as function of drag for two Reynolds number 3e6
and 4.5e6.

noise and drag as expected from the initial hypothesis.

4. Discussion

A significant uncertainty in the analysis is the observed variation with angle of attack. Hutcheson et al. also
observed AoA variations in their wind tunnel campaign, with an increase in low-frequency noise due to a
thicker boundary layer on one side and a thinner one on the other [28]. There is an asymmetry between
the boundary layers on the suction side and pressure side that is not captured by the velocity deficit and,
consequently, the 6* scaling. We observe the same effect, but scaling with the displacement thickness does
not collapse all the data. This indicates that different scales of turbulence are responsible for trailing edge
noise emission in different frequency ranges, but not all of them scale with the displacement thickness. The
so-called BPM study [27] introduced an empirical angle of attack term to compensate for this limitation. One
obvious drawback of using ¢*, or any other measure of boundary layer thickness, is the lack of information
about the frequency content. It is possible to imagine two different boundary layers with the same 6* but
completely different spectra. In this domain, where there is a lack of knowledge about leading-edge erosion
and noise, it would be beneficial to address and model the effects of LEE on the spectral level. This is also an
issue with the overall sound pressure level metric, since it cannot be used directly to model sound emission
from a wind turbine, which requires a frequency spectrum to correctly account for propagation and air
absorption. The use of zig-zag tape and sandpaper as a proxy for LEE does not accurately represent actual
erosion, as reported by several studies. It was observed that zig-zag tape and P400 sandpaper exhibited very
similar aerodynamic and acoustic performance. Interestingly, they force flow transition in different ways;
zig-zag tape has both forward-facing and backward-facing steps, while sandpaper, which covers the full
leading edge, only has a backward-facing step. Is the observed drag increase a consequence of the step or
the actual change in roughness, and at what limit does it change? With additional data and more realistic
erosion damage, it might be possible to better answer this question.

5. Conclusion

Multiple wind tunnel campaigns using aerodynamic and acoustic test section configurations were conducted
on an FFA-W3-211 airfoil at Reynolds numbers from 1.8¢e6 to 6¢6, using four different surface conditions:
clean, zig-zag tape, and two types of sandpaper to model leading-edge erosion. The drag was calculated
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from a wake rake in the aerodynamic setup, and the far-field noise was captured using a microphone
array in the acoustic setup. The combined measurement dataset was scaled by the Strouhal number, using
the displacement thickness 6%, calculated from the wake-rake velocity deficit. The presented data scales
consistently according to the physical laws derived from classical aeroacoustic theory, i.e., the M2 law. The
scaling provided good agreement of measurements across Reynolds numbers but failed to capture the angle
of attack dependence. Using a subset of the data, a linear regression analysis was performed, revealing a
simple relationship between the overall noise increase and drag increase with a correlation of R? = 0.833.
This result can be used at a high level to guide the need for maintenance and calculate approximate annual
energy production losses. Note that the data basis is limited to one airfoil shape, and more experimental
data are needed to validate the generality of the findings. This study has provided methodological advances
toward understanding the effects of leading-edge erosion on noise. Future studies can use these methods
to evaluate real erosion cases, preferably with detailed information about boundary layer thickness and its
spectra. Additionally, other airfoil models should be tested to validate the findings of this study.
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Summary

The PIBE project aimed to improve wind turbine noise prediction methods and to explore new solutions
for noise reduction. This five years project (2019-2024) brought together French experts in aeroacoustics,
sound propagation, experimental noise characterization and wind engineering, and was structured around
three work packages. The first one aimed to study amplitude modulation phenomena and focused
particularly the characterization of dynamic stall noise. Specific aerodynamic and acoustic measurements
were carried out in a wind tunnel, showing the influence of several stall regimes on noise production. The
second work package focused on quantifying the uncertainties due to variabilities of environmental
parameters of noise prediction methods. It developed an open-access online application (WindTUNE) that
guantifies uncertainties on noise prediction of a wind farm, and a parametric and uncertainties calculation
tool for the engineering application Code-TYMPAN. This work package also produced a large open-access
database of a 410 days campaign of meteorological and acoustical measurements around a wind farm. The
last work package investigated new noise reduction solutions based on modified leading and/or trailing
edges. The efficiency of these solutions were characterized in a wind tunnel, both acoustically and

1 Corresponding author — Email: david.ecotiere@cerema.fr
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aerodynamically. The paper presents the main results obtained at the end of the project. A specific focus
is made on the outcomes freely available online.

1. Introduction

Wind power is one of the energy sources contributing to the energy transition needed to combat climate
change, but despite a strong growth in the sector in recent decades, it sometimes faces opposition from
wind farm neighbours who often cite noise as a potential nuisance. In this context, first French collaborative
research project on wind turbine noise (WTN), the PIBE project (2019-2024) aimed to improve prediction
methods for WTN and to explore new solutions for noise reduction [1]. The project was structured in three
work packages (WP). The first one studied the amplitude modulation phenomena of WTN, which is known
to be a possible source of annoyance when they occur. The second one focused on quantifying the
variability of noise predictions and its associated uncertainties. The last one aimed to study and propose
new noise reducing devices, using blades with modified leading and/or trailing edges.

2. WP 1: characterizing the amplitude modulation phenomena

Local stall can occur on wind turbine blades during the upper part of the rotation when a strong wind shear
or another source of inhomogeneous inflow, such as yaw or topography, occurs. Periodic separation and
reattachment of the boundary layer can then appear on the wind turbine blade suction side during its
rotation. Stall noise is then associated with a strong low-frequency increase that could explain the strong
amplitude modulations of WTN that are commonly observed around wind farms. WP1 aimed to
characterize dynamic stall noise in controlled conditions. It investigated noise created by a pitching airfoil
for which the origin of the noise is not clearly identified compared to static airfoil. Some experiments were
conducted in an anechoic wind tunnel on a NACA 0012 airfoil equipped with pressure taps, and NACA
633-418 airfoil, more representative of the outer part of wind turbine blades, both in the static and dynamic
regimes, with synchronous acoustic and flow measurements. The airfoil was placed facing the flow at an
oscillating plate (Figure 1Figure 1:-a) and several microphones recorded the far-field noise radiation, while
pressure sensors measured steady and fluctuating wall pressures at the airfoil surface. Figure 1-b shows an
example of noise radiation for an airfoil oscillating at the frequency f 0, a flow speed U=50m/s and for
reduced frequency k=nf 0 ¢/U=0.01 . The results exhibit specific noise regimes corresponding to several
types of flow boundary layer separation around the airfoil, and to an hysteretic evolution of the lift
coefficient of both the oscillating airfoil and static airfoil cases (Figure 1-c). The database of experimental
data (flow and acoustic measurements) is available online [2] (see [3][4] for more details about WP1
results).

1.2 e Static
— e = 0.005

— = 0.01

0 10 20 30

Figure 1 a) Experimental setup in an anechoic openjet facility ; b) phased-averaged spectrograms of
acoustic pressure (k=0.01,U=50m/s) ; c) phased-averaged lift coefficient for the oscillating airfoil at
different reduced frequencies k (U=50m/s) and angles of attack «,.
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3. WP 2: estimating the variability of wind turbine noise

Atmospheric and ground properties influence sound propagation. The aim of WP2 was to study the
variability and uncertainties due to the temporal fluctuations of these phenomena on the estimation of the
sound pressure level (SPL) at local residents. Two approaches were adopted in the project (more details
about WP2 results can be found in [5]).

The first one consisted in collecting and building up a large experimental database thanks to a 410 days
long-term measurements campaign near a French wind farm [6]. 57 million sound levels and 100ms
acoustic spectra [6.3 Hz; 20kHz] have been collected at 5 locations from 350m to 1.3km to the wind farm,
together with 10min meteorological data (wind, temperature, turbulence) and wind turbines operational
data (production, blades settings...). Two supplementary 10 days observation periods at two seasons
included additional devices. The data have been put available online [7].

The second approach was to develop two models capable of estimating the variability and uncertainties of
noise prediction, one based on a precise physical model, while the other is based on an engineering model.
The two methods consists in modelling noise levels at receiver for many scenarios of influent input
parameters thanks to a quasi-Monte Carlo sampling that enables to build the probability density function
(PDF) of the SPL induced by of uncertain or fluctuating input parameters. The physical model developed
in the project results from the coupling of an emission model [8] and a Wide-Angle Parabolic Equation
(WAPE) propagation model [9][10][11]. It has been experimentally validated satisfactorily against the
field measurements collected during the long-term campaign [5][12]. In order to get a fast model suitable
to the Monte Carlo process, that requires thousands of simulations at prohibitive calculation costs, a
metamodel was trained with a set composed of SPL maps calculated from the physical model and generated
via a Latin-Hypercube-Sampling design in the space of input parameters. This metamodel has been finally
implemented in the web application WindTUNE [13][17] developed during the project, that allows to
estimate uncertainties of WTN prediction [14][15]. The second approach to quantify SPL dispersion of
WTN was done by means of a numerical design of experiment using a Parametric Calculation Tool based
on an engineering open-source software of noise prediction [16].

4. WP3: reducing noise emission at the blades

WP3 focused on research of devices that minimize the aerodynamic noise emission. Trailing-edge
serrations, and leading-edge modified as tubercles or wavy shape, are recognized as mitigation means for
the broadband and/or tonal noise of airfoils. However, their application to large wind turbines seems to be
very rare. WP3 carried out experiments to assess both technologies on a NACA-0012 in static and dynamic
stall conditions, following a similar protocol as described at section 2. Various versions of the baseline and
modified NACA 633-418 airfoil have been 3D-printing manufactured (Figure 2-a).

OASPL (dB)

a) b) 0 01 02 03 04 05 06 0.7 08 09 1
N1 N2 N3 N4 N5 N6
Figure 2 a) Baseline (N1) and modified versions of the NACA-0012 used in the experiment ; b) Cyclic
time variations of the filtered OASPL [75 Hz-1kHz] (microphone in the orthogonal plane to the flow
direction).

A clear overall reduction of the noise pattern was found (Figure 2-b) with the smaller-wavelength tubercles
of the airfoil of wavy leading-edge and serration wavelength 10mm (N5), making this design a promising
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candidate for noise mitigation in applications. In particular, lower-noise region is formed between the
comparatively louder events at separation and at reattachment [3].

5. Conclusions

The outcomes of the projects are multiple [17] and provide a better understanding of WTN emission and
propagation, and on the potentiality of new noise reducing solutions: model for predicting WTN
propagation, a database of experimental data on the wind tunnel characterization of noise due to dynamic
stall at blades, a database of experimental acoustical and meteorological data around a wind farm, a web
application for estimating the uncertainties of WTN, a package to estimate the uncertainties of noise
prediction on an engineering software, investigations of new solutions for reducing WTN emissions.
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Summary

This study introduces a straightforward modification to the widely utilized Brooks, Pope, and Marcolini model
to include trailing edge noise reduction add-ons for wind turbine blades. The method involves fine-tuning
specific model parameters using wind tunnel data. The findings show that this approach can accurately
replicate the experimental noise spectra, including peak Strouhal number, shape, and level. Additionally, our
validation against two sets of experimental measurements of conventional airfoils showed that the noise
component introduced by Brooks and colleagues, which accounts for noise behavior as a function of the
angle of attack, results in poorer simulation outcomes. Indeed, we observed that the experimental sets
used by Brooks et al. to develop their model display different noise behavior with varying angles of attack
compared to the two datasets we utilized. Including the angle of attack dependent source term led to poorer
predictions across all cases in the two datasets we analyzed.

1. Introduction

Wind turbine noise is a disadvantage that hinders the deployment of onshore wind turbines. Regulations are in
place to limit people’s exposure to this noise. To comply with these regulations, wind turbine operators often
reduce rotor speed, which decreases noise but also lowers energy production. To enhance the commercial
appeal of their turbines, manufacturers must consider noise during the design phase, balancing performance
and noise emission. The boundary layer turbulence passing the trailing edge is considered the primary
noise source for wind turbine applications [1]. To further improve noise reduction, various trailing edge
add-ons, including serrations, brushes, fences and extensions with permeable and elastic materials, have
been developed [2]. The design of wind turbine blades depends on fast engineering methods that model
blade noise, including trailing edge noise reduction add-ons.

For conventional blades, noise modeling ranges from simple empirical one-equation models to computational
aeroacoustic simulations that capture both the flow field and acoustic disturbances around wind turbine blade
[3]. A balance between accuracy and computational effort can be achieved with semi-empirical methods,
which segment wind turbine blades and treat them as two-dimensional airfoil sections that generate sound
sources [4, 5]. The Brooks, Pope, and Marcolini (BPM) model [6] is the most widely used in industrial
practice for predicting these sectional sources. Brooks and colleagues developed semi-empirical models to
predict airfoil self-noise, utilizing both theoretical studies and acoustic measurement data. The modeled
noise mechanisms encompassed turbulent boundary layer trailing edge (TBL-TE) noise, laminar boundary
layer vortex shedding noise, separation stall noise, trailing edge bluntness vortex shedding noise, and tip

Corresponding author - Email: marco.caboni @tno.nl

Page | 1



vortex formation noise.

Only a limited number of studies have explored quick engineering modeling techniques for trailing edge
mitigation add-ons. Notably, Mayer et al [7] and Lyu and Ayton [8] developed rapid noise prediction models
for serrated trailing edges using new analytical formulations. Wang et al [9] developed a semi-empirical
model for predicting rotor noise, which includes blade add-ons. The model relies on spectral corrections
that were calibrated using wind and field measurements, as well as computational aeroacoustics simulations.

This paper aims to present a straightforward method for modifying the widely used BPM model to incorporate
the effects of generic trailing edge noise mitigation add-ons for wind turbine blades, for which wind tunnel
data is available. The methodology involves fine-tuning certain BPM parameters to align the model output
with wind tunnel data.

2. Methods

2.1 Brooks, Pope, and Marcolini’s model for turbulent boundary layer trailing edge noise

Brooks et al [6] developed shape and amplitude functions to describe the 1/3-octave spectral characteristics
of the TBL-TE noise mechanism. Mirroring the behavior of the measurements shown in the example in
Figure 1, the modeled spectra display a concave down, parabola-like shape, defined by a peak frequency (or
Strouhal number), shape, and level. Brooks et al [6] empirically derived the spectral shape and amplitude
functions from an extensive database of acoustic measurements conducted on various NACA-0012 airfoil
blade sections with different chords, Mach and Reynolds numbers, and angles of attack.

T T TTTT I T T 1 LI Ii
Data o0 TBL-TE pressure side

T
; Total prediction & Separation
70 |— © TBL-TE suction side —
SPLis g0l
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x2o0
50%o °
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10 20

1
Frequency, kHz

Figure I  Example of comparison between measured and predicted spectra of turbulent boundary layer
trailing-edge noise. Image reproduced from Brooks et al [6].

The derivation of the BPM model for turbulent boundary layer trailing edge noise, as described by Brooks
et al [6], began with calculating a scaled sound pressure level for each experimental condition from the
referenced database. This is done by subtracting a semi-empirical scaling function, which is based on the
analysis by Ffowcs Williams and Hall et al [10], from the total sound pressure level, as follows:

(1)

r

(5;%M5L)
Scaled SPL(1/3) = SPL(1/3) - IOIOg

As seen in Eq. (1), the scaling function is proportional to the fifth power of the Mach number (M), the
trailing edge boundary layer displacement thickness on the suction side (d5), and the span-wise length
wetted by the flow (L), while being inversely proportional to the square of the observer distance (r.). The
relationship between the scaling function and the fifth power of velocity has been confirmed in several
studies Brooks et al [6]. Brooks and his colleagues used Eq. (1) to calculate scaled spectra for various
experimental conditions, including different Mach and Reynolds numbers, as well as angles of attack. If the
scaling function alone could account for noise variations due to these factors, then all the scaled levels for the

different conditions would converge in a single scaled spectra. However, this was not the observed behavior.
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The scaled spectra did not converge into a single profile. Therefore, Brooks et al. introduced additional
shape and amplitude functions to complement the scaling function and better match the experimental results.

The derivation of the spectral shape and amplitude functions was intended to model the measured scaled
spectra based on variations in the free-stream velocities, Reynolds numbers, and angles of attack. The
scaled spectra, according to Eq. (1), were initially modeled for scenarios with a zero angle of attack and
varying free-stream velocities and Reynolds numbers. Two equations, including the scaling function from
Ffowcs Williams and Hall and tuned shape and amplitude functions, were introduced to account for equal
contributions of the pressure and suction sides to the total spectrum, assuming that each side of an airfoil
produces TBL-TE noise independently. However, the shape and amplitude functions developed for a zero
angle of attack were found to misrepresent the scaled spectral behavior in cases with varying angles of attack.
Indeed, according to the zero angle of attack shape and amplitude functions, with an increasing angle of
attack, the scaled peak Strouhal number would remain constant, the scaled peak level would decrease, and
the scaled spectral shape would broaden at the peak. The experiments showed the opposite behavior. To
compensate for this, Brooks, Pope, and Marcolini developed an additional angle-dependent noise component,
using different shape and amplitude functions, which these authors referred to as “separated boundary layer
noise contribution”. Although labeled as a “separated boundary layer noise contribution”, this component
was intended to be active for non-zero angles of attack, including those well below the threshold for trailing
edge separation

Thus, based on the BPM model, the total TBL-TE and separation noise spectrum in a 1/3-octave presentation
is calculated, as detailed in Eq. (2), by adding the noise contributions at zero angle of attack from the
pressure side (Eq. (3)) and the suction side (Eq. (4)), as well as the angle-dependent noise contribution (Eq.
(3)).

SPLror = 101og(105PLe/10 4 10SPLs/10 4 1(SPL,/10) )
5;M5L5h Stp
SPLp = 1010g — 1+ Al—1|+ (K] _3)+AK1 (3)
re Sty
8*M>LD St
SPLs = 1010g(s—2h + A aach + (Kl _ 3) (4)
Te Stl
SiM>LD,, St,
SPLQ = 1010g —2 + Bl—| + K2 (5)
re StZ

The individual contributions to the total noise spectrum are determined by the aforementioned scaling
function derived from the analysis by Ffowcs Williams and Hall ef al [10], spectral shape functions (A and
B), and amplitude functions (K, K; and AK7). The spectral shape functions depend on the ratio of the
Strouhal numbers (St,, and St,) to their peak values (St; and Sty) and the Reynolds number. Figure 2 depicts
the shape function A, characterized by a concave downward parabolic shape that is symmetrical around
St/Stpeak = 1. The width of this shape varies with the Reynolds number. Indeed, the shape functions are
provided for both the maximum and minimum Reynolds numbers, as available from the experiments used
to develop this function. Interpolation is required to determine the shape function for any given Reynolds
number.

2.2 Parameterization of Brooks, Pope, and Marcolini’s model for turbulent boundary layer trailing
edge noise

The aim of this work is to largely retain the equation structure of the BPM’s TBL-TE noise model, developed
for conventional airfoil shapes, and adjust some of its parameters to model the noise of airfoils with noise
mitigation add-ons. As explained in the validation section reported below, we found that better results
are obtained by omitting the aforementioned angle-dependent noise contribution. Therefore, Eq. (5) was
excluded from the equation structure, relying solely on Eq. (3) and Eq. (4).
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Figure 2 Spectral shapes A as functions of the ratio of the Strouhal number to its peak and Reynolds
number. Image reproduced from Brooks et al [6].

The BPM’s TBL-TE noise model defines the spectral shape using shape functions, such as the one shown in
Figure 2. This spectral shape was empirically determined using measurements on a conventional airfoil.
To capture the spectral shapes of airfoils with noise mitigation add-ons, we modified the original spectral
function by defining an alternative spectral function using Eq. (6):

t e
A= —20(10g(StS k)l_l) 6)
pea

where I is the value of St/St,eax at A = -20 dB, and e is the function’s exponent. Thus the spectral function
in parameterized by means the parameters e and /. Figure 3 compares the original spectral function to the
parameterized one. As mentioned above, the original BPM’s TBL-TE noise model extrapolates the spectral
function for the actual Reynolds number using two empirical spectral functions, A,,,x and A,,;,, respectively
determined for the maximum Reynolds number and the minimum Reynolds number. Figure 3 shows the
shape functions at the maximum and minimum Reynolds numbers, the interpolated shape function at a given
Reynolds number, and the parameterized shape function determined to match the interpolated function as
closely as possible. The comparison demonstrates that the parametric spectral function has good flexibility
and effectively captures the original function. To capture the noise of airfoils with trailing edge add-ons, the

A
min
.\
max
—interpolated ||
—— parametrized

1 15 2
log(StSt ) ]

Figure 3 Spectral shape functions at the maximum and minimum Reynolds numbers, Apq, and Apin, the
interpolated shape function at a given Reynolds number, and the parameterized shape function.

spectral shape alone is not sufficient. The spectral peak Strouhal number and level also need to be modeled.
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The spectral peak Strouhal number St; is directly a parameter in Eq. (3) and Eq. (4). The level is adjusted
using the K| parameter, which in the original model is a function of the Reynolds number and also appears in
Eq. (3) and Eq. (4). Since St; and K are direct model parameters and the parametric spectral function can
closely matches the original, as shown in Figure 3, the parametrization, with proper tuning of the parameters,
is able to align with the original BPM model.

In summary, the proposed modification of the BPM’s TBL-TE noise model is based on four parameters: e, 1,
St1 and K. Figure 4 illustrates the individual impact of these parameters on the predicted sound pressure
level using a generic test case. The parameters e and I affect the broadness of the spectrum around its peak
and the slope of the spectrum towards its peak. The parameter St; shifts the spectrum in the frequency
direction (i.e., along the x-axis), while K shifts it in the sound pressure level direction (i.e., along the y-axis).

NACA-0018,U=20m s, AoA=0" NACA-0018,U=20m s, AcA=0°

60 60
——SILANT (e=3,1=07, St, = 0.3, K, = 128) ——SILANT (e =3,1=0.6, St, =0.3, K, = 128)
55(|+ SILANT (e =4,1=0.7, St =03, K, =128)| - 55|~ SILANT (e=3,1=0.7, St =03, K, =128)| -
SILANT (e =5,1=07, St, = 0.3, K, = 128) SILANT (e =3,1=0.8, St, =0.3, K, = 128)
50 1 50 ]
T w
o o
3 3
o 45¢ 1 o 45¢ 1
Al [aV]
® ®
m“ 40 B 7 m“ 40 B bl
S, e S, e
5 =T ® T
2350 1 2350 ]
— —
o o
n n
30+ 1 30+ ]
25 ; 1 25+ 1
20 L ¥ 20 |
10 10° 10" 107" 10° 10!
f [kHz] f [kHz]
60 NACA-0018,U=20m s, AoA=0" 60 NACA-0018,U=20m s, AcA=0"
——SILANT (e =3,1=07, St, =0.27, K, = 128) ——SILANT (e=3,1=07,St, =0.3, K, = 124)
55+ SILANT (e=3,1=07,8t, =03, K, = 128) | | 55+ SILANT (e=3,1=07, St =03,K, = 126)| 1
SILANT (e =3,1=0.7, St, = 0.33, K, = 128) SILANT (e=3,1=0.7, St = 0.3, K, = 128)
50+ 1 50 .
T T
o o
= =
o 451 1 o 451 1
[aV] (aV]
® B
o 40 . 5 40f 1
k= e S,
o < o
=350 1 =350 .
—l -
o o
n wn
30+ 1 30+ ]
251 . 251 1
20 L 20 \
107" 10° 10 107 10° 10'
f [kHz] f [kHz]

Figure 4  Individual impact of parameters e, I, St; and K| on the predicted sound pressure level.
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3. Results

3.1 Validation of Brooks, Pope, and Marcolini’s model for turbulent boundary layer trailing edge
noise against the BANC database

The Benchmark Problems for Airframe Noise Computations (BANC) database [11-14] provides validation
data for TBL-TE noise. The database include measurements from the Institute of Aerodynamics & Gas
Dynamics (IAG) at the University of Stuttgart, DLR Braunschweig, the University of Florida (UFL) and
Virginia Tech University (VTST). Table 1 summarizes the tested conditions. The NACA-0012 airfoil was
utilized for the first four cases, the DU96-W-180 airfoil for case 5, and the NACA-64618 airfoil for cases 6
and 7. The boundary layer was tripped for cases 1 through 5, whereas cases 6 and 7 feature natural transition.
Information on the tripping devices used for cases 1 through 5 is reported by Herr et al [11].

Table 1 Tested airfoils and conditions in the BANC testcase.

case airfoil U[ms'] AoA[°]
1 NACA-0012 56 0

2 NACA-0012 54.8 4
3 NACA-0012 53.0 6
4 NACA-0012 37.7 0
5 DU96-W-180 60.0 4
6 NACA-64618 45 -0.88
7  NACA-64618 45 4.62

Figure 5 illustrates the influence of the Mach number’s power on the scaled 1/3-octave spectra for cases
1 and 4. Both cases involve the same NACA-0012 airfoil and a zero angle of attack, differing only in the
free-stream velocity. The scaled levels are calculated according to Eq. (1), with the exponent of the Mach
number ranging from 4 to 7. The displacement thickness on the suction side, as estimated with RFOIL
[15] under experimental conditions, is used for normalization. Figure 5 illustrates that a better collapse of
the scaled levels is achieved using an exponent of five, confirming the Ffowcs Williams and Hall scaling
function, as used in the BPM’s TBL-TE noise model, is proportional to the fifth power of the Mach number.

Figure 6 presents the scaled 1/3-octave spectra for cases 1, 2, and 3. These cases involve the same airfoil
and roughly the same free-stream velocity (see Table 1) but differ in their angles of attack. The fifth power
of the Mach number and the displacement thickness on the suction side, as estimated with RFOIL under
experimental conditions, are used for normalization. It is observed that as the angle of attack increases,
the peak Strouhal number rises, the peak level decreases, and the spectral shape broadens at the peak.
This behavior is not consistent to the one observed by Brook and colleagues which they modeled with the
aforementioned additional angle-dependent noise component. Indeed, Brooks and colleagues observed that
as the angle of attack increases, the peak level rises, and the spectral shape becomes less broad at the peak.
To emphasize once more, this analysis was performed on scaled spectra that already take into account Mach
number and boundary layer thickness scaling.

Given that the behavior of scaled spectra for varying angles of attack differs between the BANC database and
the BPM database, the BPM model should better align with the BANC cases when the angle-dependent noise
contribution is excluded. To verify this, we examined the effect of including and excluding this contribution
on the total sound pressure level using the BANC database.

Figure 7 and Figure 8 show comparisons between the experimental and simulated sound pressure levels for
BANC test cases 1 through 7. Simulations are performed using two codes that implement the BPM’s TBL-TE
noise model: SILANT [16] and NAFNoise [17]. For both codes, we present the predicted total noise,
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including and excluding the angle-dependent noise component. The results without the angle-dependent
noise component are labeled as “noSPLalpha”. It is observed that the angle-dependent noise component
results in an overestimation of the noise level (up to 5 dB) for the BANC cases with non-zero angles of
attack. Better agreement is indeed achieved by omitting this component for cases 2, 3, and 7. In case 5, the
experimental spectrum does not include the peak, making it impossible to assess whether the exclusion of
the angle-dependent noise component led to better results.

Figure 9 presents the overall sound pressure levels for BANC cases 1 to 5. Omitting the angle-dependent
noise component results in better agreement for all cases.

3.2 Modification of Brooks, Pope, and Marcolini’s model for trailing edge noise mitigation add-ons
using the A-tunnel NACA-0018 database

In this section, we present the modification of the original BMP model to include the trailing edge noise
mitigation of a confidential add-on, which was applied to the nominal NACA-0012 profile and acoustically
measured in the A-tunnel at TU Delft. During the same campaign, measurements were also conducted on
the nominal NACA-0012 airfoil. Figure 10 shows the scaled spectra from measurements of the nominal
airfoil and one with the trailing edge noise mitigation add-ons. Because the trailing edge boundary layer
displacement thickness remains unaffected by the add-ons, RFOIL is utilized to determine this thickness for
both the nominal airfoil and the one with add-ons. In both cases, as the angle of attack increases, the peak
Strouhal number rises, the peak level decreases, and the spectral shape broadens at the peak. This behavior
1s consistent with the observations reported above for the BANC cases.

Figures 11 and 12 present comparisons between the experimental and simulated sound pressure levels for
angles of attack from zero to ten degrees. Simulations are performed using SILANT. The predicted total
noise, both including and excluding the angle-dependent noise component, is shown. The results without
the angle-dependent noise component are labeled as ‘noSPLalpha’. It is observed that the angle-dependent
noise component leads to an overestimation of the noise level for cases with non-zero angles of attack. As
seen with the BANC cases, better agreement is achieved by omitting this component.

The four previously mentioned parameters were adjusted to closely match the measured 1/3-octave spectra
of the airfoil with trailing edge noise mitigation add-ons to the modeled spectra. Figures 11 and 12 illustrate
the strong agreement between the experimental and simulated spectra for airfoils with noise mitigation
add-ons, achievable through parameter tuning. Figure 13 shows the values of the model parameters as
a function of the angle of attack. The experiment demonstrates that as the angle of attack increases, the
spectral shape broadens, which is reflected by the rising values of e and /. The increase in peak frequency is
captured by the rise in St;, while the reduction in level is achieved through the reduction in Kj.

4. Conclusion

By adjusting its parameters, we successfully adapted the well-known turbulent boundary layer trailing
edge noise model by Brooks et al., originally designed for conventional airfoils, to include the effects of
trailing edge noise mitigation add-ons. We tuned the model parameters to match the model output with the
acoustic measurement data obtained from airfoils equipped with add-ons. For airfoils with trailing edge
noise mitigation add-ons, acoustic measurement data indicates that as the angle of attack increases, the scaled
spectral peak Strouhal number rises, the scaled spectral peak level decreases, and the scaled spectral shape
broadens at the peak. This behavior was captured by the original model through parameter adjustments. The
acoustic dataset we used to adjust Brooks et al. model for trailing edge noise mitigation add-ons was limited,
allowing us to investigate only variations due to changes in the angle of attack. Future work should aim to
create a more comprehensive measurement dataset that includes free-stream velocity and the geometrical
features of the add-ons.

Based on two acoustic measurement datasets for conventional airfoils, as the angle of attack increases, the
scaled peak level decreases, and the scaled spectral shape broadens at the peak. This behavior contrasts with
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the observations from the acoustic measurement dataset used to develop the original Brooks et al. model.
To address this discrepancy, the Brooks et al. model was applied without the noise contribution designed
to capture noise variations as a function of the angle of attack, resulting in a better match with the two
aforementioned datasets. A more thorough examination is necessary to produce a guideline for the usage of
this component of Brooks, Pope, and Marcolini’s model.
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Figure 5  Scaled levels for BANC cases 1 and 4, both characterized by the same NACA-0012 airfoil and a
zero angle of attack. Each plot is generated using a different scaling exponent for the Mach number (shown
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Figure 7 Comparison between experimental and simulated 1-3-octave band sound pressure level for
BANC case 1, 2, 3 and 4. The figures presents measurements from IAG, DLR and UFL which were combined

together.
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Figure 11 Comparison of measured and simulated 1/3-octave spectra for the nominal NACA-0018 airfoil
and the NACA-0018 airfoil featuring trailing edge noise mitigation add-ons at angles of attack from 0° to 6°
and a free-stream velocity of 20 m s'.
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Summary

Mapping noise in green spaces like nature reserves or outdoor recreational areas is challenging, as it is
necessary to account for distant sound sources to accurately estimate noise levels when they are
comparatively low. In Sweden, we have used the Nord2000 noise prediction model to generate a national
noise map for noise from wind turbines, major airports, road and railway traffic. The noise map has a
spatial resolution of 500 m by 500 m, and sources were included up to 12 km from the receiver (8 km for
road traffic noise).

To be able to map such extensive areas, we utilized an efficient database for propagation calculations.
Weather effects were incorporated using data from the ERA5 climate database. The map shows that 57 %
of Sweden’s 5560 nature reserves experience an average yearly noise level (day and evening) below 25 dB
over more than 90 % of their area. About 16 % of the reserves were exposed in the same manner above
35 dB. Road traffic noise was the predominant source in 82 % of the reserves, and noise from wind turbines
was the dominant source in 3.7 % of them. The calculation for wind turbine noise was repeated assuming
that all wind turbines under planning, both approved and awaiting approval, was built. In this theoretical
case the percentage of nature reserves where wind turbines were dominant increased to 5.7 %.

1 Corresponding author — Email: mikael.ogren@amm.gu.se
Page |1



1. Introduction

Traditional noise mapping focuses on predicting the noise level from different sources where the noise
level is relatively high, and often at locations where the noise level is dominated by one major source. A
typical example would be a building with dwellings close to a major road. The methodology focuses on
estimating the ground effect and the effects of screening and reflection by terrain, buildings and noise
barriers. In our case longer propagation distances are the focus, and then the influence of weather becomes
of major importance. Therefore we have used the Nord2000 method [1], and also included some
improvements from the Harmonoise/Imagine projects [2], [3].

In this project we aim to estimate lower noise levels in natural areas often located relatively far from the
noise sources. For a small, forested area more than 2 km from a major road, other factors are important for
the prediction of the noise level than for a receiving point on a building in an urbanised residential area
50 meters from the major road. In the second case the noise level varies over time as the strength of the
source itself varies (time of day, weekday, holidays...), but the noise level is almost always dictated by the
traffic on the major road. In the first case, the remote natural area, the noise level does not only vary with
the strength of the source, but also the wind direction, humidity and temperature are very important factors.
In some weather situations the major road might not contribute to the total level at all, and instead a local
road in another direction determines the noise level.

This research was funded by Naturvardsverket, the Swedish Environmental Protection Agency, under their
program for monitoring environmental effects on health (HAMI). The calculations we used are based on a
previous project which provided a method for calculating noise levels in green areas in Sweden. The
method is documented in a conference paper [4] and a technical report (in Swedish) [5], and the noise map
itself is openly available online [6].

2. Method

In this paper we aim to compare the impact of noise from wind turbines on natural reserves in Sweden,
both in comparison to other sources such as road and railway noise, and to a theoretical case including
more wind turbines based on available expansion plans. The basic method is Nord2000 [1], and in addition
to wind turbines we include noise from road traffic, railway traffic and flight operations close to major
airports [4].

The noise map covers Sweden including areas at sea within the Swedish exclusive economic zone, and the
spatial resolution is 500 m. Our estimation of sound power of the noise sources are direct from the current
Nord2000 for road and railway, and for aircraft operations we used a reverse engineering approach
developed for Harmonoise / Imagine [7].

Of special interest here is of course our approach for estimating sound power for wind turbines. All
underlying basic information on the turbines was extracted from the national database on wind power
named Vindbrukskollen (VBK) [8]. VBK includes position and hub height for almost all wind turbines in
Sweden. Although there is a possibility to voluntarily add sound power information to each turbine by the
operator, most turbines are missing this information. Instead we adopted a simplified approach where each
turbine was assigned a sound power based on hub height, a procedure proposed in a noise mapping project
in Stockholm [9]. For a hub height of 70 m and lower we assumed an A-weighted sound power of 101 dB,
which was then linearly increased up to a maximum of 105 dB for a hub height of 130 m or higher. A
standard spectrum and directivity pattern was used for all turbines [9].

Wind turbine noise is normally evaluated at a specific weather case in Sweden, assuming a wind speed of
8 m/s at 10 m above ground, and with a wind direction always from the source (the turbine) and directly
towards the receiver. This approach does not include any variations over time, it is a static case. For the
national noise map we instead wanted to model the yearly average noise level including weather effects.
We also focused on the times when natural reserves would mainly be visited, and therefore decided to use
the yearly average noise level between 06 in the morning and 22 in the evening (Los-22).
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For long sound propagation distances it has been suggested to operate Nord2000 with 25 different weather
classes divided into propagation directions of 10 degrees, but in order to reduce the calculation time needed
we instead adapted the four weather classes suggested for use in Denmark [10], and used eight propagation
directions (N, NE, E,...) corresponding to an angular resolution of 45 degrees. The classes are denoted
M1, M2, M3 and M4, where M1 corresponds to upward refraction propagation (lowest noise levels) and
M4 is strong downward refraction propagation (highest noise levels). M2 is then neutral atmosphere and
M3 slight downwards refraction.

The weather statistics needed for the method was obtained from the “hourly reanalysis” ERA5 climate
dataset for the ten year period 2013 — 2022 [11]. The downloaded data contained 87,648 hours in a
latitude/longitude grid of 15 arcseconds (0.25 degrees), which corresponds to approximately
10 km x 28 km in the north part of Sweden and 16 km x 28 km in the south part. Using these hourly data
we then calculated the weather class M1 — M4 in each of the eight directions for day, evening and night
propagation. A first set of calculations was then performed for each hour in the dataset to test how much
information was needed for an accurate estimation of the yearly average levels [4]. For the final mapping
we used the average temperature, humidity and proportion of weather class in each propagation direction
for the day, evening and night periods for every month, an example is given in Figure 1.

January

N

Weather class M4

proportion of time
0.00 - 0.02
0.02 - 0.04
0.04 - 0.06
0.06 - 0.10
0.10-0.20

M 0.20-0.30

W 0.30-0.40

Il 0.40-0.50

0 200 400km
L1 |

Figure 1. Proportion of time (1.0 = 100%) with weather class M4 for January, daytime (06 — 18). Each
map represents a different propagation direction. Mean over ten years (2013 — 2022).

For the results presented in this paper we used the noise map as described above, and then recalculated the
noise map using the same method but included not only wind turbines in operation, but also those under
planning and those with final approval from the authorities but not yet in operation (either under
construction or in various stages of final planning). These data were extracted from the VBK database
January 1 2025, and is summarised in Table 1.
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Table 1 Wind turbines in operation and under planning in Sweden January 1 2025.
Source VBK ( www.vindbrukskollen.se ).

Number of wind
turbines
In operation 5,587
Approved plans 1,397
Under planning 2,435

The noise exposure from our different sources were evaluated at each of the 5,560 nature reserves in
Sweden. The contribution of wind turbines in each nature reserve was then determined using

Z 10LWT,Tl/10
bWT - ZlOLtOt'n/lo’ (l)

where the proportion of exposure due to noise from wind turbines bwr is calculated from the sum over all
n calculation points in each area from exposure to wind turbines only Lwr and the total level from all
sources Liwt. Noise from wind turbines is considered as the dominant source in a nature reserve if the
contribution bwr is greater than the contribution calculated for each of the other sources (road, railway and
airport).

All nature reserves were also assigned a sound environment class from A to C, where A is the least affected
by noise exposure from road, rail, airport and wind turbine noise. The classification used the 90-percentile
for the area of the nature reserve, i.e. the yearly average equivalent level (06 — 22) that 90 % of the
calculation points within the area are lower than. The classes are described in Table 2. The colours used
for the classes and in the noise maps below is an adapted version of the colourmap proposed by
Weninger [12].

Table 2 Classification of noise exposure in nature reserves A — C.

Class | Los-22 at 90% of area Colour

A <25dB

B 25-35dB

C >35dB ]

3. Results

Our results explore the scenario where all planned wind turbines are built compared to the current situation,
a 69 % increase in the number of turbines overall (see Table 1). All other calculation parameters are kept
constant, such as traffic flows, weather and so on. As mentioned above the resolution of the calculated
noise maps is 500 m, and the calculation covers Sweden including the exclusive economic zone at sea. The
total national noise map is difficult to present meaningfully in a small figure but can be accessed
online [13], and an overall picture of all nature reserves and their corresponding class is given in the map
in Figure 2 below.
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Figure 2. Map of sound environment class A — C for all nature reserves in Sweden.

From a national perspective the total area exposed above 35 dB from wind turbines (yearly average
equivalent level 06-22) is 1,326 km? (projected area EPSG 3006). Adding the planned turbines increased
this area to 1,987 km? (+ 50 %). In comparison, the total area exposed to road traffic noise above 35 dB is
more than 24,800 km?,

A zoomed in comparative example is given in the three maps in Figure 3 below, where a number of nature
reserves are also indicated in green outlines. Here the increase in the number of turbines is visible
comparing the left and the middle figure, but also the total combined exposure to all sources compared to
wind turbines by comparing the right and the middle figure.
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Figure 3. Map of calculated noise level (Los-22) for an example area around Géavle, Sweden. Left is
current wind turbines (2024), middle is including planned turbines, right is also including road, railway
and airport noise. Nature reserves indicated with green outlines.

If we focus on nature reserves and their exposure we can compare the 90 percentile Los-22 indicator, and
thus the sound environment class A, B and C. For the current situation 57.0 % of all nature reserves are
classed as A, which is reduced down to 56.5 % if all planned wind turbines are added. If we further focus
on areas where noise from wind turbines is the dominant source the statistics are given in Table 3. The
impact of adding the turbines under planning is larger for nature reserves with less total exposure.

Table 3 Percentage of nature reserves where wind turbines are the dominant noise source for each
noise environment class A — C.

A B C All
<25dB 25-35dB >35dB
Current (2024) 4.4 % 4.0 % 0.9% 3. 7%
Added turbines 7.0% 5.6 % 1.2% 57%

Page | 6



The population living close to each nature reserve (within 5 km) was also included in the noise mapping
effort in 2024 [4] as a simplified indicator of potential visits. Note that the same population may be
included in the statistics for several nature reserves with this simplified measure. As expected, the areas
with high population within 5 km was also often more exposed to noise. A scatterplot of the population
within 5 km and the increase in noise when adding the wind turbines under planning is presented in
Figure 4. Most of the 5,560 nature reserves have little or no change and are clustered over the x-axis, but
those who do get increase levels show a decreasing trend as population increase.
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Figure 4. Scatterplot of the population within 5 km from a nature reserve and the change in noise
indicator Loe-22 (90 % of the area of the reserve) by adding wind turbines under planning.

4. Conclusions

Adding all wind turbines under planning to the current wind turbines in operation represents a theoretical
scenario for noise exposure assessment. Some planned project may not result in actual turbines in
operation, final planning and construction may take a long time during which other wind turbines are taken
out of commission and so on. On the other hand, new plans may appear in the future and could lead to even
more turbines being built, although the planning and approval process will always take time.

The noise mapping method used in this paper is not relevant for population exposure in relation to Swedish
guidelines. The sound power estimation is not accurate enough, and the method is aimed at estimating the
yearly average relatively far from the wind turbine. Swedish guidelines are formulated relative a standard
static weather with a worst-case approach in terms of adding up the contribution of neighbouring wind
turbines.

The mapping method is however relevant for nature reserves and other nature areas, and is available using
the same principles and procedures for the whole of Sweden. The scenario calculations illustrate that if all
planned wind turbines are built the exposure in nature reserves will increase, and the contribution relative
to the other mapped sources will increase. Though in comparison to road and railway traffic noise, the
overall importance of wind turbines is still low.
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Adding better information such as the rated sound power and the uptime for each wind turbine could
improve the accuracy of the noise map for future research, but it is unlikely that this information will be
easily available unless it becomes mandatory to report the sound power to the authorities, and they in turn
make the information public. Other improvements could be better and more realistic scenarios for the
future and prediction of the impact of climate changes in the near future.
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Summary

Wind turbine (WT) noise remains a hindrance for onshore wind energy expansion. While most research
focuses on audible noise, the health effects of infrasound noise (<20 Hz) are not fully understood.
Infrasound noise spectra from WTs are dominated by tonal peaks at the blade passing frequency (BPF)
and its harmonics. This study explores mitigating WT infrasound emissions by using individual pitch
control (IPC), inspired by the effectiveness of IPC in reducing amplitude modulation (AM), a periodic
swishing sound also caused by BPF modulation.

The study uses a computational framework that combines large eddy simulation (LES) and an aeroelastic
model through the actuator line method. The Ffowcs Williams-Hawkings (FW-H) acoustic analogy
captures the infrasound noise from the rotor and tower, their interactions, and near-wake turbulence effects.

An open-loop IPC approach is tested with two pitch profile strategies: one based on lift variation (AL,,,,s)
along the blade span and another using noise predictions (AB.,s) from a simplified Farassat 1A
formulation. Both strategies achieve a reduction of 1.5-2 decibels (dB) in the overall sound pressure levels
(OASPL) by reducing the 3P peak. The study highlights the similarities and differences between IPC for
infrasound and AM reduction, exploring the possibility of an optimized IPC method that effectively
minimize overall noise annoyance from WTs.

1. Introduction

Onshore wind energy will remain a significant part of the renewable energy mix despite the rapid growth
of offshore wind farms [1]. However, onshore projects face challenges related to environmental impacts
and social acceptance, with noise being a primary concern. While regulations are in place to limit the
effects of audible noise from wind turbines (WTs), infrasound emissions (<20 Hz) are not given as much
attention [2]. This gap is partly due to the ongoing debate about the physiological and psychological effects
of WT infrasound on humans and animals.

Several measurement studies show that infrasound emissions from wind farms are below the threshold of
human hearing, as summarized in [3]. However, infrasound behaves very differently from audible sound.
It travels long distances with minimal attenuation and is known to interact differently with buildings.
Infrasound noise emissions from WTs are periodic and last for long durations. References [4, 5] suggest
that higher indoor SPL may result from the resonance of the structure with infrasound frequencies from
WTs. There is a need to investigate the effects of infrasound coupling with building structures on audible

1 Corresponding author — Email: anik.shah@tum.de
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noise [6]. Furthermore, various surveys indicate long-term health problems due to infrasound from
WTs [5]. Flemmer and Flemmer, 2023 [5] summarize the phenomenology of infrasound and its effect on
people, covering a vast database of infrasound research articles. They highlight the need for further
research to determine the frequencies of WT sound spectra responsible for annoyance among residents.
While there is a clear need to better understand the impact of infrasound on humans and animals, it is still
worthwhile investigating ways to mitigate infrasound from WTSs, which is the focus of this paper.

Both infrasound noise and amplitude modulation (AM) are generated from periodic aerodynamic forces
caused by blade rotation. Infrasound noise emissions from WTs are characterized by tonal peaks at the
blade passing frequency (BPF) and its harmonics. These are caused by the mutual interactions when blades
pass in front of the tower [7]. Amplitude modulation is a periodic swishing sound caused by oscillations
in the audible frequency range generated primarily by the turbulent boundary layer on the trailing edge of
the blade. These oscillations are linked to the cyclic change in inflow at the blade airfoils due to the tower
or a sheared, non-uniform, or misaligned inflow. Cyclic pitch control of the individual blades can reduce
AM and mitigate fatigue loading due to shear [8]. The efficacy of individual pitch control (IPC) to reduce
AM was investigated in [9] for different inflow velocities, shear exponents, observer positions, and blade
flexibility. This study showed that optimizing IPC to eliminate AM at any targeted position comes at the
expense of increasing AM at other locations. Hence, the strategy is constrained by the relative position of
nearby settlements. While freestream wind speed has little effect on the optimal azimuthal pitch profile,
shear exponent strongly affects how to pitch a blade. Infrasound and AM are closely linked to BPF. Since
IPC shows promise in reducing AM by targeting BPF, this study also investigates IPC as a strategy to
reduce infrasound from WTs.

The rest of the paper is organized as follows: section 2 describes the FW-H acoustic analogy for WTs and
the development of two open-loop IPC strategies for infrasound reduction; section 3 showcases the effect
of both IPC strategies on infrasound from WTs in different inflow and design conditions; section 4
discusses the similarities and differences between IPC for AM and infrasound; and finally, section 5
summarizes the main conclusions and outlines future work.

2. Methodology

2.1 FW-H acoustic analogy for wind turbines

Acoustic analogy computes the acoustic pressure field by rearranging the Navier-Stokes equations to form
a wave equation using equivalent aero-acoustic sources. Ffowcs Williams-Hawkings (FW-H) generalized
Lighthill’s formulation by adding the possibility of modeling the sound generated by moving solid
surfaces, which is crucial for WTs where blades are in motion [10]. Farassat’s formulation 1A [11] of the
FW-H analogy can be applied with a BEM-based aeroelastic WT model to calculate infrasound
emissions [12]. It computes the noise in the far-field at a stationary observer, generated directly from the
surface of the rotating blades affected by a decelerated flow due to the WT tower. While this approach is
computationally efficient, it has a significant limitation: it neglects the infrasound noise emissions
generated by the unsteady pressure distribution on the tower induced by the rotor. Higher fidelity mesh-
resolved CFD approaches have shown that these emissions are more significant than the noise emissions
from the rotor [13].

The present work uses a comprehensive yet efficient framework to capture all the relevant infrasound
emissions from a WT [7]. FW-H acoustic analogy based on [14] is applied on permeable stationary
integration surfaces that surround the entire WT, thereby capturing the coupled effects of the rotor, tower,
and the near wake of the wind turbine, as shown in Figure 1. The flow-field and turbine response are
computed by coupling the LES tools of OpenFOAM with NREL’s FAST aeroelastic solver through the
actuator line method (ALM) within an in-house framework based on SOWFA [15]. The use of ALM
significantly reduces the number of cells compared to mesh-resolved CFD approaches. The nacelle and
tower are modeled using the immersed boundary method. This work uses the DTU 10 MW reference
onshore turbine [16]. This machine has a rated wind speed of 11.4 m/s and a rated rotor speed of 9.6 rpm.
The pressure and flow velocity at the surfaces shown in Figure 1 are extracted from the CFD domain and
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used in the FW-H acoustic analogy to calculate the noise at a far-field observer. This work does not
consider sound propagation effects such as refraction, ground reflection, and absorption. A detailed
description of the CFD setup and the FW-H formulation can be found in our earlier work [7].
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Figure 1 - FW-H analogy with ~ Figure 2 - SPL spectra for the DTU 10 MW WT at rated conditions

permeable integration surfaces in a sheared inflow.
around the WT.

This approach uses established, computationally efficient tools, enabling a comprehensive analysis of
factors influencing infrasound noise emissions from WTs, including rotor-tower interactions, observer
positions, environmental conditions, and design parameters. These analyses are discussed in detail in our
previous work [7]. This study highlighted that tonal peaks generated at the BPF and its harmonics when
the blades pass in front of the tower dominate the infrasound spectrum. The difference between the noise
levels obtained for the “Entire WT” and just the “Rotor” is shown in Figure 2. The plot shows the
unweighted SPL spectra for the two cases with an overall sound pressure level (OASPL) difference of
approximately 8 dB at an observer on the ground at a downstream distance R, = H + D /2, where D is the
rotor diameter and H is the hub height, which is a reference position as per IEC guidelines. The significant
difference in noise levels is due to rotor-tower interactions, with the broadband noise increase in the
"Entire WT" case attributed to the turbulence-generated noise in the near-wake of the WT. The change of
a few design parameters, such as uptilt and overhang, was also investigated in that same study with the
goal of reducing these rotor-tower interactions and infrasound emissions [7]. In the current study, IPC
strategies are developed to further mitigate infrasound noise emissions from WTs.

2.2 Individual pitch control for infrasound

An IPC approach is proposed to reduce the rotor-tower interactions when blades pass in front of the tower.
As a preliminary step, the change in the angle of attack (AAoA) is plotted throughout a single rotation of
the DTU 10 MW WT for different positions along the blade span (normalized to the radius R) in Figure 3.
In this case, the WT is operating in uniform inflow at rated conditions with no uptilt for simplification.
These periodic AoA fluctuations are primarily caused by a reduction in the relative wind speed due to the
deceleration of the flow as it approaches the tower. The blade is directly in front of the tower when the
azimuth position is 180°. Figure 3 also shows the change in lift experienced over a single rotation. It can
be noted that close to the root, due to stall, the change in the lift is quite abrupt, even for a uniform inflow.
However, moving towards the tip of the blade, a distinct behavior appears, characterized by sharp
reductions in AoA and lift when blades cross the tower. The hypothesis used here is that the change in lift
at the blade airfoils is a good indicator of the unsteady aerodynamics experienced by the rotor. This leads
to unsteady rotor-tower interactions that generate the tonal peaks observed in the infrasound noise
spectrum. Figure 3 also shows the RMS value of the change in lift AL, calculated for each blade position,
which is used as a noise indicator.
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Figure 3 — Change in the angle of attack AoA (°) and lift (N/m) along the blade span over a single

rotation in uniform inflow at rated conditions.

Furthermore, the pressure and velocity distributions on the blade surfaces are reconstructed using the airfoil
polars associated with the blade elements of the actuator line and the boundary layer software X-FOIL [17].
A BEM-based formulation of the moving FW-H analogy is applied to the rotating blades. It calculates the
noise emitted from different positions along the blade span [12]. The OASPL and the RMS value of the
acoustic pressure signal AP, are used as indicators of emitted noise. These two quantities exhibit
different sensitivities when analyzed as functions of blade position, as shown in Figure 4. Since OASPL is
a logarithmic measure, it smoothens the variations experienced along the blade. On the other hand, AP,
is a linear measure and is more useful in highlighting localized noise emissions along the blade span.

x 10
55 : 5
——OASPL
50 L |[—€—APns
{45
45|
=) , &
=40} 14 &
— x
& :
&% 35
3 ?
30}
3
25
20 ‘ ‘ ‘ ‘ 2.5
0 0.2 0.4 0.6 0.8 1

Blade Span [-]

Figure 4 - Noise indicators along the blade span of the WT in uniform inflow at rated conditions using
the moving FW-H analogy at an IEC observer.

The pitch control strategy utilizes AL,,,,s and AB.,,s as noise indicators to apply weights on the AoA
profiles along the blade span, consequently generating optimal pitch profiles as functions of the azimuth
position of the blade. The weighted-mean AoA profiles are further modified to restrict the pitch rate to
7.5 °/s, which is assumed to be the limit for the DTU 10 MW turbine. The pitch profiles are chosen as the
opposite of the weighted-mean AoA profiles to counteract the tonality of the infrasound spectrum.
A summary of the weighted-mean AoA profiles, the rate of change of the weighted-mean AoA profiles
representing the blade pitch rate, and the weighting applied to the different blade stations for the two noise
indicators is shown in Figure 5. The AL,,,s-based weighting emphasizes the midspan of the blade, while
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placing reduced importance on the root and the tip of the blade. The AP, s-based weighting gives a
relatively uniform importance to all nodes, with a slightly higher relevance to the midspan of the blade.
The two profiles are relatively similar, with AB,,,,s slightly less sharp due to its higher weighting close to
the root. Despite the pitch rate limitations, the zoomed-in inset for the weighted-mean AoA profile
highlights the minimal difference between the two strategies when the blades cross the tower. The
optimized pitch profiles with pitch rate limitations (AL, 1rq and AP, 1¢q) are applied in open loop as
functions of the azimuth to counteract the sharp fluctuations in lift observed along the blade span and
reduce the unsteadiness of rotor-tower interactions.
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Figure 5 - Optimized individual pitch control profiles in uniform inflow at rated conditions. Weighted
mean AoA profiles (left); blade pitch rates with limitations (middle); and weights for blade stations
based on noise indicators (right).

3. Results

3.1 Uniform inflow with no uptilt

In this section, the effect of IPC on the infrasound emissions is evaluated for uniform inflow conditions.
The DTU 10 MW WT is operated at rated conditions with no uptilt, with the blades following an IPC
strategy optimized as a function of the azimuth position, as explained in the previous section. Figure 5
summarizes the two IPC profiles, AL, s 1tq and APy, 104, With pitch rate limitations. The unweighted
SPL spectra for these two IPC strategies are compared to the baseline case “No IPC” in Figure 6. The
spectra show that both IPC strategies eliminate the 3P harmonic, which reduces the OASPL by 1.5-2 dB,
depending on the strategy.
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Figure 6 - Effect of individual pitch control profiles on the SPL spectra in uniform inflow at rated
conditions.
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The AL,.s 1cq-based strategy performs slightly better than the AP,,s ;;4-based strategy, which can be
attributed to the noise indicator targeted by the strategy. Since lift-based weighting gives higher importance
to the midspan of the blade, it creates a slightly sharper pitch profile, which is more effective in reducing
rotor-tower interactions. Both strategies have almost no impact on the higher harmonics of the infrasound
spectra.

3.2 Sheared inflow with WT uptilt

In this section, the DTU 10MW WT is still operated at rated conditions but in a sheared inflow (0.2 power
law exponent) to test the impact of IPC on infrasound emissions in a more realistic inflow, typically
observed at nighttime. Sheared inflow reduces the 3P peak compared to a uniform inflow because of the
lower wind speeds experienced in the bottom half of the rotor that interacts with the tower. The turbine is
also configured with a 5° uptilt, which further reduces the infrasound noise emissions by increasing the
distance between the blade and tower and significantly reducing rotor-tower interactions [7]. Figure 7
shows the change in the angle of attack AoA (°) and lift (N/m) over a single rotation along the blade span.
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Figure 7 - Change in the angle of attack AoA (°) and lift (N/m) along the blade span of the WT over a
single rotation in sheared inflow at rated conditions.

A broader variation in AoA and lift is observed due to shear, with a slightly sharper drop observed near
180° when the blade is directly in front of the tower. The optimized pitch profile is obtained by weighting
these AAoA profiles along the blade span based on AL,,,s as the noise indicator. A summary of the
weighted-mean AoA profile, the rate of change of the weighted-mean AoA profile representing the blade
pitch rate, and the weighting applied to the different blade stations is shown in Figure 8. The optimized
profile is much broader for this case than for the uniform inflow case, and the pitch rate is already within
the limit. The weighting shifts towards the outer section of the midspan due to higher AL, values, but it
still gives very little importance to the root and the tip of the blade. The AL, values in the outer section
of the midspan are larger because of the higher wind speed variations experienced by these blade stations
in the top and bottom parts of the rotor due to shear.
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Figure 8 - Optimized individual pitch control profile for the WT with uptilt in sheared inflow at rated
conditions. Weighted mean AoA profile (left); blade pitch rate (middle); and weights for blade stations
based on AL,.,,s (right).

After applying the optimized IPC, Figure 9 compares the unweighted SPL spectra of the “IPC” case to the
“No IPC” baseline case. The BPF harmonics, except for the 3P, are negligible due to uptilt. Therefore, a
significantly lower OASPL (73.4 dB) is observed in this case compared to the uniform inflow case with
no uptilt (79.1 dB). However, the optimized pitch profile still manages to reduce the 3P, and a reduction
of 1 dB in OASPL is achieved.
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Figure 9 - Effect of IPC on the SPL spectra for WT with uptilt in sheared inflow at rated conditions.

4. Comparison between IPC for infrasound and amplitude modulation

While infrasound and AM are both characterized by cyclic variations in the aerodynamic forces due to
blade rotation, subtle differences exist between the aspects that influence these WT noise phenomena. The
presence of the tower dominates infrasound emissions from WTSs, whereas AM is governed by periodic
changes in the blade airfoil self-noise due to turbulent boundary layer trailing edge (TBL-TE) noise and
turbulent inflow. In the present work, noise spectra in the audible range are calculated through the
framework described in [12], where the TBL-TE noise is calculated using the BPM model [18].While there
is some dependence of WT infrasound on the observer position [7], AM is much more sensitive to the
observer position due to trailing edge directivity. In [9], IPC for AM was formulated by directly optimizing
the modulation depth at a particular location along with a combination of the deviation in the OASPL,
blade pitch angle variations, change in the aerodynamic power output, and fatigue load. Figure 10 shows
the pitch profiles developed in [9] for AM reduction as functions of azimuth for different observer positions
in uniform inflow (left) and for different shear exponents at a specific observer (right). The pitch activity
is highly correlated to the directivity behavior of trailing edge noise and the relative distance between the
dominant blade and the observer position.

Page | 7



o (°)
P>
]

& 8
o
N W
]e
S W
2 2

o
o (°)
>

3
WQ ‘IQ ’Q
£ ¢ ¢
PP
o
)
5 B
w

0 90 180 270 360
¥.6)

Figure 10 - Optimal azimuthal IPC curves to reduce AM depth for different observer positions in fixed
shear (top-right) and for fixed observer in different shear exponents (bottom-right) [9].

On the other hand, the open-loop IPC for infrasound reduction aims to mitigate the unsteadiness of the
rotor-tower interactions and reduce the infrasound emissions from WTs. Therefore, there is more pitch
activity when the blades cross the tower in the lower half of the rotor. Although this strategy does not target
power or fatigue loading, the aerodynamic power output is only minimally affected (<1%), and only a
slight increase is observed in blade root loading. Despite the difference in the pitch profiles, it is relevant
to study the effect of IPC for infrasound on AM reduction. Figure 11 shows the effect of AL,,,,s ;.4-based
IPC on the AM depth for different observers located on the ground at IEC distance, surrounding the WT
operating at rated conditions in uniform inflow with no uptilt. The AM depth is calculated as follows:

N
1
AMdepth = NZ(OASPLgS'l - OASPLSJ) B (1)

=1

where N is the number of turbine rotations considered, OASPLqs ; and OASPLs ; are respectively the 95
and 5" percentile of the A-weighted trailing edge OASPL time history over the i rotation.
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Figure 11 - Effect of IPC (ALys, 1t4) for infrasound reduction on AM depth for observers at IEC
distance around the WT in uniform inflow.

As expected, the AM depth is much higher in the transverse direction than in the longitudinal one due to
the directivity pattern of trailing edge noise. IPC for infrasound has a mixed effect on AM depth. While it
does manage to decrease the AM depth in the 60° - 90° section, it increases significantly in the adjacent
section (90° - 110°). This jump is due to the sensitivity of the trailing edge directivity model to the blade
geometry and observer position. IPC for AM reduction at a specific observer is typically characterized by
increased AM depth at other observer locations, generally in orthogonal directions. This study indicates
that while IPC for infrasound can reduce AM depth in certain specific directions, further investigation is
necessary to evaluate the feasibility of an optimized IPC that effectively minimizes overall noise annoyance
from WTs.
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5. Conclusions and future work

Infrasound emissions from WTs are primarily generated by rotor-tower interactions at the BPF and its
harmonics. In the present work, open-loop IPC strategies are optimized to reduce these emissions by
mitigating rotor-tower interactions. Two different noise indicators are used to weigh the angle of attack
profiles along the blade span and optimize the pitch profile curves: one based on the lift variation along the
blade span, and another using the noise predictions from a BEM-based formulation of the FW-H analogy
on the rotating blades. Both strategies obtained a reduction in the 3P blade passing frequency peak and an
OASPL reduction of approximately 1.5 - 2 dB in uniform inflow conditions. Sheared inflow and turbine
uptilt naturally reduce infrasound emissions by decreasing the intensity of rotor-tower interactions.
However, the optimized IPC strategy further reduced OASPL by an additional 1 dB, even in these
conditions, demonstrating its robustness.

While sheared inflow already represents a realistic environmental condition experienced by the WT,
especially during the night, the addition of a turbulent boundary layer and structural flexibility could
provide further insights. So far, IPC has only been developed for the DTU 10 MW WT operating at rated
conditions. An extension of this study should investigate the effect of different wind speeds and shear
exponents on the IPC profiles. A look-up table-based approach is envisioned as the most practical way to
implement an open-loop IPC strategy to adapt dynamically to changing wind conditions. A deeper
investigation of the effect of IPC for infrasound on power output and fatigue loading is critical to ensure
structural integrity and annual energy production.

Infrasound and AM are linked to periodic aerodynamic forces generated by blade rotation, but the IPC
profiles needed to mitigate them are quite different. The effect of blades on the tower influences IPC for
infrasound, whereas IPC for AM is very sensitive to observer position and trailing edge directivity. Hence,
IPC optimized for infrasound had a mixed effect on AM depth - reducing it in some locations but increasing
it in others. This observation may change for a different trailing edge directivity model. Given that IPC for
infrasound and AM target different periodic phenomena due to blade rotation, a superimposition of the two
IPCs could be a possible way for an optimized IPC that effectively minimizes overall noise annoyance
from WTs. However, the sensitivity of AM on the directivity of trailing edge noise could limit any practical
solution that optimizes control strategies not only for AM but also for infrasound.
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Summary

This study presents an analysis of noise propagation from a wind farm. Large eddy simulations are used
to model the flow around the wind farm. The average flow field data is then integrated into sound source
and propagation models. Sound propagation is simulated using the parabolic equation method, while wind
turbine noise is modeled with an extended moving source. Initially, noise propagation from a single wind
turbine is evaluated to establish a baseline. Following this, the analysis is extended to a 16-turbine aligned
wind farm to examine the influence of wind farm flow on noise propagation. The analysis includes the
overall sound pressure levels and amplitude modulation around the wind farm. The results highlight that
the aligned wind farm layout tends to smooth out the variations in sound pressure levels, compared to an
isolated wind turbine. In particular, the amplitude modulation downwind is significantly attenuated.

1. Introduction

Noise propagation due to an isolated wind turbine has been extensively investigated in the literature. In
particular, numerical studies have highlighted the importance of the turbine wake for the prediction of noise
levels downwind. Accurately capturing the underlying phenomena requires a detailed description of wind
speed profiles, wind turbine noise sources, and propagation effects. Several propagation models have been
proposed including geometrical approaches [1] and wave-based approaches (parabolic equations [2] or
linearized Euler equations [3]). While the latter approaches have been mostly restricted to two-dimensional
configurations, three-dimensional propagation effects due to wakes have recently been investigated by
Bommidala et al [4] using a parabolic equation. Effects of the topography on wind turbine noise propagation
have also been examined [5, 6].

Noise propagation from wind farms has received less attention. Cao et al [7] have highlighted that propagation
of acoustic waves in a wind farm can be significantly affected by the multiple wakes of the turbines. Shen et
al [8] have illustrated wind farm noise accounting for complex terrain. We can also mention the works

1Corresponding author - Email: didier.dragna@ec-lyon.fr

Page | 1



performed by Cao et al [9] and Nyborg et al [10] for the optimization of wind farm layout using, among
others, an acoustic criterion. However, there has been no systematic and detailed study investigating the
effect on a wind farm on noise generation and propagation.

This study aims to address this gap by performing wind turbine noise simulations for two configurations: an
isolated wind turbine and a wind farm comprising 16 turbines. In this paper, we focus on a single wind
farm layout, i.e. an aligned wind farm consisting of four rows of four turbines. A detailed comparison is
conducted, examining the flow characteristics, sound power levels of the turbines, and propagation effects.
The sound pressure levels and the amplitude modulation around the wind farm are analyzed in relation to
those around the isolated wind turbine.

The paper is organized as follows. In Sec. 2, the configurations and the methods are introduced. Sec. 3
presents the results. Finally, concluding remarks are given in Sec. 4.

2. Scenario and methods

L,=6000 m

[ \/'0 [

1
[ 1 km N B I T N N

Ly=3440 m

y y
0~ 0~

Figure 1 ~ Sketch of the two configurations investigated: a) an isolated wind turbine and b) an aligned wind
farm of 16 turbines. Wind turbines are indicated using thick lines.

Two configurations are investigated, as sketched in Fig. 1: an isolated wind turbine and a wind farm composed
of 16 turbines. All turbines are the same with a hub height z;, = 90 m and a rotor diameter D = 120 m. In
the wind farm, the turbines are positioned uniformly in an aligned layout, with a spacing of 4D in both the
streamwise and spanwise directions. A neutral atmosphere is considered. The wind speed at hub height is
set to 11.4 m s~!. The ground is flat and absorbing.

The flow around the wind turbine is obtained through large eddy simulations (LES) using the code developed
at the University of Twente (see, e.g., [11]). For the wind turbine noise source model, we use the model
proposed by Tian and Cotté [12] and based on Amiet’s strip theory. Each blade is split into eight segments.
The source model provides the effective sound power level in free field (SWL) for each blade segment,
depending on the blade orientation. Finally, the propagation model is based on a two-dimensional parabolic
equation, that accounts for the influence of the mean flow on sound propagation, without relying on the
effective sound speed approximation [13]. Simulations are performed for seven equivalent point sources
distributed along a vertical line in the rotor plane of each wind turbine, following the approach introduced by
Cotté [14]. To obtain results in a three-dimensional geometry, multiple simulations are performed in vertical
slices around each turbine. The frequency range of the simulations is between 50 Hz and 1080 Hz.

The computation of the sound pressure levels follows the methodology proposed in Colas et al [3, 15]. First,
the mean flow and the turbulent dissipation rate are extracted from the LES results. They are both used in
the source model to calculate the SWL for each position of the blade segments. The mean flow from the
LES is also used in the propagation model. Propagation simulations are performed for each turbine and for
each equivalent point source to determine the sound pressure level relative to the free-field (AL). The overall
sound pressure level (OASPL) due to a wind turbine is obtained by combining SWL for each blade segment
position with the corresponding AL for the equivalent point source and integrating over the frequency range.
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From this, we obtain the time-varying OASPL for the wind farm by summing the contributions of all wind
turbines, accounting for the differences in the emission time. Finally, we can determine the average value of
the OASPL, denoted OASPL, and the amplitude modulation (AM), defined as the difference between the
maximum and minimum value of the OASPL.

3. Results

3.1 Flow

y (m)

z (m)
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Figure 2 Streamwise wind velocity fields for an isolated wind turbine in a) and c) and for the wind farm in
b) and d). In a) and b), the fields are plotted for a plane at hub height (z = zj). In c) and d), the fields are
plotted for a plane at y = 1720 m and y = 1000 m, respectively. Wind turbine rotors are indicated using a
black line.

Figure 2 shows the streamwise component of the mean flow for an isolated wind turbine and for the wind
farm. We note the wake in Fig. 2 a) and c¢) behind the isolated wind turbine. For the wind warm in Fig. 2 b)
and d), the wake is almost identical for the wind turbines in a same row. The wake behind the turbines in the
first row corresponds to that behind the isolated turbine. The highest velocity deficit is observed behind the
turbines in the second row. Finally, the wakes behind the turbines in the third and fourth rows are nearly
identical, with a velocity deficit falling between those of the first and second rows.

3.2 Source

We now focus on the source power of the wind turbines. First, the source model provides a source power
level of 103.2 dBA for the isolated turbine. In Fig. 3, we show the relative sound power level of the turbines
in the wind farm using the sound power level for the isolated wind turbine as a reference. It can be observed
that the turbines in each row generate nearly the same SWL, with variations within a 1 dBA margin. The
highest SWL is obtained for the first row (¢, = 1), corresponding to that of the isolated wind turbine. The
second row (¢, = 2) exhibits the lowest SWL, showing a reduction of 6.5 dBA compared to the isolated wind
turbine. Finally, the SWL of the third and fourth rows gradually increase but remain 4 dBA lower than that
of the isolated wind turbine. Overall, these variations in SWL within the wind farm are related to those in
the mean wind speed. In particular, the reduction in SWL reflects the reduction in wind speed in the rotor
plane due to the wakes of the upstream turbines.
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Figure 3  Relative sound power level for each turbine of the wind farm, with the reference level corresponding
to that of an isolated wind turbine.

3.3 Propagation
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Figure 4 Propagation from a source located at hub height: a) for the isolated wind turbine in the plane
y = 1720 m and for the b) first (t, = 1, t, = 1) and c) last (t, = 4, t, = 1) turbines of the wind farm in the
plane y = 1000 m. The streamwise wind speed is shown with dashed contour lines. The acoustic source is
indicated with a red dot.

Figure 4 illustrates the difference in propagation between an isolated wind turbine and a turbine within a
wind farm. Fig. 4 a) shows the contour of AL for a source located at hub height of the isolated wind turbine.
Upstream, we note the presence of a shadow zone close to the ground. Downstream, the presence of the
wake creates focusing of acoustic waves leading to a 5 dB increase in AL near the ground at a distance of
2.5 km from the turbine. The corresponding contours for the wind farm are plotted in Fig. 4 b) and c). In b),
the source is located at the hub of a turbine in the first row. The propagation upstream is similar to that

Page | 4



for the isolated wind turbine. The multiple wakes cause a large focusing of sound waves downstream, at
x =2.7km and z = 70 m. At the ground, AL increases by a maximum of 10 dB at x = 3 km. Finally, in c),
the source is located at the hub of a turbine in the fourth row. Upstream propagation is significantly affected
by the crossing of the wakes. Nevertheless, a shadow zone remains visible at the ground for x < 2 km.
Finally, we do not observe focusing due to the wake downstream, which is due to the reduced value of the
velocity deficit. Focusing may still appear at greater distance but it would be less efficient than that observed
for an isolated wind turbine.

3.4 Noise levels
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Figure 5 a), b) OASPL and c), d) AM for a), c) the isolated wind turbine and b), d) the wind farm. The

fields are plotted for a plane at z = 2 m. Wind turbine rotors are indicated with black lines.

Figure 5 shows the OASPL and the AM for the isolated wind turbine and the wind farm in a horizontal
plane at z = 2 m. Concerning the OASPL for the isolated wind turbine in Fig 5 a), we observe the shadow
zone upstream for x < 0.5 km and the extinction zones crosswind with a large reduction of the OASPL.
Downwind, we note for x > 2 km zones with increased OASPL due to focusing by the wake. For the wind
farm in Fig 5 b), the shadow zone remains visible for x < 0.5 m. The crosswind extinction zones are
significantly smoothed out due to the surrounding turbines. Moreover, no focusing effects induced by the
wakes are observed. As for crosswind extinction zones, the OASPL generated by the surrounding turbines
exceeds that of the focusing zones, effectively masking their presence. Additionally, as reported in Sec. 3.3,
the wake velocity deficit behind the turbines in the fourth row is too small to generate significant focusing
zones downwind.

The AM for the isolated wind turbine is shown in Fig 5 c¢). High values are observed upstream at the
boundary of the shadow zone, within the crosswind extinction zones, and downstream for x > 2 km along
the focusing zones induced by the wake. For the wind farm in Fig 5 d), the AM remains high upstream at the
boundary of the shadow zone. However, it is significantly reduced in the crosswind extinction zones, except
for the turbines in the first row. Finally, the AM downstream is close to zero, further illustrating that turbine
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wakes have no noticeable influence on wind farm noise for this particular layout.

4. Conclusion

Noise propagation of an aligned wind farm has been analyzed and compared to that of an isolated wind
turbine under neutral atmospheric conditions. It was shown that the sound power level of the turbines within
the wind farm varies significantly due to spatial variations in the flow field. Sound propagation is also largely
impacted by the presence of multiple wakes. However, in an aligned wind farm, the average sound pressure
levels are more uniform and the amplitude modulations are reduced compared to an isolated wind turbine,
as the contributions from the surrounding turbines tend to smooth out the variations in the sound pressure
levels. In particular, the increase in levels observed in the focusing zones induced by the turbine wake for an
isolated wind turbine is not noticeable for the aligned wind farm.
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Summary

Wind turbine noise primarily consists of aerodynamic noise but often also includes audible tones. The
presence of audible tones in noise significantly increases annoyance compared to noise without such tones.
Many countries' legislation includes a penalty of a few dB to measured noise levels to account for this
increased annoyance. Various objective methods based on psycho-acoustic principles exist to determine
the audibility of tones, but results can vary widely, especially since many methods assume stationary tones.
Wind turbine noise, however, often features tones that vary in amplitude and frequency due to the non-
stationary nature of wind speed and direction. Traditionally, the development, testing, and rating of
objective tonality methods rely on listening tests, which are time-consuming and costly. SenseLab‘s Virtual
Listener Panel™ (VLP), a machine learning-powered tool trained on expert panel data, has demonstrated
efficiency in evaluating perceptual quality of audio products. This study investigates the feasibility of
applying a similar approach to a dataset of audio files with tonal content, previously analysed through both
listening tests and objective methods. The goal is to investigate if neural networks can provide a reliable
and efficient alternative for rating prominent tones in noise. Although this feasibility study is based on a
relatively small set of data, the results are promising.

1. Introduction

It is a general experience that the presence of audible tones in noise increases the annoyance relative to the
same noise level without the audible tones. In the legislation of many countries, a “penalty” of 3-6 dB is
added to the measured noise levels (Laeq) to compensate for the extra annoyance due to clearly audible
tones in the noise [1].

The accurate assessment of tones in wind turbine noise (WTN) is a critical aspect of environmental noise
evaluation. Tones, characterized by their distinct and narrow frequency content, can significantly influence
the overall perception of noise. Unlike broadband noise, which is spread across a wide range of frequencies,
tones are more easily detectable by the human ear and can be perceived as more annoying and intrusive.

1 Corresponding author — Email: Iss@forcetechnology.com
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This heightened sensitivity to tonal noise underscores the necessity for precise and reliable assessment
methods.

For instance, in a Danish opinion analysis from 2012 [2], 20% of participating neighbours chose the
response “The sound is composed of tones and sounds in different pitches” to describe their experience of
wind turbine noise. This indicates the prominence of pure tones in their perception.

Pure tones stand out against the background noise, making them more noticeable and potentially more
irritating. Therefore, accurately identifying and quantifying these tones is essential for understanding and
mitigating their impact on human well-being. Many environmental noise regulations (for instance the
Danish [3]) impose stricter limits on tonal noise due to its higher potential for causing annoyance.
Standards such as IEC 61400-11[4] provide guidelines for the measurement and assessment of tonal noise
from wind turbines. Compliance with these regulations requires precise identification and measurement of
pure tones to ensure that wind turbine operations do not exceed permissible noise levels.

2. Motivation

IEC 61400-11 is the widely used standard for analysing the tonal content in wind turbine noise for sound
power level measurements made close to the turbine. This standard provides procedures for measuring and
analysing acoustic emissions from wind turbines, including methods for assessing tonal audibility

However, various methods are used worldwide to analyse the tonal content of wind turbine noise at the
receptor position (i.e., where the noise is received by humans or measuring instruments). Some of these
methods include:

- 1SO 1996-2:2007[5] Annex C (e.g., used in Denmark [3])

- ETSU-R-97[6] (e.g., used in UK)

- IEC TS 61400-11-2 [7]

- ISO/TS 20065[8] (referred to in ISO 1996-2:2017[9] Annex J, engineering method)
- 1S0 1996-2:2017[9] Annex K, survey method (1/3 octave band method [10])

IEC 61400-11

Figure 1: Typically, measurements of tonal content are either determined as part of a sound power level
measurement (for example according to IEC 61400-11) relatively close to the turbine, or at receptor
position (for example according to IEC TS 61400-11-2)

As an international wind turbine manufacturer, navigating measurement standards can be complex, as one
method is often specified for sound power level measurements and another for receptor position
measurements, and typically these differ from country to country.

Methods for measuring tonal prominence can generally be divided into two steps:

- Analysis of a Frequency Spectrum, which involves examining the frequency spectrum of the
noise to identify tonal components.

- Combination of Periods, which involves combining the results from different periods to provide
a comprehensive assessment of tonal audibility.

For single prominent and stationary tones, the results of different methods are reasonably comparable [11].
However, tones from wind turbines are often not stationary in amplitude and frequency because they
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depend on the rotational speed of the rotor, which is influenced by wind speed and flow. Additionally,
wind turbine noise often consists of multiple tones, making analysis more complex.

Proficiency tests and round robins have shown large variations in results between participants for
measuring tonal prominence [11] and [12]. This indicates the need for further investigation and
standardization to improve the accuracy and reliability of tonal prominence assessments.

Because of the many methods for assessing the tonal prominence (for noise sources in general) in late 2024
a new ad hoc group was established; ISO/TC 43/SC 1/AHG 2 “Common tonal methodology” with the task
“To determine the need, interest and scope for a common ISO tonal methodology™.

Given the challenges posed by non-stationary tones and variations in proficiency tests, there is motivation
to explore the use of neural networks for rating prominent tones. Neural networks can potentially provide
more accurate and consistent assessments by learning from large datasets and adapting to complex patterns
in the noise.

SenseLab‘s Virtual Listener Panel™ (VLP), a machine learning-powered tool trained on expert panel data,
has demonstrated efficiency in evaluating perceptual quality of audio products [13], and this feasibility
study investigates if a similar approach can be used for rating prominent tones in noise.

Motivation for this study stems from the need to explore data-driven approaches versus traditional
methods. We present a feasibility study demonstrating how machine learning (ML) can be used to evaluate
the characteristics of wind turbine noise. By leveraging data from human assessors, we aim to develop a
model that is more representative of human perception than other methods. Through analyzing the resulting
model, we can identify features of audio that affect the perceived tonal prominence, potentially leading to
novel insights into human sound perception.

The problem statement guiding this research is:

"Can the perceived tonal prominence of wind turbine noise be successfully modelled with machine
learning?"

3. Method

In this work, we consider 31 audio stimuli representing wind turbine noise. The audio samples were
presented to a total of 27 participants who were asked each to assess the tonal prominence of each sample
[14]. Using this data, we now seek to formulate a machine learning regression model that predicts the
perceived tonal prominence for a given audio sample of wind turbine noise. Thus, the raw input to the
model is an audio sample waveform and the response is a perceived tonal prominence score. This raises
the question on how to define the tonal prominence scores given the 27 tonal prominence assessments for
each sample. For the purposes of this work, we define the tonal prominence score as the mean of the 27
assessments for each sample, thereby excluding assessor variation from the model. However, it should be
noted that this approach can be sensitive to outliers, and it may be beneficial to account for assessor
variability — potentially through alternative methods such as modelling no-reference listening tests using
pairwise preference predictions, as explored in SenseLab’s VLP [13], which can help mitigate the
influence of outliers.

3.1 Stimuli

The 31 audio samples were from a previous study in 2013 [14]. From several original recordings of wind
turbines 24 samples of 20 second periods were selected for the listening tests. If more equally prominent
tones in different critical bands were present in a sample, the least prominent were attenuated to facilitate
an unambiguous and comparable assessment in the listening test and in the tone analysis. Supplementary
7 samples of stationary industrial noise with tones were added. The samples - each mono recordings and
of duration of 20 seconds - were level aligned so that the A-weighted levels were the same for all samples.
The intended presentation level after the level calibration was 50 dB(A).
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For this study, the samples are divided into nine groups according to their origin and similarity. By
separating the audio samples, we avoid potential issues in the analysis, such as data leakage. Narrowband
analysis of the 31 audio samples, divided into nine groups, is shown in Figure 3.

Each audio sample's file name consists of a letter (either T for Turbine or D for non-Turbine), a number
indicating the rounded tonal center frequency, and an 'A’ followed by a number indicating the rounded
tonal audibility (both center frequency and tonal audibility according to 1ISO 1996-2:2007 Annex C). Two
files with no audible tone are included, designated as “no tone.” For the remaining 29 files, the tonal center
frequency ranges from 70 Hz to 7 kHz, and the tonal audibility ranges from -3 to 17 dB (see Figure 2).
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Figure 2. Tonal centre frequency and audibility for the 29 audio files with tones based on ISO 1996-
2:2007 Annex C

The length of each file is 20 seconds. However, the tone amplitude and frequency of the 31 audio samples
are not necessarily stationary, as shown in the spectrograms in Figure 8, Figure 9 and Figure 10. In the
original listening test from 2013 [14], a better correlation with objective tonality methods was observed
when only the first 5 seconds of each sample were analyzed. This suggests that listeners may make their
assessments within the first part of the sample.
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Figure 3: Narrowband analysis of the 31 audio samples, divided into 9 groups (for the ‘Rest group’ plot
all 31 audio samples are show in grey for comparison). Note that the x-axis is different for the ‘DxxxX
group’ to accommodate the tones at 7kHz. The other audio samples do not have tones above 4kHz.
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3.2 Feature Extraction

The proposed machine learning regression model consists of a feature extractor and a regression model.
As a preprocessing step for feature extraction, the audio sample waveforms are converted to “mel scale”
spectrograms in dB, such that we can treat them as images. The spectrograms cover frequencies from 0 to
22050 Hz with a resolution of 128 frequency bins, with a logarithmic frequency axis. The choice of
frequency range was made to thoroughly cover the human hearing range. It could be argued that the
maximum frequency should be lowered to e.g. 8 kHz to match the human hearing range more closely. This
choice was not tuned for the purposes of this project and remains an area for improvement. The mel scale
was chosen as it has been used for similar approaches and provides an approximated representation of the
human auditory filter shapes [15]. For the feature extractor, we use a ResNet model with 18 layers, which
is a convolutional neural network (CNN) [16]. The ResNet model is pre-trained on the ImageNet-1k
classification dataset, which consists of ~14 million natural images [17]. Even though the model is fitted
to the natural images, the feature encoding should still be useful for other domains, such as spectrograms.
This is known as transfer learning. Finally, the feature encoding of the spectrograms is obtained by
extracting the output preceding the classification layer of the ResNet model. The resulting encoding for
each audio sample is then composed of 512 high level features.

To visualize the feature encodings of the audio samples, they are embedded into 2 dimensions using T-
SNE [18]. From the visualization (except for the Dxxxx group), we observe that audio samples with similar
tonal prominence scores appear clustered together, suggesting that the features are appropriate for
modelling. For example, the low scoring samples, represented by blueish colours, appear centred, with the
high scoring samples, represented by green, surrounding them. This does not hold for the samples in the
Dxxxx group, which have visually different spectrograms from the other groups, and they appear clustered
together, even with quite different tonal prominence scores. For all groups, except for the “rest* group, the
audio samples within the same group appear clustered together, confirming that samples within each group
indeed are similar.
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Figure 4: T-SNE embeddings of the audio feature encodings extracted by a ResNet with 18 layers
pretrained on ImageNet. The embeddings are coloured by mean perceptual tonal prominence
assessment.

3.3 Regression Model

Having obtained feature encodings for the audio sample, it remains to choose an appropriate regression
model, mapping the feature encoding to a tonal prominence score. Our initial approach was to replace the
classification layer of the ResNet model with a linear regression layer and fit it using gradient descent.
However, we quickly concluded that this approach is (currently) infeasible due to the scarcity of the data.
Therefore, we opted for linear regression models with and without regularization. Three linear regression

Page | 5



models were considered: Ordinary least squares (OLS), ridge regression, and least absolute shrinkage and
selection operator (LASSO) regression.

3.4 Experiments

For model selection and testing, leave-one-group-out cross validation was chosen, setting aside the audio
samples of one group for testing the models in each fold. This was done such that as much data as possible
was left for fitting the regression models. To determine the optimal regularization strength for the ridge
regression and LASSO model, an inner cross validation loop was used for each outer fold in the leave-one-
group-out cross validation loop. Finally, for each outer fold, the three models were fitted and subsequently
used for predicting the test samples in the hold out group.

4. Results
We use the R? measure (coefficient of determination) to assess the performance of the models.

4.1 Comparing predicted and perceptual ratings

Of the three considered models, the highest coefficient of determination was achieved by the LASSO
model with R?~0.781 when only observing the first quarter of the file. When observing the full length of
the file the highest coefficient of determination was also achieved by the LASSO model with only
R?~0.667. The performance of all models for both file lengths is shown in Figure 5 and Table 1.

From the visualization of the model fit, we observe that the model is fairly accurate, when taking the
uncertainty of the ground truth mean tonal prominence assessments into account. However, the model fails
on a few select samples, often with low tonal prominence. Overall, these results suggest that this approach
is feasible for modelling the perceived tonal prominence.
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Figure 5 Mean tonal prominence assessments versus predicted tonal prominence for the three models for
both full length and quarter length of the sound samples as input.
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4.2 Comparing predicted and objective results
The tonal audibility for the 31 sound samples have previously been analysed using three different methods:

- 1SO 1996-2:2007 Annex C: This method was applied to both the first 5 seconds and the full 20
seconds of each sound sample. The analysis was conducted by one person [14].

- IEC 61400-11: This analysis was part of a round robin test involving several laboratories. The
mean value of the reported tonal audibility was used [11].

- ISO/PAS 20065 [19]: Like the IEC 61400-11 analysis, this was also part of a round robin test with
several laboratories participating. The mean value of the reported tonal audibility was used [11].

Figure 6, Figure 7, Table 1 and Table 2 compares the results with the objective methods described above
with the predicted results from the previous section, and the comparisons indicate the following:

- Respectable correlation:
o There is a respectable correlation between perceptual (human perception) and predicted

(model predictions for the chosen model) tonal audibility [between R? = 0.667 and 0.781].

o There is also a respectable correlation between perceptual and objective (standardized
methods) tonal audibility [between R? = 0.693 and 0.861].

- Poor correlation:

o The correlation between predicted and objective methods is not impressive [between R? =
-0.123 and 0.453]. The best fit is with the quarter length prediction. There is no clear
answer to which objective method has the best fit, since it varies depending on
combinations.

Table 1: Overview of R? measure (coefficient of determination) for different combinations of prediction
model and file length

OLS Ridge LASSO
Full length prediction R?2=0.604 | R>=0591 | R?=0.667
Quarter length prediction R?2=0.718 | R>=0.735 | R?=0.781

Table 2: Overview of R? measure (coefficient of determination) for different combinations of objective
method, predicted result, perceptual rating and file length.

IEC 61400- ISO/PAS ISO 1996-2:2007 Annex C
11:2012 20065:2016
20 sec 20 sec 5sec 20 sec
Full length prediction, LASSO R?=-0.056 | R?=-0.123 | R?2=0.277 R2=10.301
Quarter length prediction, LASSO | R?=0.432 | R?=0.139 | R?=0.453 | R?=0.255
Perceptual Tonal Prominence R?2=0.693 | R?=0.779 | R?=0.861 | R?=0.728

From figures 6 and 7, we observe that the model seems to demonstrate better performance in predicting a
portion of the data points with high tonal audibility (perceptual tonal prominence >80) compared to the
objective methods. Conversely, the objective methods are seemingly more accurate at predicting low tonal
audibility (perceptual tonal prominence <40), where there are fewer data points. There is a general
connection between the number of data points at different score levels and the accuracy of the model,
suggesting that the performance of the model is influenced by the size and distribution of the training data.
The poor correlation between the model and objective methods could be explained by the methods failing
in different areas. This discrepancy results in disagreements between the model and objective methods,
leading to accumulated errors during comparison.
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