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Summary   
Limited subjective assessments of synthesized turbine infrasound and low frequency 
sound comprising frequencies 0.8 to 53 Hz suggest that near-threshold audible cues 
play a primary role in perception. Infrasound pulses recorded in field environments 
exhibit peak pressures on the order 0.1 to 0.2 Pa (74 – 80 dB peak SPL) at 400 meters, 
the approximate minimum setback allowed by any known noise guideline for wind 
farms. Review of recent field measurements taken at 1,100 meters from a small array 
of industrial turbines under very steady conditions show peak infrasound amplitudes 
of approximately 0.04 Pa (66 dB peak SPL) and evidence of blade-pass frequency 
periodic short bursts of tonal energy just above normal threshold in the frequency 
range 25 - 53 Hz. Syntheses of infrasound pulses accompanied by these tone bursts 
produce adverse subjective reaction with or without the infrasound pulses present and 
no reaction if the tone burst peak pressure is below threshold. The work described 
here tests the response of two test subjects to synthesized test signals of five-minutes 
duration. It is possible that longer term exposure could result in some test subjects 
becoming either more sensitized or acclimated to the noise, resulting in different 
responses to those described in this paper. 


1 Introduction   


The history of research into human response to low frequency noise and infrasound 
is long and rich as shown by Leventhall (2009). Nevertheless, the significance of wind 
farm infrasound is still the subject of considerable controversy. It is widely recognized 
that the infrasound levels at a typical residential distance from a wind farm do not 
exceed the audibility threshold for a person with normal hearing.  


Early infrasound research regarding sonic booms by Niedzwiecki and Ribner 
(1978) concluded that increasing the proportion of infrasound in a noise spectrum has 
no significant influence on the subjective loudness. On the other hand, the results of 
a listening study carried out by Huang et al. (2008) indicated that for an equivalent A-
weighted noise level, test samples containing more low frequency components were 
found to be more annoying. Furthermore, Waye and Ohrström (2002) conducted 







listening tests using recorded noise from 5 wind farms, adjusted so they had the same 
values of LAeq. The outcome showed different ratings of annoyance for an equivalent 
A-weighted sound pressure level but with a different spectral content. In another 
research study, listening tests were conducted to assess the annoyance of low 
frequency wind turbine noise (Von Hunerbein et al., 2010). Their study used an 
idealized low-frequency wind turbine noise source containing broadband noise with a 
specific tone at a single frequency between 32 Hz and 400 Hz. It was concluded that 
low frequency tones with the same level above the masking noise level as high 
frequency tones, cause negligible increase in annoyance (Von Hunerbein et al., 2010). 
Therefore, it can be seen that there are conflicting views on the relationship between 
annoyance and low frequency noise and infrasound, which is the reason for 
undertaking the experimental work described in this paper. 


Other studies have investigated the effect of amplitude modulation on the 
perceived annoyance. According to listening tests conducted by Lee et al. (2010), 
amplitude modulation of wind turbine noise significantly contributes to noise 
annoyance. An auditory experiment was also carried out by Yokoyama et al. (2013) 
using recordings of wind turbine noise, in order to examine the effect of amplitude 
modulation on fluctuation sensation. It was found that the perception of amplitude 
modulation only occurs at frequencies above 125 Hz (Yokoyama et al., 2013). 
However, the authors only considered amplitude modulation of the entire spectrum 
with different low-pass filters and did not investigate the effects of amplitude 
modulation of discrete frequencies, which could be more annoying. In fact, previous 
research in general has not considered the relationship between amplitude modulated 
low-frequency tonal noise and annoyance. Also, the effect of tonal infrasound 
components on the perception of amplitude modulation has not been investigated.  


It has been hypothesized by Salt and Hullar (2010) and Kugler et al. (2014) that 
the ear can respond to much lower levels of infrasound than are required for audibility. 
The low levels trigger a response in the outer hair cells and thus cause a psychological 
response (Salt and Hullar, 2010). The possible effect of inner ear excitation on 
perceived annoyance has not been tested so far.  


In multiple informal evaluations of infrasound alone conducted by Walker between 
2012 and 2014, periodic signals with fundamental frequency 0.8 Hz and an upper 
harmonic frequency of 32 Hz or below were perceived by two out of approximately 25 
persons who were presented with the signal in three different environments, if the peak 
pulse amplitude exceeded approximately 0.5 Pa. On the other hand, most evaluators 
were unaffected at peak pulse amplitudes of 1.5 Pa, the approximate linearity limit of 
the audio reproduction system.  


The aim of this work is therefore to examine the effect of infrasound tonal 
components on perceived low frequency noise annoyance for short exposure 
durations. The investigated spectra are synthesized based on measured wind turbine 
noise, which consists of amplitude modulated tonal components. It is important to 
understand the effects of infrasound and low frequency noise, since the predicted 
future increase in wind turbine size will most likely give rise to an increase in noise 
levels in this frequency range (Møller & Pedersen, 2011).  


2 Development of a synthesized signal 


For the purpose of the listening tests, a synthesized signal was developed based on 
data measured outside a residence located 1.3 km from the Waterloo wind farm in 
South Australia. Details of the field measurements are outlined in Hansen et al. (2014). 
Indoor spectral results were considered; however it was observed that upper 







harmonics were subject to room mode effects and hence the outdoor results were 
considered to be more representative of the actual wind turbine noise signal. A 
synthesized signal was used in place of the original signal to allow greater control over 
the adjustment of various signal attributes. In this way, various components of the 
signal could be isolated to gauge their relative importance in subjective reaction to the 
overall signal.  


2.1 Characteristics of measured wind farm noise   


Previous measurements carried out in the vicinity of the Shirley wind farm (Walker 
et al., 2012) have shown that wind farm noise is characterized by discrete peaks at 
the blade passage frequency (BPF) and harmonics that generally extend to 
approximately 8-10 Hz. These peaks are followed by broadband noise, often with 
“haystacks” of acoustic energy in the 20-60 Hz range as indicated in Figure 1. It was 
originally presumed that the haystacks were broadband noise resulting from blade 
interaction with incoming medium-scale turbulence. However, data collected in the 
vicinity of the Waterloo wind farm demonstrates that under conditions that allow very 
steady turbine operation, these “haystacks” resolve into a series of spectral lines with 
spacing equal to the BPF. In the case of the Waterloo data, there appear to be three 
such stacks, centered at approximately 28, 43 and 49 Hz as shown in Figure 2. 
 


 
Figure 1 – Spectra measured in the vicinity of the Shirley wind farm 400 meters from nearest 


turbine.  Resolution is 0.02 Hz. 


 
By careful analysis of each spectral line and its neighbors, the mean BPF for this 


measurement was determined to be 0.8033 Hz. The spectra were re-plotted vs. BPF 
order in Figure 3a-c. It is seen in the expanded spectra that while the spectral peaks 
up to 16BPF and above 50BPF are closely centered on the actual harmonic number, 
most of the peaks between 28 BPF and 42 BPF are about 0.15 BPF lower in frequency 
and therefore BPF-spaced sidebands of some other process. The set of spectral 
peaks in Figure 3b also shows generally minor peaks that are not BPF harmonics but 
BPF-spaced sidebands. The presence of sidebands spaced at the BPF suggests that 
noise at the center frequencies is amplitude modulated at the BPF. Hence, the 
broadband nature of the low frequency “haystacks” measured near the Shirley wind 
farm is attributed to changes in the BPF with time caused by variations in the wind 
turbine operating speed. 







 
Figure 2 – Outdoor and indoor spectra measured at a residence located 1300 m from the 


nearest wind turbine. Resolution is 0.02 Hz. 


 


 
Figure 3 – Expanded BPF order spectra. 


2.2 Waveform analysis 


The test data from which the spectrum of Figure 2 was computed is 10 minutes in 
length, comprising just over 160 rotor revolutions. Ensemble average waveforms were 
computed in two ways. First, the data were divided into blocks of data of length 38,242 
samples. This is the number of samples for one rotor revolution based on the mean 
blade passage period of 0.8033 Hz and data sampling rate of 10,240 Hz.  The resulting 
blocks of data were averaged to preserve periodic components and suppress spurious 
noise and atmospheric pressure fluctuations. The result of the ensemble averaging for 
outdoor test channel 1 and its shaft-order spectrum are shown in Figure 4. This 
approach matched the infrasound portion of the measured spectrum within about 1 dB 
but falls significantly short in the upper frequencies, as minor fluctuations in rotor 
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speed and quantization error in the selection of block length affect the higher 
harmonics disproportionately. The complexity of the mean wave-shape indicates 
contributions from two or three turbines, which is consistent with the 7-turbine array 
that forms a row located 1370-3150 meters south of the measurement location.  


 
Figure 4 - Mean Outdoor Waveform Computed from Data Blocks  


of Length = Sample Rate divided by Mean BPF (0.80331 Hz). 


The second approach assumes the strong peak near 23.3 Hz is a mechanical tone at 
the 87th shaft order, and uses that as a tachometer to track the relative rotor position 
and resample the data at a constant 40,000 samples per revolution. The ensemble 
average and its shaft-order spectrum from this approach are shown in Figure 5. This 
recovers the level of the 87th shaft order but appears to reduce the level of many of 
the other measured peaks, suggesting that the 23.3 Hz tone may be a mechanical 
tone from one of the less dominant turbines in the row. 


 
Figure 5 - Mean Outdoor Waveform from 23 Hz synchronization. 
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2.3 Modulation analysis 


Review of the spectra indicates the possibility of amplitude modulation which results 
in BPF-spaced sidebands on either side of dominant tones. Two different characters 
of modulation are indicated. First, at approximately 23.3 Hz, (blade-order 29, shaft-
order 87), the indication is of a single tone flanked by relatively weak (-15 and -20 dB) 
side bands. A modelled example of this is shown in Figure 6. A possible source for 
this modulated tone could be quasi-sinusoidal gearbox stresses resulting from rotor 
torque fluctuations in atmospheric wind shear conditions. 


 
Figure 6 - Wave and spectrum of 23 Hz tone amplitude modulated by 0.8 Hz. 


The second type of modulation spectrum consists of a “mound” of spectral lines, 
of which three appear to be present in the data. One possible explanation for the 
generation of these “mounds” is short duration gating (with a modulating function to 
modify the amplitude of each sample) of a tone, or BPF harmonic (as in the case of 
the “mound” between 25 and 34 Hz), not directly related to the BPF. Gating implies 
that the tone is sampled for a number of short durations during a revolution of the 
turbine. In practice, this means that the tone only exists for these short durations and 
during each gating period, the tone has a loudness that gradually increases and then 
decreases. For a 3-bladed turbine, the number of time periods for which the tone exists 
is three per revolution (as shown in Figure 7a) and each would correspond to the blade 
passing the tower. This mechanism can be simulated by sampling a continuous tone 
using the modulating function illustrated in Figure 7c. The results so obtained are 
shown in Figure 7, indicating that such modulation does produce a “mound” of spectral 
lines.   


For comparison with the measurement data, Figure 8 shows the modulation 
spectrum of Channel 1 for a frequency band limited to 40-53 Hz. Although not identical 
to the modulating spectrum in Figure 7d, the similarity is remarkably clear considering 
the potential contamination by multiple turbines and propagation distance of over 1 
km. For interest, modulation spectrograms were computed for several 1/3-octave 


a. b. 


c. d. 







bands, with examples in the frequency range of interest shown in Figure 9. Figure 10 
illustrates the effect of gating three tones simultaneously.  


 
Figure 7 - Wave and spectrum of 45 Hz tone gated by 0.2 second Hanning windows at 0.8 Hz. 


 


 
Figure 8 - Modulation spectrum of 40 - 53 Hz frequency band from Channel 1. 
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Figure 9 - Modulation spectrograms for 25 Hz to 50 Hz 1/3-octaves from Channel 1. 


 
Figure 10 - Waveform and spectrum for 28, 43 and 50 Hz tones gated simultaneously. 


  


2.4 Signal synthesis 


Fourier synthesis can be used to combine the turbine-related elements for subjective 
evaluation if it is assumed that the signal is periodic at a reasonable repetition period 
and if the relative phases of all the harmonics are known. Strictly speaking, the 
frequency shift, away from the exact harmonic frequencies, of spectral peaks in the 
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25-34 Hz range would make Fourier synthesis difficult, and for purposes of this work, 
the spectral peaks were forced to the nearest integer BPF harmonic.  


To obtain a “best estimate” of phase relationships, measurement signals were 
filtered in frequency bands encompassing the major “haystack” ranges and then 
plotted in 100 ms Leq and Lmax blocks as shown in Figure 11. Periodic peaks with 
spacing of approximately 1.25 seconds can be seen in Figure 11a and b, and the 
difference between Lmax and Leq of the filtered signals is seen to be 10 dB or more. 
Based on these observations and the results of numerous time-domain analyses of 
turbine infrasound measurements, synthesized harmonics were taken as sine waves, 
all with zero phase at time zero, although this phasing does not maximize the signal 
crest factor (that would require all cosine waves or sine waves with phase 90 degrees 
at time zero). 


 


 
Figure 11 - Portion of time history of filtered signal from outdoor measurement  


A comparison between harmonic sine waves with zero phase at time zero and sine 
waves with random phases is shown in Figure 12. It was suspected, and has 
subsequently been confirmed, that at sound pressure levels near threshold, the peaks 
in the phase-aligned signal (Figure 12a and b) would give the subjective impression 
of a sequence of “thumps” while the un-aligned signal (Figure 12c and d) would be 
inaudible.  


In a paper by Palmer (2014), evidence was presented that persons affected by 
turbine “infrasound” reported that room position had an important effect on severity. At 
true infrasonic frequencies, the sound pressure is nearly uniform in an enclosed space. 
This further suggests that exposure to near-threshold periodic bursts of low frequency 
sound, rather than deeply subliminal levels of infrasound, could be the true perception 
or annoyance triggers. 







 
Figure 12 - Effect of phase alignment on signals with equal spectra and SPL. 


 


2.5 Synthesized Signal Testing 


In an approximately 4.4 × 3.8 × 2.7 m residential room, a loudspeaker capable of 
producing 75 dB or greater sound pressure level from 0.8 to 60 Hz was set in one 
corner and a sofa-bed was set along an adjacent wall as shown in the schematic plan 
of Figure 13. The evaluator’s head position was just over 2.5 meters from the center 
of the loudspeaker, 1.2 meters above the floor. For evaluation relative to the Waterloo 
data, the full spectrum from 0.8 to 53 Hz (66 harmonics) was synthesized and 
monitored with a low frequency microphone immediately above the evaluator’s head. 
System response was equalized so that room effects and loudspeaker response were 
neutralized as described in Walker and Celano (2015).  
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Figure 13 – Schematic of test room showing source and evaluator positions. 


The synthesis system is equipped with a 5 dB per step attenuator to allow 
“bracketing” of hearing or other sensitivity thresholds. The test spectrum, as shown in 
Figure 14a, is equivalent to that shown in Figure 2a, with the exception that upper 
harmonics are stabilized so that all energy is exactly at the harmonic frequency instead 
of spreading with slight variations in turbine speed, and the lowest BPF harmonics are 
adjusted upward by approximately 5 dB to allow for possible multi-turbine interference 
effects. These effects could, at times of particular synchronicity of the turbines, 
increase low frequency levels above those captured in the measurements. The pulse 
waveform associated with the spectrum is shown in Figure 14b. The isolated spectrum 
line at 23 Hz shows as a quasi-steady oscillation and the “haystack” spectra appear 
as a burst of 40-50 Hz energy aligned with the pulse produced by the summation of 
the lowest harmonics (below 20 Hz). 


 


 
Figure 14 – a. Synthesized and monitored Waterloo-based all-pass spectrum and b. Pulse 


waveform from Waterloo all-pass spectrum. 


The evaluators consisted of test person (D) who has normal hearing and an 
extreme propensity to sea-sickness and test person (J) who has very acute hearing, 
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particularly at low frequencies. In early tests at high amplitude (1.5 Pa peak) with 
strong harmonics up to 32 Hz, he was made ill and took a while to recover. However, 
in a subsequent test (months later), synthesized blade “whoosh” with no infrasound 
started making him queasy. The two evaluators participated as a matter of availability 
and interest in the overall synthesis project.  Their low frequency hearing and sea-
sickness propensities were incidental but judged to be relevant to their evaluations.   


Evaluators were presented with the all-pass spectrum (containing energy from 0.8 
Hz to 60 Hz) for periods of 5 minutes at each incremental amplitude and they were 
required to determine which two settings of the 5 dB attenuator bracketed their 
sensation threshold. The procedure was repeated with three modifications to the 
spectrum as shown in Figure 15: 


 H:  20 Hz high-pass 
 K:  30 Hz high-pass 
 L:  20 Hz low-pass 


All tests were blind in that the evaluators were not aware of which spectrum they were 
being presented with and the signals were selected randomly.    


 


 
Figure 15 - Pulse wave forms of filtered signals, a-c: high pass at 20 Hz, high pass at 30 Hz and 


low-pass at 20 Hz. 


3 Results 


Results are presented in Table 1 which indicate the opinions of two test subjects on 
the various noises to which they were subjected. The subjects were asked whether 
the noise was annoying, and if so, how annoying. They were also asked to comment 
on the character (rough, smooth, raspy) of the noise and whether it would cause them 
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difficulty in going to sleep. The level of the noise that was presented to the evaluators 
has been expressed relative to the measured outdoor level in Table 1. 


The following analysis discusses the various signal characteristics that resulted in 
the evaluators reporting “no sensation”, “slight audibility”, “audibility”, “annoyance” and 
“high annoyance.” In some cases, comments from the two evaluators were expressed 
differently but appeared to reflect the same perception and therefore some 
interpretation has been necessary. One of the evaluators provided some insight into 
the character of the noise and this will also be discussed. Table 1 provides a summary 
of the evaluators’ comments which are presented in their original format. 


The perception of “no sensation” was expressed when the all-pass filter (0.8 Hz – 
53 Hz harmonics summed) was used and the signal amplitude was 5 dB lower than 
the measured outdoor signal at a residence 1.3 km from the Waterloo wind farm. Not 
surprisingly, applying a 30 Hz low-pass filter to this signal produced the same result of 
“no sensation”. 


Increasing the signal amplitude to the range encompassing the outdoor 
measurements resulted in the all-pass signal having “slight audibility” for evaluator “J”, 
known to have acute hearing, and apparently “no sensation” for evaluator “D”. 
Applying the 20 Hz and 30 Hz high-pass filters to the signal produced a similar result. 
It should be noted that the crest factor and LAeq (low-pass at 100 Hz) of the signal were 
lower than the measured value outdoors.  


The all-pass signal had “slight audibility” for evaluator “D” when the amplitude was 
increased by 5dB relative to the measured outdoor signal. At this level, evaluator “J” 
expressed a similar opinion, although differences in wording make comparison 
difficult. It is also worth noting that evaluator “D” commented that she would be able to 
sleep if the signal were at this level. At this level, the LAeq (low-pass at 100 Hz) was in 
the same range and the crest factor was lower than the measured value. Evaluator 
“D” found no difference in the signal audibility when the 30 Hz all-pass filter was 
applied. 


A further increase in the signal amplitude by 9 dB relative to the outdoor measured 
level resulted in “audibility” of the all-pass signal for evaluator “D” and “annoyance” for 
evaluator “J.” The crest factor was in the same range as the measured signal outdoors 
for one of the tests and was about half this value for the other but since the latter signal 
was louder, it was found to be more intrusive to evaluator “D.” This evaluator observed 
that she couldn’t sleep in the presence of such a noise. With the 30 Hz high-pass filter, 
this signal was perceived as “slightly softer” but the evaluator commented that she 
would still not be able to sleep. Despite this assertion, evaluator “D” actually fell asleep 
when a 20 Hz high-pass filter was applied to the signal, which was in apparent 
contradiction with her previous comments. 
  







 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Table 1 – Signal characteristics of test spectra as well as evaluator comments 







There was little variation in the results when the amplitude of the signal was 
increased by 10 dB relative to the outdoor measured level. On the other hand, 
evaluator “J” commented on some aspects of the noise character which varied 
depending on the filter type applied to the signal. When a 30 Hz high-pass filter was 
applied, the signal became more “raspy” or less “smooth.” The signal was even more 
“raspy” with a 20 Hz high-pass filter. 


Both evaluators reported that they experienced “no sensation” when they were 
presented with signals that had been low-pass filtered at 20 Hz at an amplitude of 9 
dB above the measured outdoor level. This result did not change as the amplitude was 
increased by 10 dB and 15 dB. The low frequency content of the corresponding three 
cases was higher than the measured outdoor signal as shown by the higher relative 
values of LGeq and LCeq. On the other hand, the overall crest factor of the signal was 
slightly lower for these cases. 


For a signal amplitude corresponding to 15 dB above the measured outdoor noise 
level, evaluator “J” expressed “high annoyance,” referring to the signal as “obnoxious.” 
Evaluator “D” found the signal “very audible.” The same judgements were passed 
when the signal was high-pass filtered at both 20 Hz and 30 Hz. It is interesting to note 
that the LAeq (low-pass at 100 Hz) was only slightly greater than 30 dB(A). According 
to the World Health Organisation night time guidelines (WHO, 2009), there should be 
no effects on sleep at levels of 30 dB(A) and below, which would not be expected for 
a “very audible” or “obnoxious” signal. This indicates that in the presence of very low 
background noise, the loudness of a signal with strong low-frequency components is 
not well-described by an A-weighted value. 


A very audible “thump” was produced according to evaluator “D” when the 
amplitude of the signal was increased to 20 dB above the outdoor measured level and 
the all-pass filter was applied. For this test, the LGeq was equal to 68.3 dB(G), which is 
well below the commonly stated threshold limit of 85 dB(G). This G-weighted threshold 
was calculated based on unweighted hearing thresholds published by Watanabe and 
Møller (1990). In considering the 95th percentile of people, two standard deviations 
should be subtracted from the mean of the original published data, giving 
approximately 85 dB(G). Nonetheless, it is important to note that the published hearing 
thresholds (Watanabe & Møller, 1990) were established based on listening tests with 
pure tones. Therefore the overall G-weighted threshold of audibility could be much 
lower for complex tones, modulated signals and signals with high crest factors. This is 
corroborated by the results of this study. 


Another point of interest is that despite having an extreme propensity to sea 
sickness, evaluator “D” did not comment that she felt sick during any of the tests. On 
the other hand, residents living in the vicinity of wind farms have reported symptoms 
such as dizziness and nausea and this has been attributed to the cyclic pressure 
variation caused by wind farm infrasound by Dooley (2013). A possible reason for this 
discrepancy is that symptoms of dizziness and nausea only occur for longer-term 
exposures. This is consistent with the phenomena of sea sickness which can take 
longer than the test period of 5 minutes to manifest in nausea.  Thus long-term 
exposure could result in different perceptions to those reported here. Nonetheless 
informal tests, not reported in here, indicated that running the full spectrum for periods 
of up to a couple of hours incidental to sleep did not result in nausea for evaluator “D.” 


4 Conclusions 


At noise levels in the range of those measured outdoors in the vicinity of a wind farm, 
an evaluator with acute hearing found the noise “slightly audible” whereas another 







evaluator reported “no sensation” when exposed to 5-minute recordings in a listening 
test environment. As the signal amplitude was increased, the noise became 
progressively more audible, eventually reaching the point where it became annoying. 
At this point the overall A-weighted level (low-pass filtered at 100 Hz) and the G-
weighted level were within ranges that are normally considered acceptable. 


Applying a high-pass filter to the signal did not affect the audibility, regardless of 
whether the lower limit of the filter was 20 Hz or 30 Hz. This result was consistent for 
all signal amplitudes that were presented to the evaluators. The implication of this 
finding is that the low frequency part of the spectrum between 30 Hz and 53 Hz 
governed the response of the evaluators. This was further confirmed by the 
observation that applying a 20 Hz low-pass filter resulted in “no sensation,” even at 
high signal amplitudes. 


There was even some indication at high levels (clearly audible pulses, 0.5 to 1.5 
Pa peak SPL if infrasound present), that including the infrasound made the total sound 
less intrusive. There are a few conjectures about why this might be. One is that the 
movement of the loudspeaker diaphragms required to generate the infrasound affects 
the radiation of the audible components. Another is that the infrasound is modulating 
the evaluator’s hearing sensitivity to periodically reduce sensitivity to some part of the 
audible signal. This is a corollary to an idea posited by Swinbanks (2012). A further 
possibility is that this was a coincidence. At all levels, the infrasound presented alone 
produced “no sensation." 


Our sleep subject fell asleep while an audible example (20 Hz high-pass) was 
being presented. However, she claimed that at this level, the full spectrum and 30 Hz 
high-pass would prevent sleep. She claimed that the full spectrum 5 dB lower would 
allow sleep. At this level, the infrasound peak pressure was just under 0.3 Pa (84 dB), 
which is in the higher range of levels seen in the field. It is possible that this evaluator 
was more tired at some times than others and she may also have become acclimated 
to the noise which would lead to a difference between her estimate of its affect on 
sleep and its actual effect.  In a subsequent test, both all-pass and 30 Hz high pass 
sounds were initially judged as potentially sleep-interfering but in practice, the 
evaluator fell asleep within minutes of other sounds being removed while the 
synthesized turbine sound and/or sound plus infrasound continued.    


Hence, for evaluation times of 5 minutes, it has been shown that for the persons 
tested, the presence of infrasound at realistic levels does not influence audibility, 
annoyance or ability to fall asleep.  
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Appendices 


 


 
Figure 16 – All-pass, 5 dB below measured outdoor level, (a) spectrum, where NB = 


narrowband, TO = third-octave, (b) pressure signal over pulse period. 


 
Figure 17 – 30 Hz HP, 5 dB below measured outdoor level, (a) spectrum, (b) pressure signal 


over pulse period. 


 
Figure 18 – All-pass, approximately the same as measured outdoor level, (a) spectrum, where 


NB = narrowband, TO = third-octave, (b) pressure signal over pulse period. 


Lmax 40-53 Hz = 52.9 dB 
 


Leq 40-53 Hz = 39.8 dB 


Lmax 40-53 Hz = 58.0 dB 
 


Leq 40-53 Hz = 45.6 dB 







 


Figure 19 – All pass, approximately the same as measured outdoor level, (a) spectrum, (b) 
pressure signal over pulse period. 


 
Figure 20 – All-pass, approximately the same as measured outdoor level, (a) spectrum, where 


NB = narrowband, TO = third-octave, (b) pressure signal over pulse period. 


  


Figure 21 – 20 Hz HP, approximately the same as measured outdoor level, (a) spectrum, (b) 
pressure signal over pulse period. 


 


Lmax 40-53 Hz = 58.3 dB 
 


Leq 40-53 Hz = 45.7 dB 







 
Figure 22 – 30 Hz HP, approximately the same as measured outdoor level, (a) spectrum, (b) 


pressure signal over pulse period. 


 
Figure 23 – 30 Hz HP, approximately the same as measured outdoor level, (a) spectrum, where 


NB = narrowband, TO = third-octave, (b) pressure signal over pulse period. 


 
Figure 24 – All-pass, 5 dB above measured outdoor level, (a) spectrum, where NB = 


narrowband, TO = third-octave, (b) pressure signal over pulse period. 


Lmax 40-53 Hz = 58.0 dB 
 


Leq 40-53 Hz = 45.5 dB 


Lmax 40-53 Hz = 63.4 dB 
 


Leq 40-53 Hz = 50.8 dB 







 


Figure 25 – All pass, 5 dB above measured outdoor level, (a) spectrum, (b) pressure signal 
over pulse period. 


 
Figure 26 – 30 Hz HP, 5 dB above measured outdoor level, (a) spectrum, where NB = 


narrowband, TO = third-octave, (b) pressure signal over pulse period. 


  
Figure 27 – All pass, 9 dB above measured outdoor level, (a) spectrum, (b) pressure signal 


over pulse period. 


Lmax 40-53 Hz = 63.4 dB 
 


Leq 40-53 Hz = 51.1 dB 







  


Figure 28. All pass, 9 dB above measured outdoor level, (a) spectrum, (b) pressure signal over 
pulse period. 


  
Figure 29 – 30 Hz HP, 9 dB above measured outdoor level, (a) spectrum, (b) pressure signal 


over pulse period. 


  
Figure 30. 30 Hz HP, 9 dB above measured outdoor level, (a) spectrum, (b) pressure signal 


over pulse period. 







  
Figure 31 – 20 Hz HP, 9 dB above measured outdoor level, (a) spectrum, (b) pressure signal 


over pulse period. 


  
Figure 32 – 20 Hz LP, 9 dB above measured outdoor level, (a) spectrum, (b) pressure signal 


over pulse period. 
 


 


 


  


Figure 33 – All pass, 10 dB above measured outdoor level, (a) spectrum, (b) pressure signal 
over pulse period. 







 


Figure 34 – 30 Hz HP, 10 dB above measured outdoor level, (a) spectrum, (b) pressure signal 
over pulse period. 


 


Figure 35 – 20 Hz HP, 10 dB above measured outdoor level, (a) spectrum, (b) pressure signal 
over pulse period. 


  
Figure 36 – 20 Hz LP, 10 dB above measured outdoor level, (a) spectrum, (b) pressure signal 


over pulse period. 







 
Figure 37 – All pass, 15 dB above measured outdoor level, (a) spectrum, (b) pressure signal 


over pulse period. 


 
Figure 38 – 30 Hz HP, 15 dB above measured outdoor level, (a) spectrum, (b) pressure signal 


over pulse period. 


 
Figure 39 – 20 Hz HP, 15 dB above measured outdoor level, (a) spectrum, (b) pressure signal 


over pulse period. 







  
Figure 40 – 20 Hz LP, 15 dB above measured outdoor level, (a) spectrum, (b) pressure signal 


over pulse period. 


 
Figure 41 – All-pass, 20 dB above measured outdoor level, (a) spectrum, where NB = 


narrowband, TO = third-octave, (b) pressure signal over pulse period. 


 


Lmax 40-53 Hz = 78.2 dB 
 


Leq 40-53 Hz = 65.5 dB 
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1. Summary   


 In order to reduce wind turbine noise at the source, serrations have been designed and 
fitted to a 3 MW horizontal axis wind turbine (HAWT). It has been demonstrated by numerous 
authors that the turbulent boundary layer trailing edge (TBL-TE) noise generated in the last 
third of the blade span is responsible for most acoustic energy emitted by modern pitch 
regulated megawatt class HAWT. Serrations are specifically targeting TBL-TE noise reduction. 
 
 This paper describes the serrations experimental design optimization performed at the 
Virginia Tech Stability Wind Tunnel in its aeroacoustic configuration. The Virginia Tech wind 
tunnel is a closed section wind tunnel equipped with an anechoic test section and a microphone 
array to localize noise sources. The airfoil and wind tunnel operating conditions are 
representative of the full scale operating conditions of a blade tip section. Twenty serration 
configurations have been tested in the wind tunnel and are designed for low impact on 
aerodynamic loads and higher noise reduction. 
 
 The optimum values for each geometry parameter have been identified, and then 
serrations have been designed for a full scale blade. IEC 61400-11 ed.3 acoustic tests have 
been performed on the field and it has been found that these serrations reduced the overall A-
weighted sound power by 2-3 dBA depending on wind speed. Analysis of the one third octave 
spectrum shows noise reduction for a wide frequency range, without high frequency noise 
increase as reported by some authors for different serration designs. 
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2. Introduction 


 Howe [1][2] discussed the production of sound by low Mach number turbulent flow over 
the trailing edge of a serrated airfoil (semi-2D) at zero AOA. The simplified analytical treatment 
in these papers and his textbook still remain effective guides to understand the primary 


mechanisms of noise reduction and design drivers. For serrations of spanwise wavelength , 
amplitude h, and at radian frequencies f satisfying fh/U>>1 (U being the main stream velocity), 


trailing edge noise is reduced relative to that for a straight edge by 10log(10h/). 
 
 Researchers at National Aerospace Laboratory (NLR) in the JOULE III project 
“Investigation of Serrated Trailing Edge Noise (STENO)” investigated the application of STE to 
reduce the TBL-TE noise of wind turbine blades by wind tunnel tests, numerical prediction 
methods and free field measurements [3][4][5]. Wind tunnel measurements using 2D airfoil 
sections showed that the STE reduced the level of TBL-TE noise significantly. However, strong 
indications were found that the noise reduction mechanism may be less effective in case of 
strong 3D flow (e.g. tip region) and the existence of perpendicular pressure gradient across the 
serrations. The work described led to the conclusion that it is worthwhile to investigate the 
optimal application of STE for real wind turbines. 
 
 In the  STENO project [4] a reduction in the total noise level of about 2 dB in the free-
field experiments for the range of operational incidence angles using the STE on the UNIWEX 
turbine was found. The reduction is much less than the theory, numerical calculations and wind 
tunnel tests predicted. They could not explain this behaviour, but they provided 2 possible 
effects that could play a certain role: first, the alignment of the serrations; second, the boundary 
layer influence caused by serrations. The pressure jump perpendicular to the serrations can 
cause additional small scale turbulence due to flow separation on the serration’s suction side. 
This can cause the increase of the high frequency noise. The pressure jump also affects the 
large scale fluctuations inside the boundary layer of the suction side of the airfoil and increase 
the low frequency noise. It is also shown in the STENO report that the serration cross section 
profile shape has a strong impact on both airfoil aeroacoustic and aerodynamic performance. 
 
 Researchers from NLR, Energy Research Centre of the Netherlands (ECN) and Institute 
of Aerodynamics and Gas Dynamics (IAG) at University of Stuttgart tried to reduce TBL-TE 
noise by modifying the airfoil shape and/or implementing STE, during the European project 
Design and Testing of Acoustically Optimized Airfoils for Wind Turbines (DATA) [6]. They did 
the validation test on a scaled wind turbine model with a two-bladed 4.5 m diameter rotor in the 
open jet test section of DNW-LLF with the 9.5 m x 9.5 m nozzle. Measurements were 
performed for one baseline and two acoustically optimized rotors. The tests were conducted 
with a 136 microphone acoustic array. The optimized airfoil shapes showed 2-4 dB TBL-TE 
noise reduction when compared to the baseline model, without loss in power production. A 
further reduction of 2 dB can be achieved by the application of STE. 
 
 In the SIROCCO project [7], acoustic field measurements on a 94 m diameter, three-
bladed wind turbine has been conducted. One standard blade, one blade with acoustically 
optimized airfoil shape, and one standard blade with STE were fitted on a HAWT. Test results 
for the baseline blade showed that the dominant source was TBL-TE noise from the outer 25% 
of the blade. Both optimized blades showed a significant TBL-TE noise reduction at low 
frequencies. For clean blade at normal operation conditions, average overall noise reduction of 
0.5 dB for the blade with optimized airfoil shape and 3.2 dB for the blade with STE were 
observed. For both blades, the noise reduction increased with increasing wind speed on the 
pitch-regulated test turbine. 
 
 Sandberg and Jones [8] did Direct Numerical Simulations (DNS) for NACA0012 airfoil 
self-noise at low Reynolds number (Re~5x104), with and without STE. The one-third octave 
averaged contours show that TBL-TE noise is reduced at high frequencies while no significant 
difference is observed at low frequencies. This might be related to the acoustic feedback loop 







occurring at a frequency below the threshold frequency for which STE are effective, or because 
the laminar-turbulent transition is dominated by a three-dimensional instability mechanism 
which is unaffected by the STE. 
 
 Herr and Reichenberger [9] presented their results on innovative trailing edge design, as 
part of the EC co-financed project OPENAIR. They did serial tests for different designs, such as 
porous materials, serrations, slotted trailing edges and brushes, at DLR’s Acoustic Wind-Tunnel 
Braunschweig (AWB). It was found that trailing edges with brushes have the best noise 
reduction, almost 10 dB in a certain frequency range. Although this indicates significant 
potential for noise reduction, the technology is not as mature as STE and has some significant 
issues with material wear and lifetime effectiveness. Porous, serrated and slotted trailing edges 
can achieve a noise reduction of up to 4 dB, depending on the configuration. Pressure 
distribution measurements reveal a small influence on the airfoil’s suction peak for all trailing 
edge modifications. 
 
 Gruber et al. [10] also did an experimental investigation of the mechanisms involved in 
airfoil TBL-TE noise reduction and noise increase observed by the implementation of sawtooth 
serrations at the trailing edge. The paper presents the results of an experimental campaign 
during which a set of over 30 sawtooth geometries were tested for noise on a NACA6512 
airfoil. It is shown that the frequency above which noise is increased is dictated by the  
boundary layer Strouhal number. Hot wire velocity measurements and flow visualization reveal 
that these noise sources are located between the sawtooth of the STE, verifying the 
fundamentals of the Howe theory. 
 
 The use of serrated trailing edges for wind turbine noise reduction has now become a 
mature technology with several academic/research institutions and wind turbine manufacturers 
demonstrating its effectiveness in wind tunnel and turbine tests leading to commercial products. 
However, to the knowledge of the authors, no study has been published regarding high 
Reynolds number wind tunnel testing (Re > 3 millions), representative of wind turbine 
applications. The work described in this document aimed to develop noise-reduction serrations, 
and the design capability and technology database to apply them to Vestas rotors. As it can be 
seen in section 4 of the present paper, 2-3 dBA (OASPL) noise reduction has been validated 
for a contemporary Vestas rotor like the V117 3.3MW. 
 


3. Wind tunnel experimental campaign 


3.1. Aeroacoustic wind tunnel specifications 


 
 All tests were performed in the Virginia Tech Stability Wind Tunnel. This facility is a 
continuous, single return, subsonic wind tunnel with 7.3-m long removable rectangular test 
sections of square cross section 1.85m on edge. The general layout is illustrated in Figure 1. 
The tunnel is powered by a 0.45-MW variable speed DC motor driving a 4.3-m propeller at up 
to 600 RPM. This provides a maximum speed in the test section (with no blockage) of about 
80m/s and a Reynolds number per meter up to about 5,000,000. Temperature stabilization is 
obtained through an air exchange tower open to the atmosphere and located downstream of 
the fan. Downstream of the tower the flow is directed into a 5.5×5.5m settling chamber 
containing 7 turbulence-reducing screens each with an open area ratio of 0.6 and separated by 
0.15m. Flow exits this chamber through the 9:1 contraction nozzle which further reduces 
turbulence levels and accelerates the flow to test speed as it enters the test section. 
 
 Acoustic treatment of the flow path includes a 25-mm thick melamine foam liner used to 
treat the side walls and ceiling of the diffuser (section 1 in figure 1), a 50-mm thick melamine 
and urethane foam liner on the walls and ceiling of the south leg of the tunnel (section 2) and a 







50mm urethane foam liner on the side walls and floor of the north leg of the tunnel (section 3) 
and on the side walls of the portion of the settling chamber upstream of the screens (section 4). 
  


Flow through the empty test section (measured with a hard-wall test section in place) is 
both closely uniform and of very low turbulence intensity. Turbulence levels are as low 0.016% 
at 12m/s and increase gradually with flow speed reaching 0.031% at 57m/s. Choi and Simpson 
[11] measured the lateral integral scales of the streamwise velocity in both the horizontal Lz 
and vertical Ly directions. They found Lz=56mm for 15m/s and 28mm for 37.5m/s and 
Ly=122mm for 15m/s and 25mm for 37.5m/s. 


  
Figure 1: Picture and schematic of VT Stability Wind Tunnel. 


 
 The Virginia Tech Stability Wind Tunnel has a novel Kevlar-walled anechoic test section 
that allows sound out into the surrounding anechoic chambers, but contains the flow (figures 2 
and 3). As a consequence, high fidelity acoustic measurements can be made under 
aerodynamic conditions that very closely mimic free flight. The anechoic system consists of an 
acoustic test section flanked by two anechoic chambers (figures 1 and 3). Large rectangular 
openings in the side walls which extend 4.2m in the streamwise direction and cover the full 
1.83-m height of the test section serve as acoustic windows. Sound generated in the test flow 
exits the test section through these into the anechoic chambers to either side. Large tensioned 
panels of Kevlar cloth cover these openings permitting the sound to pass while containing the 
bulk of the flow. This use of the material was pioneered by Jaeger et al. [12]. They were 
investigating different means of shielding a phased array microphone system embedded in the 
wall of a test section. They found this cloth to transmit sound with very little attenuation up to at 
least 25kHz. The Stability Tunnel is the first anechoic wind tunnel to employ this technology on 
a facility scale. 







 
 The test section arrangement thus simulates a half-open jet, acoustically speaking. The 
Kevlar windows eliminate the need for a jet catcher and, by containing the flow, substantially 
reduce the lift interference when airfoil models are placed in the test flow. The floor and ceiling 
of the test-section are made of Kevlar covered perforated aluminum panels. The volume behind 
the panels’ surface is filled with 0.457m-high foam wedges that eliminate acoustic reflections at 
frequencies above 190Hz (figure 3).  
 


 
Figure 2: Test section with Kevlar wall acoustic windows and airfoil model fitted with serrations. 


 
 The Risø B1 airfoil model was initially studied as part of a program sponsored by NREL 
[13]. The geometry was developed by the Risø National Laboratory (figure 2). The model is 
designed to have a 1.8m span, an overall airfoil chord of 914mm and a relative thickness of 
18%. The model is made of a fiberglass skin and a fill of fiberboard and polyurethane foam. 
The model is instrumented with approximately 80 pressure taps of 0.5 mm internal diameter 
located near the mid-span. The nominal chordwise locations of the pressure taps are the same 
on both sides of the airfoil. 
 


3.2. Aerodynamic measurement uncertainties 


 Uncertainty in the setting of absolute angle of attack is estimated as ±0.15 degrees 
based principally on a cautious interpretation of first hand experiences working with the models 
and the slew drive system. The principle source of this is the accuracy of the initial alignment of 
the airfoil. The uncertainty in angle of attack changes in any one run is therefore considerably 
smaller and likely 0.1 degrees. 
 Uncertainty in pressure, lift and moment coefficients are estimated at ±0.007, ±0.012 
and ±0.0014 respectively, these being generally very small fractions of the measured values. 
Uncertainty in drag coefficient is estimated at 5% of the measured value. 
 
 







3.3. Microphone phased array processing 


 The microphone phased array used in this effort consisted of a 117-channel, 1.1 m 
diameter planar array, with microphones being arranged in a 9-armed spiral of 13 microphones. 
A picture of the set-up and a schematic showing the position of the 117-channel array is shown 
in figure 3. The microphones used in this array are Panasonic model WM-64PNT Electret 
microphones. These microphones have a flat frequency response from 20-16,000 Hz and a 
sensitivity of -44 +/- 3 dB Re 1V/Pa at 1 kHz. All microphones used in the array were calibrated 
before being installed in the array and selected to be within ±5° phase and ±0.4 dB amplitude 
from 500 Hz to 16,000 Hz. 
 


 
Figure 3: Phased microphone array in the wind tunnel semi-anechoic chamber (left) and microphone layout (right). 


 


 A 128-channel, high speed data acquisition system was used in this test. This system 
supports simultaneous sampling from all 128 channels at up to 200 KS/s. The microphone 
signals were fed into an AVEC-designed signal conditioning and filtering box, which provided 
power to the microphones as well as anti-aliasing filtering at 20 kHz (corner frequency). The 
conditioned signals were then fed to a computer with two 64-channel PCI-based data 
acquisition cards set up for simultaneous sampling. For this test, data was acquired during 32 
seconds at a sampling rate of 51,200 Hz. 
 
 The software used to acquire, process and analyze the data was previously developed 
by AVEC. The software allows processing the test data using conventional beamforming as 
well as beamforming with flow, i.e. to account for refraction in the boundary layer. The 
beamforming results can also be post-processed using a proprietary technique developed by 
AVEC to remove contaminating noise sources.  
 
 The raw data was converted to the frequency domain and the cross-spectral matrices 
were averaged using 200 blocks of 8192 samples (i.e. 32 seconds of data). The frequency 
domain beamforming was conducted in 1/12th octave bands. Diagonal removal was applied to 
reduce the effects of uncorrelated noise. For the results in this work, the “allowed” area was 
defined as shown in figure 4. The integrated spectra were computed over a region covering the 
center one third of the trailing edge in the span-wise direction. This allowed for a more accurate 
estimation of the trailing edge noise by avoiding other spurious sources. 
 
 







 
 


 
Figure 4: Set-up of the beamforming processing, with rejection region (top) and integration region for overall sound 


level and octave spectra (bottom). 


 In the Z-direction, only the plane Z=0 was used in the integration. A few test cases were 
integrated using a region from Z=-0.18m to Z=0m and, as expected, it was found that the 
integrated levels vary insignificantly when using a 3D grid. Therefore, it was decided to only use 
the Z=0 plane, significantly reducing data processing and analysis time. The reason for the very 
good agreement between 2D and 3D results is the inherently low resolution of the array in the 
direction normal to it (the Z-axis) [14]. 
 
 The noise transmission losses due to the Kevlar windows and the boundary layers are 
corrected during the post-processing. The detailed description of the correction could be found 
in reference [15]. This correction was applied to all the integrated spectra results presented and 
also the overall noise level. However, this correction was not applied to the levels shown in the 
acoustic maps. 
 
 Since the tests were conducted at constant Reynolds number (instead of constant flow 
speed), corrections for flow speed and Strouhal number had to be applied to each 
configuration. These corrections account for the differences in noise level and frequency. The 
first step in this process involves determining the scaling law for noise levels as a function of 
free-stream velocity. To determine the scaling law, the results obtained at different Reynolds 
numbers were used. The analysis was conducted using the Strouhal number. Typically, 
Strouhal scaling is based on boundary layer thickness. However, since such data is not 
available, the airfoil chord was used as the characteristic length, this is: 


   
   


 
 


 
Where St is the Strouhal number, 
f (Hz) is the frequency of interest, 
c (m) is the chord of the airfoil, and 
U (m/s) is the free-stream velocity. 
 







 The results show that the baseline TBL-TE noise levels scale well with the 5th power of 
the free stream velocity, consistent with the theory developed by Ffowcs-Williams and Hall [16]. 
The next step consists of choosing a single flow speed at which all the configurations will be 
compared (56 m/s was selected as it approximates the mean flow speed during the tests). This 
allows accurately comparing the noise spectra for different configurations. The levels are then 
corrected by the 5th power of the ratio of free stream velocities using: 


                       
     


     
 
 


 


Where       is the target flow speed to which results are extrapolated, 
       is the free-stream velocity during the test, 


         is the SPL obtained from the test data, 
 
 The frequencies are then scaled with respect to the chord-based Strouhal number. Since 
all the cases to be compared have the same chord, the corrected frequency is scaled only by 
the ratio of flow speeds as: 


           
     


     
 


Where       is the Strouhal number-corrected frequency, and 
      is the actual frequency from the test data. 
 


3.4. Experimental test matrix 


 
 The present study provides an assessment on the effects of various parameters of the 
serration geometry (figure 5) on the lift, drag and noise of a wind turbine airfoil model. From the 
literature review, the triangular STE has been highlighted as giving the best noise reduction, 
and the critical STE geometrical parameters include: STE length to chord ratio (h), aspect-ratio 
(SAR), angle of STE to the chord (ASTE). The serration length h varied from 5 to 20% chord. 
Associated aspect-ratios were investigated between 2 and 8, with several root radii. 
 
 A total of 21 configurations have been tested during this study. These configurations 
required a total of 14 different serrated extensions (examples on figure 5). All the serrations, 
made of three different materials, were smooth and with very low roughness. The serration 
extensions were mounted on the pressure side of the airfoil. The STE have been designed and 
allied with care to ensure a smooth transition with the airfoil geometry. 
 


 
Figure 5: Picture of a few STE tested during this measurement campaign. 


 Measurements were made at a range of Reynolds number based on the chord between 
1.6 and 3.2 million. Surface pressures were measured as functions of angle of attack to provide 







lift and moment coefficient polars. An actuated wake-rake system was used to examine flow 
two-dimensionality and to determine drag coefficient. 
 


3.5. Aerodynamic and acoustic results 


  
 The main goal of this effort is to compare the noise signature of the serrated trailing 
edge configurations to the baseline. Integrated spectra and sample acoustic maps for the key 
configurations and angles of attack have been extracted from the microphone array 
measurements. 
 
 The serrated trailing edge extensions were found to have minimal impact on the airfoil 
aerodynamics. Pressure distributions on the airfoil and the lift and moment coefficients they 
imply appear very similar to the baseline airfoil. The largest consistent effect of the serrated 
extensions is a slight increase in Cl at angles of attack above 8° resulting in a higher maximum 
lift. In most cases the stall angle remains unchanged. 
 
 The drag measurements revealed that the serration tested (a 10%c serration extension 
configuration) matches the baseline drag levels but that it greatly enhanced the spanwise non-
uniformity of the clean airfoil. The addition of a trip strip removed most of the three-
dimensionality in the wake producing a closely 2D wake over the center 16% of the airfoil span. 
This suggests that the spanwise non-uniformity seen on the clean baseline results from 
spanwise variations in the chordwise location of boundary layer transition. 
 
 The results for each serration size (from 5%c to 20%c) have been compared to the 
baseline and found to produce little to no changes to the lift, suggesting that serration size did 
not influence the lift of the baseline airfoil within the range of serration parameters investigated. 
The serration extensions were indeed designed to produce minimal impact on the airfoil lift. 
 
  


 


 
Figure 6: Beamforming map of noise at 1500 Hz (top) and 4750 Hz (bottom) 


 
 
  
 The beamforming maps show the TBL-TE noise as the dominant noise source, with a 
very good signal to noise ratio between 1500 Hz to 5000 Hz (figure 7). Below 750 Hz, the TBL-







TE lob merge with tunnel background noise lobs, and it is seen as the low frequency cut-off for 
integration of sound pressure level. 
 
 It was found that all design parameters identified in this study (STE length to chord ratio 
(h), aspect-ratio (SAR), angle of STE to the chord (ASTE)) govern STE noise reduction 
effectiveness. Moreover, detailed geometric refinements were added to the design to ensure 
manufacturability and reduce fatigue issues for 20 years lifetime requirement. 
 
 Final results highlight that the best STE design could provide up to 4.5 dBA of noise 
reduction at low AoA (0 degree) and up to 3.5 dBA noise reductions at operating AoA (5 to 6 
degrees). STE affect the noise similarly in clean and tripped boundary layer conditions, giving 
the same noise reduction. 
  


The following 1/12th octave band spectrum (figure 8) is an integration of the TBL-TE 
noise, integrated and corrected by the method described in section 3.3. The noise reduction for 
several serration designs, which are effective in the 500 to 3,000 Hz frequency range in this 
case, is clearly demonstrated. The peak noise level is well reduced and thus the overall noise 
level. 


 
Figure 7: Integrated 1/12th octave spectra of 6 STE configurations compared with the baseline airfoil TBL-TE noise 


(Config. #1). 


4 WTG experimental campaign 


4.1 Serration design for rotating blade 


 
 Considering the data gathered through the wind tunnel test about the parametric design 
space of STE, new STE have been designed for a rotating blade. The STE tested in quasi-2D 
flow (wind tunnel) have been adapted to a 3D flow (rotating blade). Moreover, several STE 
designs are fitted on one blade to follow the variation of chord and airfoil geometry along the 
span. 







 


4.2 Noise measurement on V117 at noise mode 0 


 
 IEC 61400-11 ed.3 sound power measurement has been performed on the V117 3.3MW 
wind turbine, with and without STE. V117 is pitch regulated and thus the angle of attack (AoA) 
will vary significantly with the wind speed. Figure 9 shows that the STE are effective at reducing 
the overall sound power of the wind turbine on a large wind speed range. 


 
Figure 8: V117 noise curve with and without serration. IEC 61400-11 ed.3 measurement. 


 
 The figures are reported in table 1; the overall sound power level reduction is between 
1.6 to 3.1 dBA in a large wind speed range of 5-11.5 m/s at 10 m height. The noise reduction is 
overall very good and in agreement to the wind tunnel measurement. One can expect that the 
other noise sources generated by the WTG and not tackled by STE would make STE less 
effective on a full rotor, but these results confirm that TBL-TE noise is the major WTG noise 
source. 







Table 1: Overall sound power level reduction by adding serrations on V117 at noise mode 0. 


 
 


 Figure 10 show a comparison of the 1/3rd octave spectrum with and without serrations, 
between 100 Hz to 5 kHz. The STE are effective at reducing the sound power level across a 
wide range of frequencies. The attention to the design of STE, especially for the key 
parameters, is demonstrated by the absence of high frequency noise increase as it was shown 
by several authors for other serration designs.  
 
 


 
Figure 9: Average 1/3rd octave spectrum at 10 m/s wind speed bin (hub height). Comparison with and without 


serrations. 







  
Figure 10: Average 1/3rd octave spectrum at 7.5m/s wind speed bin (hub height). Comparison with and without 


serrations. 


 The analysis at other wind speeds, for example 7.5 m/s hub height, confirms the 
broadband noise reduction on a large frequency range (figure 11). 
 


4.3 Noise measurement for V126 at noise mode 0 


 
 In order to assess the robustness of the new STE, it has been applied on a wind turbine 
of a different wind class. V117 is an IEC2b class wind turbine whereas V126 is an IEC3a. IT is 
clear on figure 12 that the STE are also very effective for overall noise reduction on V126. The 
noise reduction varies function of the wind speed bin from 1.6 to 3.5 dBA, as reported on Table 
2. 
 







 
Figure 11: V126 noise curve with and without serration. IEC 61400-11 ed.3 measurement. 


 
Table 2: Overall sound power level reduction by adding serration on V126 at noise mode 0. 


 
 


4.4 Noise measurement on V117 at noise reduced mode 


 
 The following analysis aims at evaluating the STE performance at noise reduced mode. 
Noise reduced mode allows the WTG to generate less noise by power curtailment. The rotor 
operates at a lower rotation speed and the pitch setting is tuned for the new rotation speed. 
Figure 13 represent V117 noise curve at a curtailed noise mode, and the STE are very effective 
at reducing overall sound power level. All WTG noise modes have been analysed and all show 
similar noise reduction by addition of STE. 
 
 Data are compared in table 3, between 6 to 9.5 m/s wind speed. The noise reduction is 
between 2.2 to 4.1 dBA, slightly higher than noise mode 0. STE noise reduction is enough to 
allow WTG operating in noise reduced mode to operate one mode higher (i.e. mode X+1 







instead of mode X). This will results in an improved annual energy production by approximately 
2-4%, depending on WTG, site and noise mode. 
  


 
Figure 12: V117 noise curve with and without serration at curtailed noise mode. IEC 61400-11 ed.3 measurement. 


 
Table 3: Overall sound power level reduction by adding serration on V117 at noise curtailed mode. 


 


5 Conclusions 
 A high fidelity, high Reynolds number wind tunnel experiment has been carried out in 
order to develop serrated trailing edges for wind turbine noise reduction. The wind tunnel 
parametric study has been the starting point for STE design for 3D flow and wind turbine 
rotating blades. The final design is a compromise between noise reduction, aerodynamic loads 
and serration manufacturability. 
 
 The results highlight a very good noise reduction, with 2-3 dBA overall WTG noise 
reduction, and offers improved competitiveness of VESTAS WTG in noise sensitive markets. 
 







 STE provide TBL-TE noise reduction by affecting the scattering efficiency of the edge. 
Following research could focus on the turbulent boundary layer which is the source of TBL-TE 
noise. Another passive noise control method that could affect turbulent boundary layer could 
then be associated with STE for further noise reduction. 
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Summary   


Microbarometers have been used to quantify the infrasonic emissions (0.05Hz to 20Hz) from 
five wind farms in Victoria, Australia.  The wind farms measured include; Macarthur wind farm 
(140 turbines type Vestas V112 3MW); Cape Bridgewater (29 turbines type MM82 2MW); 
Leonards Hill (2 turbines type MM82 2MW); Mount Mercer (64 turbines type MM92 2MW), and; 
Waubra (128 turbines 3 types of Acciona Windpower 2MW).   


Upwind indoor measurements at the Macarthur wind farm during an unplanned shutdown from 
full power and subsequent startup to 30% load has shown that stationary turbines subject to 
high winds emit infrasound pressure below 8 Hz at levels similar to the infrasound emissions at 
blade pass frequencies and harmonics.   


The stationary V112 turbine infrasound emissions are caused primarily by blade and tower 
resonances excited by the wind.  It is apparent from the mismatch of resonances and blade 
pass frequency components that Vestas have carefully designed this unit to minimise fatigue of 
the wind turbine.   


Short range (up to 2km) measurements from the Leonards Hill wind farm have shown the 
determination of attenuation rate with distance to be problematic due to interference between 
the two turbines.  A model to explain the unexpected attenuation results at Leonards Hill has 
demonstrated that the commonly observed amplitude modulation of blade pass tones is the 
result of changing phase between turbine rotor speed and changes in wind speed. 


Long range measurements from two different wind farms over a distance of 80km have shown 
that infrasound below 6Hz has a propagation loss approximating 3dB per doubling of distance.   


1 Introduction   


Planning development applications prepared by acoustical consultants for wind farms around 
the world have until recently neglected the potential impacts of infrasound. 
 
A number of recent studies1,2,3 have described adverse human reactions to infrasound and low 
frequency sound.  Similar adverse reactions have been voiced by residents near other wind 
farms. The research work described in this paper is based on the measurement of infrasound 
immissions observed within a number of dwellings near Australian wind farms.  Some of the 
dwellings used to gather infrasound data have been vacated by the owners. 
 
The objective behind this work was to quantify and better understand the propagation and 
causes of infrasound from modern wind farms having a generating capacity of 2MW and above. 
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This work was not commissioned by any external organisation and was funded by the author.  
The author has worked for both the wind farm industry and residents and is not affiliated with 
any pro or anti-wind organisations. 


2 Infrasound Instrumentation 


Acoustics professionals are most familiar with the common microphone connected to a sound 
level meter that has some form of standardisation such as IEC61672.  Unfortunately, IEC61672 
is designed for the audible frequency range and fails to address infrasound measurements4. 
 
An alternative to the microphone for infrasound measurement is a MEMS pressure transducer. 
This type of device can be calibrated at static pressures and is used as a reference to calibrate 
infrasound equipment that detect nuclear explosions at many listening stations around the 
world5.  The nuclear test ban treaty monitoring stations are located outdoors and have wind 
filters implemented by sampling the air over large areas with the use of tubes connected back 
to the sensor. This has the potential to influence the frequency response of the system5 so this 
approach is not used in these studies. 
 
The equipment (LHA-IR1) used for the monitoring results reported in this paper was developed 
in-house in accordance with AS/NZS 3817 using a MEMS pressure sensor.  Four units were 
used in this study.  The system response is 0.05Hz to 30Hz (-3dB) with phase variation limited 
to +/- 10 ̊ in the frequency range 0.3Hz to 4Hz.  An accurate phase response is required to 
faithfully represent the infrasonic pressure waveforms from wind turbines that predominantly fall 
within this frequency range.  Calibration was with reference to a Class 1 sound level meter 
having known characteristics at 20Hz and 10Hz.  The MEMS sensor is a static pressure 
measurement device with known sensitivity.  The LHA-IR1 is configured to sample every 3ms 
and store the time history data in 20-minute blocks. This data is then converted into WAV file 
format for subsequent post processing.  The storage capacity is limited only by the size of the 
microSDCARD in each unit and allows typically, for a 16GB card, over 100 days of data to be 
collected without replacement.  With a 64GB card it can run unattended for over a year. 
 
The two LHA-IR1 units used in the Leonards Hill wind farm propagation measurements were 
calibration matched by recording data from both units inside a car near to the wind farm.  This 
measurement setup was recognised as a useful technique to minimise wind noise in the Shirley 
wind farm study2. 
 


3 Infrasound Measurements 


Infrasound measurements are reported for three wind farms.  The Macarthur wind farm has 140 
Vestas V112 3MW wind turbines located over flat terrain. Seven measurement locations are 
reported around this wind farm.  
 
The Cape Bridgewater wind farm has 29 MM82 wind turbines located on the coast in Victoria.  
Eighteen of the turbines are grouped together in a relatively flat terrain 1000m from a dwelling 
in which a start-up was observed. 
 
The Leonards Hill wind farm has two MM82 wind turbines located on top of a small hill and 
measurements are reported from within dwellings located 650m and 2000m away. 
 
At the time of taking measurements at the Leonards Hill wind farm it was thought a good idea 
to monitor at a remote location indoors 34km to the East in Woodend as a reference ‘zero’.  
Contrary to obtaining a reference zero it was found that a number of wind farms could be 
identified from this location.  Measurements at this location have proved useful in assessing 
infrasound propagation from another two wind farms in the area: Waubra and Mount Mercer. 







4 Macarthur Results 


Figure 1 shows the location of each Vestas V112 3MW wind turbine in relation to seven 
dwellings around the wind farm (R1 to R7).  All measurement results were obtained indoors. 
Figure 1 shows a 10-minute average power snapshot in a Northerly wind of 8m/s (10m AGL).  
Each turbine power output is colour coded.  Unfortunately, we were not able to obtain such 
detailed operational data during the infrasound surveys.  However, Figure 1 clearly shows how 
power generation varies across the Macarthur wind farm with the turbines facing the wind 
generating more power than those downwind that are shielded by the upwind turbines.   
 
Some of the turbines are shown to be inoperative (dark blue) in Figure 1.  A power output 
variation of 2MW across the wind farm is not uncommon. 
 


 


FIGURE 1 


 
Two sets of simultaneous measurements were taken.  The first was a measurement pair at P1 
and P6.  The second set was completed at residence locations P2, P4, P6 and P7. 







 
FIGURE 2 
 


 
FIGURE 3  







 
P1 is closer to the nearest turbine than P6 and sample results from different wind directions 
and percentage rated power for the wind farm are shown in Figure 2.  Each chart is titled with 
the wind direction and percentage wind farm rated power at the time.  The spectra are 
averaged over one hour in each case and presented up to 6Hz to improve visualisation of the 
spectrum peaks. 
 
Figure 2 and 3 show that spectrum peaks are apparent other than the blade pass frequency 
(0.683Hz) and its harmonics.  The figures generally show that broadband infrasound increases 
with wind speed and also if the monitoring location is downwind rather than upwind. 
 
Analyses of measurements at P3 (5.4km from the nearest turbine) were completed for a range 
of wind directions and wind farm percentage rated power generation.  A selection of spectrum 
charts grouped into different wind direction is shown in Figure 4. 
 


 
FIGURE 4 
 
The lower left chart in Figure 4 shows three different percentage rated power outputs with non-
blade-pass related frequency tones becoming more apparent at 100% rather than 95%.  It is 
expected that many more of the turbines would be pitch adjusted at 100% wind farm rated 
power compared to the 95% case.  This is likely to cause greater turbulence on the blades of 
the pitch adjusted wind turbines. 
 







4.1  Macarthur Shutdown and Startup Results 


A full power shutdown and later startup occurred whilst monitoring at P5.  Unfortunately, this 
was the only location being measured at the time.  The Macarthur wind farm stopped to 
standstill from a wind farm power generating capacity of approximately 95%.  After 
approximately 7 hours the wind farm was restarted. 
 
Figure 5 shows a spectrogram either side of the shutdown and Figure 6 shows a similar 
spectrogram before and after startup.  The wind was from P5 to the Macarthur wind farm 
(Westerly). 


 
FIGURE 5  5-hour spectrogram during shutdown 
 


 
FIGURE 6  5-hour spectrogram during startup 
 
Figure 5 and 6 clearly show that infrasound tones continue to be observed at P5 when all 140 
turbines were at standstill.  These tones do not align with the blade pass and blade pass 
harmonic frequencies.  It is also interesting to note that the dB(G) filter, that is centred on 10Hz, 
would show very little differences in level from a shutdown and startup.  A dB(G) filter has been 
used in a number of reports6,7,8 to assess wind turbine infrasound impacts.  Furthermore, the 







use of 1/3 octave band analysis would hide the detail available to narrowband spectrum 
analysis used by the author in presenting data in this paper. 
 
Styles9 measured the lower frequency torsion and bending modes of a Nordex N80 tower to be 
3Hz, 0.45Hz, 4.1Hz and 4.6Hz respectively.  These modal frequencies would be different for a 
V112 wind turbine but the order of magnitude would be similar. 
  
Otero et al.10 presents blade vibration modes from their example analysis as follows: 


Mode Frequency Hz Mode Frequency Hz 


1 0.707 6 6.47 


2 1.02 7 6.69 


3 1.82 8 8.01 


4 3.34 9 8.24 


5 3.95 10 9.78 


Again, V112 blades would have different frequencies for each mode but the results indicate ten 
blade modes below 10Hz and five tower modes below about 5Hz. 
 
The following extract (Figure 1 of their text) from Chauhan et al.11 show the modes of a 
standstill wind turbine. 


 
 
The spectrum charts shown in Figure 2, 3 and 4 show tones that are caused by resonant 
modes of the V112 wind turbines.  It is apparent from the mismatch of resonances and blade 
pass frequency components that Vestas have carefully designed this unit to minimise fatigue of 
the wind turbine. 
 
One-hour averaged sound pressure level changes before shutdown, after shutdown, before 
startup and after startup have been calculated. 
The average overall sound pressure level change in the frequency range 0.5Hz to 8Hz from 
running at 95% rated wind farm capacity to 0% is -3.6dB. 
The average overall sound pressure level change in the frequency range 0.5Hz to 8Hz from 
stopped at 0% to 30% rated wind farm capacity is 1.5dB. 
 
Acciona issued a Note12 summarising a meeting on 17 June 2010 between Acciona staff and a 
number of complainants.  Comments made by a complainant, who lived near the Waubra wind 







farm but who has since vacated his home, reported that ‘Before turbines commissioned they 
were causing vibrations (like a big tuning fork) and affected Noel and Janine during strong 
winds from the South East, (this is before the turbines were energised).’  The Acciona Note 
explains that the notes are not a transcript but reflect the nature of the comments made. 
 
It would appear that there are individuals who can hear/sense infrasound/vibration from 
stationary turbine modes in strong winds.  The data presented above show that stationary wind 
turbine infrasound at similar levels to operating turbines exist.  This statement is made because 
a 3dB increase in sound level occurs when two similar sound levels are added together, or 
conversely a 3dB reduction is seen when one sound source is removed.  Since the shutdown 
showed a 3.6dB reduction in sound level it would suggest that the resonant modes create 
infrasound levels similar to the contribution of the blade pass frequency and harmonics tones.  
At startup there was only a 1.5dB increase suggesting that the infrasound tones from resonant 
modes were dominant at 30% rated wind farm capacity. 
 
Further detailed analysis of the data recorded at Macarthur is planned.  


5 Cape Bridgewater Results 


Analysis of infrasound measurements at Cape Bridgewater is in progress.  However, the 
measurement of a startup is presented. 
 
Figure 7 shows the spectra taken inside a dwelling 1km to the east of a group of 18 MM82 
2MW wind turbines.  The inset shows the turbine locations and measurement location CBR1. 
Again, wind direction and percentage generating capacity of the wind farm is shown for each 
trace.  Unfortunately, detailed operating conditions for each turbine during the survey were 
unavailable to the author. 
 


 
FIGURE 7 







Again, as for the Macarthur shutdown and startup, a dB(G) filter would not reflect the part of the 
acoustic spectrum below 6Hz where the majority of infrasound energy is found to change after 
startup. 
   
The startup recorded infrasound increasing by over 20dB in the frequency range from 0.5Hz to 
6Hz with slightly greater levels shown at 15% wind farm capacity compared to 45%.  Stationary 
infrasound tones from wind turbine resonances are not as clearly observable as those from the 
Vestas V112 3MW wind turbines.   
 
Compared to infrasound levels recorded from the two MM82 wind turbines at Leonards Hill 
there is certainly a cumulative effect of having an additional 16 wind turbines, despite the CBR1 
dwelling being 1km from the nearest turbines compared to 650m for the R1 dwelling at 
Leonards Hill. 


6 Leonards Hill Results 


Figure 7 show the measurement locations R1 and R2 in relation to the two MM82 wind turbines 
T1 and T1.  R1 is situated equidistant from T1 and T1.  A westerly wind was prevalent 
throughout the survey period. 
 
Figure 8 is a 24-hour spectrogram at R1 showing a change from low power generation before 
6am to stable operation (constant rotor speed) after 6am.  The spectrogram observed at R2 on 
the same day is shown in Figure 9.  A group of tones are shown in both figures between 13Hz 
and 17Hz that are clearly associated with the wind turbines after attaining stable operation. 


 
The attenuation in dB for each of the tones 
shown in the spectrograms has been 
calculated from 65536 point FFT spectra 
averaged over the same 1-hour period after 
6am between R1 and R2.  The attenuation 
obtained for each tone is shown in Figure 10 
and is found to change with frequency. 
 
The attenuation expected over a distance 
650m and 2000m from a sound source is 
shown marked on the chart assuming 3dB per 
doubling of distance and 6dB per doubling of 
distance. 
 
Measurements at R1 were inside a 3m by 3m 
bedroom but measurements at R2 were in a 
large open plan kitchen/living area having a 
room dimension of approximately 12m by 10m.  
The tones generated by the wind turbines in 
the frequency range 14Hz to 17Hz show a gain 
in sound pressure level, not the expected 
attenuation.  
 
Standard calculations show that the room 
modes at R2 are causing an amplification of 
these turbine tones.  


FIGURE 7 
 
The R2 dwelling has been vacated by the owners who cite unacceptable health effects that 
correspond with turbine operation 







 
FIGURE 8  24 hour spectrogram at R1 
 


 
FIGURE 9  24 hour spectrogram at R2 
 
Figure 11 shows another sample period measured up to 9Hz.  The attenuation pattern changes 
from day to day.  The measured attenuation results between 650m and 2000m from the 
Leonards Hill wind turbines show attenuation rates that vary between 5 LOG(Distance) and 32 
LOG(Distance) for particular wind turbine tones. 
 
A power fault at Leonards Hill caused a shutdown of the turbines that was observed at R1 and 
R2.  It was apparent that three tones and their harmonics remained after shutdown, Figure 12.  
Two of the tones at 1.676Hz and 1.829Hz are identified to be from the Waubra wind farm 
located 46km from Leonards Hill.  It is not yet known if the remaining tones are caused by 
stationary turbine modes.   
 
An overall attenuation factor has been calculated from the Waubra tones observed at R2 and 
those same tones observed in Woodend at the same time over an averaging period of 1.5 
hours.  The average rate of attenuation downwind was found to be 12 LOG (Distance in m). 
 







 
FIGURE 10 
 


 
FIGURE 11 
 







 
FIGURE 12 


6.1  Attenuation modelling 


A model has been prepared to explain the attenuation differences below 9Hz shown in Figure 
11.  The model uses the geometry of the turbine location and two receiver points 650m and 
2000m away.  Assuming that the two turbines can together produce a unity output in each 
frequency sample, spaced 0.1Hz apart from 0.5Hz to 9 Hz, it can simply be shown that the 
attenuation between two points located 650m and 2000m away from the sound source follows 
a varying, yet predictable pattern.  The attenuation variations observed are caused by the 
interference pattern generated by phase differences between the rotors of the two wind 
turbines. The model includes variables for sound velocity and phase between the two turbine 
rotors with fixed parameters for turbine distances to R1 and R2.   
 
An example of the predicted attenuation between R1 and R2 is shown in Figure 13 for two 
sound velocities and no phase difference between turbine rotor speeds.  Although the 
measured data points shown in Figures 10 and 11 have been connected by fitted curves, the 
reality is that these sample frequency points lie on a more complicated attenuation curve similar 
to that shown in the top two charts from the model results in Figure 13.  The apparent 
attenuation ‘curve’ using only the turbine tone frequencies is shown in Figure 13 below the 
corresponding finer resolution chart.  Results in predicted attenuation between R1 and R2 with 
a 2m/s sound velocity change are shown side by side in Figure 13.   
 
The implication of this result is that minor sound velocity changes can cause large variations in 
propagation attenuation between two points at distances out to 2km.  The same result would be 
obtained if the sound velocity remained constant but the wind speed changed by 2m/s.  
Similarly, different predicted attenuations arise if the phase between the turbine rotors is 
changed. 
 







 
FIGURE 13 
 
Closer examination of infrasound measurements in the time domain show that individual tones 
vary in amplitude and with no apparent relation to each other.  All blade pass generated tones 
do not rise and fall together over time. For example, a 3-minute averaged spectrum sample can 
show a high second harmonic of blade pass frequency for a turbine and a low third harmonic.  
In the next 3-minute sample the relative amplitudes can reverse.  This amplitude modulation of 
the blade pass tones has a relationship with both the rate of change in wind speed and the rate 
of phase change between the turbines.  The same also applies to infrasonic emissions from 
static turbines observed at the Macarthur wind farm.  


7 Woodend Measurement Results 


Recent measurements taken in a Woodend dwelling have shown that it is possible to clearly 
identify the infrasound spectrum contribution from the three nearest operating wind farms. 
Figure 14 shows the geographic locations of Woodend and the three nearest wind farms. 
 
The Waubra, Mount Mercer and Leonards Hill wind farms were all operating at 80% of rated 
capacity at the time of measurement for the spectra shown in Figure 15.  Mount Mercer was 
built and became operational after the measurements were taken at Leonards Hill in 
September 2013 (Figure 12). 
 
Unusually, the Windtest report SE09001B4 for the MM92 wind turbines used at Mount Mercer 
has sound power measurements in one third octave bands from 1Hz to 20Hz.  If we assume a 
simple cumulative total sound power level from 65 MM92 turbines to be +10LOG(65) we can 
calculate the attenuation rate overall to Woodend 80km away. 
 
From the measured sound pressure levels in downwind conditions to Woodend in the 1.6Hz, 
2.5Hz and 8Hz one third octave bands the average attenuation rate is:  
12.5 LOG(Distance from source in m). 







 


 
FIGURE 14 


 


FIGURE 15 







 


8 Conclusions 


Infrasound spectrum results have been presented for a number of wind farms in Victoria, 
Australia, in conditions of shutdown, startup and normal operation.  The narrowband spectra 
presented are derived from typically 1-hour averaging periods.  Shorter 3-minute individual 
spectra within each 1-hour average show that amplitudes of the dominant tones observed vary 
(amplitude modulation) and often exceed the 1-hour averaged result by 6dB.  
 
Simultaneous measurements surrounding the Macarthur wind farm in different wind directions 
show that downwind broadband infrasound levels increase compared to upwind locations.  
 
It has been shown that there are infrasound emissions from stationary V112 3MW wind 
turbines at the Macarthur wind farm.  Infrasound emissions from stationary and operating wind 
turbines in winds capable of producing maximum generating capacity are similar.  The 
measurements show that for winds capable of generating 30% rated capacity the resonant 
(stationary condition) modes emit higher infrasound than those caused by blade pass effects. 
 
For the Macarthur V112 wind turbines the average overall sound pressure level change in the 
frequency range 0.5Hz to 8Hz from running at 95% rated wind farm capacity to 0% was -3.6dB. 
The average overall sound pressure level change in the frequency range 0.5Hz to 8Hz from 
stopped at 0% to 30% rated wind farm capacity was 1.5dB. 
 
Wind turbine resonant modes are more prominent on the 3 MW V112 turbines than the MM82 
2MW turbines.  This may be due to the different blade and tower properties. 
 
The use of 1/3 octave band analysis would hide the detail available to narrowband spectrum 
analysis used by the author in presenting data in this paper.  The results also show that the 
dB(G) filter, when used as a measure for wind farm infrasound emissions, effectively hides the 
frequencies below 6Hz where most infrasound energy is found. 
 
The measured attenuation results between 650m and 2000m from the Leonards Hill wind 
turbines show attenuation rates that vary between 5 LOG(Distance) and 32 LOG(Distance) for 
particular wind turbine tones. A model was prepared to explain the seemingly odd results. 
 
From measurements and the subsequent modelling of the two-turbine Leonards Hill wind farm 
it has been demonstrated that the variation in calculated attenuation rates observed at two fixed 
locations is dependent upon the apparent sound speed (speed of sound +/-wind speed) and the 
phase between the rotation of each turbine.  Changes in amplitude of the dominant wind 
turbine tones below about 10Hz are related to wind speed and the phase relationship between 
turbine rotors.  The rate of change of amplitude at a fixed location (amplitude modulation) is 
related to the rate of change in wind speed and the rate of change in phase between turbine 
rotors. This effect can become extremely complex, yet predictable, with numerous wind 
turbines. 
 
Long-range propagation loss measurements (46km and 80km) downwind show a propagation 
loss of around 12 LOG(Distance). 
 
Long-range propagation loss calculations from the measured sound pressure levels in 
downwind conditions at Woodend, over 80km from the Mount Mercer wind farm, and published 
sound power test results for the MM92 wind turbine in the 1.6Hz, 2.5Hz and 8Hz one third 
octave bands provides an average attenuation rate of 12.5 LOG(Distance). 
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Summary   


Wind farms are required to comply with noise targets after construction and those same 
targets are set from a sample of background noise measurements prior to construction. 
It is not uncommon for predicted and post-construction sound levels from wind farms to 
show compliance with margins of less than 2dB(A). 
 
With small compliance margins there is a need to consider uncertainties in the 
instruments taking the measurements.  IEC 61672 is a commonly used instrumentation 
standard for sound level meters to ensure consistent results between different 
manufacturers.  Whilst this and similar older versions of the standard provide some 
comfort regarding repeatability, they are not necessarily appropriate when trying to push 
the envelopes of sound level meter use. 
 
This paper details some limitations of the current IEC 61672 sound level meter standard 
and describes common mal-practice in presentation of sound level data purporting to 
adhere to this standard.  


1 Background to IEC61672 


The IEC 616721 standard for sound level meters specifies accuracy tolerances from test 
methods in the time and frequency domain.  This standard cancelled and replaced IEC 
608042 and IEC 606513 and is applicable to exponentially averaging sound level meters, 
integrating sound level meters and integrating-averaging sound level meters.   
 
It is useful to reflect upon the earlier versions of this standard to understand the basic 
objectives.  For example, notes in IEC 60651 with regard to „Time weighting‟ explain the 
historical basis of ‟S‟ (Slow), „F‟ (Fast), „I‟ (Impulse), and „P‟ (Peak) in that these time 
weightings are based on older instruments.  Perhaps more importantly, IEC 60651 notes 
the following:  


“In the past, frequency weighting and time weighting have been associated with 
certain characteristics of the ear.  However, recent work has not substantiated 
these historical associations, so that frequency-weighting and time-weighting 
characteristics of sound level meters may be considered to be conventional. The 
A-weighting characteristic is now frequently specified for rating sounds irrespective 
of level and is no longer restricted to low level sounds.  Furthermore, 
standardisation of the I-weighting characteristic does not imply that the 
relationship between loudness or hearing damage risk of impulsive sounds and 
the physical characteristics of sounds is thereby precisely presented.” 
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IEC 60651 described the Lin frequency-weighting to be unweighted.  This terminology 
changed in IEC 61672 so that Z weighting became the old Lin weighting and unweighted 
became referred to as ZERO weighting, all of which are the same. 
 
IEC 61672 states that the standard is for sound level meters that are intended to 
measure sounds generally in the range of human hearing.  Early sound level meters 
were analogue and had moving coil meter displays and the Impulse response was 
designed to allow an operator to read the display of a transient short lived sound event 
having a short rise time. This was achieved with a peak hold circuit with long decay time 
(1500ms).  The 1500ms decay time of the impulse response was never intended to track 
the rise and fall of a sound transient. 
 


Modern fully digital sound level meters can successfully emulate the old analogue sound 
level meter responses of Slow, Fast and Impulse without the need of a peak hold circuit 
because the sound level maximum can be digitally stored for later display.  However, a 
1500ms fall time is still provided to ensure compliance with IEC 61672 when showing a 
result on the meter‟s display. 
 
Some modern sound level meters have additional time constants such as 1ms, 10ms or 
20ms (eg. Ono-Sokki, Rion, 01dB) and „short Leq‟ measurements can be logged.  
However, these are not specified in IEC 61672. 


2 Sound Level Meter Range and Noise floor 


The following statements have been made in acoustic assessments using the ETSU-R-
974 methodology.   


 
“Rion NL31 Class 1 noise loggers were used for these measurements.  According 
to the manufacturer’s information, the A-weighted inherent internal noise (noise 
floor) of the Rion NL31 is below 20dB and typically around 17dB.” 
 
“Noise monitoring was conducted using CESVA SC310 Type 1 octave logging 
sound analysers, CESVA C250 microphones with PA14 preamplifiers and CESVA 
TK1000 outdoor microphone assemblies at 1.5m microphone height. The loggers 
have a low noise floor of typically 16dBA.”  
 
“Background LA90,10min noise levels range from 17 – 30 dB LA90 at low wind 
speeds during both night and day times ..” 


 
The last statement was with the use of a Larson Davis 820 Class 1 sound level meter 
and all recorded data, apart from rain affected results were used in the background 
regression analysis. 


 
Such statements are commonplace in acoustic assessments and data is included in 
Sound Pressure Level vs. Wind Speed charts showing data often at the instrument noise 
floor.  The IoA Supplementary Guidance Note 27 contains a number of example charts of 
this type where it is clear that data at or near the instrument noise floor has been 
included in the data processing. 
 
The IoA Supplemental Note 16 expands on the specification of noise measuring 
equipment described in the IoA Good Practice Guide5 section 2.4.1 and suggests that the 
measurement systems should preferably comply with current standards IEC 61672 
although earlier standards such as BS EN 60804 may be used to accommodate older 
instruments.  Unfortunately, there is no advice given on the performance requirements of 







measurement equipment compliant with these standards.  It would clearly be 
inappropriate to use a sound level meter having a noise floor of 40dB(A) to measure 
background trends, even if it were to comply with IEC 61672. 
 
The Rion NL31 described above indeed has a specification as described, however, the 
measurement range over which the instrument is compliant with IEC 61672 is only a 
minimum of 28 dB(A).  Similarly, the CESVA SC310 described above is specified to have 
an electrical noise floor of 15.7 dB(A) but the measurement range to which the instrument 
is compliant with IEC 61672 and EN 60651 has a lower limit of only 28 dB(A).   
 
The Larson Davis 820 sound level meter has a quoted noise floor of 17.5 dB(A), when 
used with a 2541 microphone.  However, the linearity range for the LD820 is difficult to 
define since there is a noise floor compensation mode that can extend the linearity by 10 
dB8.  If this mode is not set then the meter reports “Near Noise Floor” when within 10dB 
of the noise floor as a warning to show potential non-linearity and non-compliance with its 
standards.  
 
Data presented in wind farm noise assessment reports that are below the lower 
measurement range of the instrument are not compliant with the specification 
requirements of IEC 61672.  Figure 1 shows the compression effect that sound level 
meters have as the sound levels approach the instrument noise floor.   
 


 
FIGURE 1 
 
The IoA Good Practice Guide suggests that measurement instruments should be 
compliant with either Type 1 or Class 1 precision.  Beyers9 describes the effective 
tightening of specifications in IEC 61672 over the years and notes that calibrations to the 
latest version (2013) may not be successful for previously conforming instruments. This 
may rule out much of the instrumentation used in past wind farm approvals unless the 







Good Practice Guide allows equipment to be used that has compliance with the 2004 
version of IEC 61672, for example. 
   
Clearly, any data used between the instrument noise floor and the lower measurement 
range is non-compliant and should not be used.   
 
The author has yet to see a noise impact assessment for a wind farm where such data 
has been excluded from the data processing and the derivation of background curves.  
Furthermore, the absence of guidance in this regard by the IoA working group is a 
serious failing.  Guidance should be provided on the lower measurement range of 
instruments that are suitable for the task of setting compliance noise curves for wind 
farms. 
 
The question then arises; how representative are these background curves upon which 
compliance limits are set?  Figure 18 of the Supplemental Guideline Note 2 shows data 
clearly influenced by the instrument noise floor.  In this example, the data limits at around 
18 dB(A) and if instrumentation such as the CESVA 310 or Rion NL31 were used to 
gather this data then the valid data (compliant with IEC 61672) would only be above 28 
dB(A). 
 
We then have a situation where many wind farms have been approved using data non-
compliant with the IEC 61672 or IEC 60651.  
  
It would be unreasonable to simply delete all data below the lower measurement range of 
the sound level meter because this would have the effect of artificially raising the 
background trend curve upon which target noise limits are set.  Can this data be 
corrected in some way? 
 
The method used by Larson Davis to extend the lower linearity is simply to compensate 
the measured value by the electrical noise floor value.  As a sound level meter 
approaches the electrical/microphone noise floor it starts to report higher sound levels 
than actual.  If the noise floor is 18dB then the artificially higher reported sound level from 
the meter is (real dB + noise floor dB).  So, a simple correction follows where a better 
reported sound level will result if you take 18 dB from the reading. If the SLM reads 25 dB 
then the real level would be 25dB - 18dB = 23.95 dB. 
 
Uncertainty increases near to the noise floor of 18 dB; if the measured reading is 19 dB 
then the real sound pressure level could be 19dB - 18dB = 12dB.   
 
At a reading of 18dB the actual level would be 18dB - 18dB = 0 and this is where the 
technique starts to fail.  If this type of correction is applied to measured background 
readings then a conservative result may be obtained for sound levels close to the noise 
floor of the instrument.  Unfortunately, this technique is only applicable to short Leq data, 
not statistical data such as the LAF90,10min.  Mathematically, it is impossible to correct an 
LAF90,10min in this way unless each short LAeq that forms the statistic is individually 
corrected.  If the method is applied to the LAF90,10min it is not considered rigorous. 
 
The chart in Figure 2 provides an example of such a crude correction on data taken with 
a CESVA 310 sound level meter.  The corrected data is shown as „Extended LA90‟.  A 
simplistic trend analysis is shown in accordance with the IoA Good Practice Guide 
Supplementary Guidance Note 2. 
 







A „Flat Lined Background Noise Level‟7 at lower wind speeds would be approximately 
3dB higher with uncorrected data.  Different measurement data can show a larger 
discrepancy than 3dB. 
 
Wind farm noise assessments often have very small compliance margins.  In such cases 
the effects of non-linear data become important. 
 


 
FIGURE 2 


2.1 Use of different instruments in assessments 


It is often the case that compliance assessments of wind farms take place many years 
after original background measurements have been taken and sometimes by different  
companies. 
 
If instrumentation having a higher noise floor is used to determine a background trend 
line, upon which wind farm noise targets are set, is then replaced by different 
instrumentation having a much lower noise floor for the compliance assessment, we have 
the very real potential to demonstrate from the results that the ambient noise in an area 
falls after the wind farm is built.   
 
This strange effect is observed in a number of charts produced for compliance 
assessment reports that the author has seen.  For example, a number of charts seen in 
compliance reports show the electrical noise floor of the instrumentation used to 
determine the background trend line at 26dB(A), yet a different sound level meter was 
used by a different organisation for compliance assessment that had a noise floor of 
17dB(A).  Notwithstanding that the original data used to determine the background trend 
line was non-compliant with IEC 61672 in the non-linear range from 26 dB(A) to about 32 
dB(A), the data was used to demonstrate compliance.  In the wind speed range just after 
turbine cut-in it appears that the post construction trend line is lower than the background 







trend.  It would be a strange conclusion to draw that the construction and operation of the 
wind farm is reducing ambient noise in an area.  
 
Again, this is a issue that the IoA Guidelines do not address.  Simply referencing IEC 
61672 without further qualification is not good practice. 


3 Infrasound 


Sound level meters conforming to IEC61672 have regularly been used in wind farm 
studies of infrasound15,16,17 immissions.  Often, one-third octave band analysis data is 
reported below 10Hz, yet, IEC61672 specifies frequency weighting tolerances only down 
to 10Hz.  At 10Hz, for example, the acceptable tolerance on reported sound pressure 
level is +3dB to minus infinity. 
 
Compliance with IEC61672 does not provide any assurance of accuracy below 10Hz.  
This fact was realized by Schomer12 in the Shirley wind farm study who stated that: 


 “A-weighting is totally inadequate and inappropriate for description of this 
infrasound.  In point of fact, the A-weighting, and also the C and Z-weightings for a 
Type 1 sound level meter have a lower tolerance limit of  4.5 dB in the 16 Hz one-
third-octave band, a tolerance of minus infinity in the 12.5 Hz and 10 Hz one-third-
octave bands, and are totally undefined below the 10 Hz one-third-octave band.  
Thus, the International Electrotechnical Commission (IEC) standard needs to 
include both infrasonic measurements and a standard for the instrument by which 
they are measured.” 


 
ISO 719610 describes the G-weighting filter. Unfortunately, this standard does not provide 
acceptable tolerance limits and refers back to detectors having characteristics no less 
stringent that those specified for Type 1 sound level meters having the F or S time-
weighting characteristics of IEC 61672.  However, measurements of wind farm 
emissions13, 14 below 20Hz show that the G-weighting filter does not encompass the 
frequency range of emissions that contain the majority of wind farm generated 
infrasound, which generally is below 6Hz.  The G-weighting is unresponsive to and is 
unrepresentative of wind farm infrasound emissions. 
 
An example of the challenges posed in taking infrasound measurements using different 
sound level meter models from the same manufacturer, each having compliance with IEC 
61672 is described by Cooper13. 
 
There are limitations to any IEC 61672 compliant system that uses a microphone to 
quantify pressure variations in the low infrasound region.  For example, one of the best 
infrasound microphones, the GRAS 40AN, attenuates pressure variations at 0.1 Hz by 
approximately 9 dB, and more so at lower frequencies.  Another microphone example is 
the GRAS 40AZ that has a 25 dB sensitivity reduction at 0.1 Hz. Furthermore, the phase 
response changes significantly as the high pass filter knee (-3dB point) is approached.  
 
Changing phase response characteristics can alter the pressure waveform significantly 
and lead to incorrect estimates of peak pressures.  In contrast, a microbarometer can 
measure absolute pressure.  These devices are often high-pass filtered around 0.05 Hz 
to increase sensitivity by reducing the effects of weather pattern changes and 
atmospheric turbulence.  Microbarometer based instrumentation should have regard to 
ISO 1084311 to keep phase distortion to less than +/- 10 degrees, something not 
considered in IEC 61672. 







3.1 Zero weighting dB(Z) 


The dB(Z) or ZERO weighted response described in IEC 61672 is generally not well 
understood.  A dB(Z) value from a sound level meter compliant with IEC 61672 can 
produce a totally different dB(Z) value from another IEC 61672 compliant sound level 
meter for the same input signal. 
 
The dB(Z) values recorded by different sound level meters simply mean a decibel sound 
pressure result that is the best that that particular sound level meter can achieve without 
any weighting applied.  Because the tolerance at 10Hz in IEC 61672 is +3dB to minus 
infinity, two sound level meters measuring sound levels containing a significant amount of 
sound energy around 10Hz can produce results differing within the full dynamic range of 
either instrument. 
 
Infrasound emissions from wind farms can produce wildly different results using the dB(Z) 
parameter in different sound level meters that are compliant with IEC 61672.  It is 
therefore unwise to compare reports having dB(Z) data recorded with different 
instruments. 


4 Time Constants and Amplitude Modulation 


Methods of assessing amplitude modulation (AM) from wind turbines are currently being 
reviewed.  A common requirement is to track the rise and fall of sound level to quantify 
the amount of AM.   
 
Some of the AM assessment methods being considered are based upon the amplitude 
variation of A-weighted sound levels with time.  Older analogue sound level meters would 
output a voltage that was proportional to the dB sound pressure level to a chart recorder 
to record AM.  This signal would be the output from the DC connector of the sound level 
meter.   
 
Modern IEC 61672 compliant digital sound level meters have the ability to store sound 
level data at different rates into memory for later download to a computer that can then 
prepare a printed chart.  Sound levels stored in the memory of sound level meter loggers 
are sampled at varying rates.  A modern digital logging meter can often vary the storage 
sampling period, yet there is no standardisation between different sound level meter 
models from different or even the same manufacturer.  The storage sample rates can 
vary from 1ms through seconds to many minutes.   
 
Older analogue sound level meters „stored‟ sound level variations with the use of external 
chart recorders.  The chart recorders could change the pen response and data from the 
sound level meter was often obtained directly after the rms detector prior to any time 
weighting circuit.  The time weighting was determined from the pen speed in the chart 
recorder.  
 
The ability to drive external chart recorders is still an option on modern digital sound level 
meters where AC and DC outputs are provided, however, there is a wide variation on the 
signal that is observed from the DC out connector.  For example, Larson Davis 700 and 
800 series sound level meters are part analogue and part digital.  The analogue part 
provides the same functionality as the earlier fully analogue meters that had moving coil 
needle displays.  The digital part of these meters simply stored the sampled analogue dB 
voltage levels to provide Ln statistics and Leq values.  The DC output from the 700 and 
800 series sound level meters provide a voltage level proportional to dB before the time 
weighting circuitry.  The DC output response was therefore faster than that required to 







address the rise time specification for Impulse response and is independent of the time 
weightings of Fast, Slow or Impulse.   
 
The latest fully digital sound level meters from Larson Davis have a voltage level 
proportional to the dB sound level at the DC out connector, but the signal is pre-
conditioned to have time weighting limited to the options of Fast, Slow and Impulse.  IEC 
61672 does not standardise the type of output signal available at the AC or DC output 
connectors.  The AC output also suffers from this lack of standardisation.  For example, 
some sound level meters have AC outputs that reflect the frequency weighted signal after 
the microphone preamplifier.  Others pass the signal from the preamplifier through a 
power-amplifier to drive headphones that introduces a non-linear frequency response or 
dynamic range change that may result in non-compliance with IEC 61672 specified limits.  
However, the meter may still comply with IEC 61672 test requirements. 
 
A manual method of assessing amplitude modulation from an A-weighted chart trace has 
been developed for use in a wind farm planning approval condition in the UK (Den Brook 
Condition)18.  An automated method has been proposed by RES19 to emulate the manual 
method.  However, the RES automated method has been shown to be deficient20, 21 in 
this regard.  The basic approach in the Den Brook amplitude modulation assessment 
method is to sample the A-weighted sound level outside a dwelling using Fast time 
weighting response at a sample rate of 125 ms. 
 
IEC 61672 defines the rise time (exponential time constant) of Fast response to be 
125ms.  However, the fall time of Fast response is defined to be „at least 25 dB per 
second‟.  The ability of a sound level meter to track the fall of sound level is important in 
quantifying the trough of the AM time signal.  Obviously, sound level meters having a 
faster fall time can track the trough of an A-weighted sound level more accurately and 
different sound level meters compliant with IEC 61672 can produce different AM values if 
they have different fall times. 
 
IEC 61672 shows the expected difference, ƌref, in LAFmax to LA for 4kHz tone bursts having 
different durations.  For example, the measured LAFmax for a 100ms tone burst is 2.6 dB 
lower than the actual LA value of the tone burst with IEC 61672 specifying an allowable 
uncertainty of +/- 1.3 dB.  An equation is provided to estimate ƌref for different time 
constants, as follows 


    ƌref   =  10 lg ( 1 – e 
(-Tb / t) 


) 
 
Where Tb is the tone burst duration and t is the exponential time constant. 
 
For Fast response, t = 125ms.  If a response time of 1ms or 10ms is used, then, for a 
100ms tone burst, ƌref = 0 and for a response time of 100ms and 100ms tone burst,  
ƌref = 2. 
 
AM does not generally have a sinusoidal pattern and can have dips within each 
modulation.  Time traces of A-weighted sound levels exhibiting AM from wind turbines 
can be very complex.  When there are multiple turbines the AM patterns are even more 
complicated.   Figure 3 shows a 72-sec time trace 700m from two MM82 wind turbines. 
 
Research from the University of Salford23 has concluded that “Faster modulation 
increased annoyance rating” but tests were not completed on the rates of change of 
modulation typical of the sample shown in figure 3.  The team also concluded that there 
were no clear effects with changing pulse shape in their tests.  However, the tests were 
based on synthesised sounds having constant modulation envelopes. 







 
The AM repetition at the start of the time trace in figure 3 is around 2 Hz but AM peaks 
can be separated by <1ms to 1.2s (blade pass frequency) as the phase between the 
rotors change.  In such circumstances a Fast response may greatly underestimate the 
real magnitude of AM.   
 
A better method of tracking the real AM would be to use short Leq values that are 
available from many modern integrating sound level meters.  Alternatively, sample the 
output from the DC connector if the output is derived directly after the rms detector, 
before any slower time constant is applied (eg. Larson Davis 700 and 800 series meters). 
 


 
FIGURE 3 
 
The Fast time weighting is conventional and does not reflect the capabilities of the 
human ear.  Oberfield22 describes the results of two experiments assessing the perceived 
loudness of multiple 100ms wide-band noise segments.  The results suggest two 
independent mechanisms, one being the primacy/recency weighting pattern of the sound 
segments.  Thus, AM perception may not simply be a function of modulation depth, but 
can depend upon onset / decay rates and modulation frequency (as also reported by 
Salford University23).   
 
Future AM investigations should not be limited by the Fast response sampled at, say, 
100ms.  Greater resolution of the amplitude time history, than can be afforded using the 
Fast response, would be beneficial in future AM research to better resolve the detail in 
AM and to minimise amplitude uncertainty. 


5 Conclusions 


IEC 61672 specifies acceptable performance tolerances for sound level meters used 
generally in the audible frequency range and it is referenced by the IoA Noise Working 
Group6 as a standard to meet for the „good practice‟ measurement of sound from wind 







turbines.  The reference to IEC 61672 is simply made without qualification, except for the 
Class of instrument. 
 
The author is aware of numerous wind farm assessments, made in accordance with the 
ETSU-R-97 methodology, where data has been used in preparing trend lines from 
background and post-construction operating conditions that is outside the range of 
measurement for which the sound level monitoring equipment is compliant with IEC 
61672.  Such charts are presented as examples of good practice in the IoA Good 
Practice Guide. The author knows of no ETSU-R-97 type assessment where account has 
been made for such non-compliant data that is outside the measurement range of the 
instruments.  The IoA Supplemental Guideline Note 1 „Data Collection‟6 needs to be 
amended to address these issues. 
 
A correction methodology to extend the noise floor of instruments has been presented; 
however, this method would not be compliant with IEC 61672 and is not rigorous. 
 
It is recognised that the time and frequency weightings described in IEC 61672 are 
conventional and do not represent the characteristics of the human ear.  The IoA Good 
Practice Guide5 and its supplementary Notes should provide guidance on appropriate 
time constants and short Leq sample rates that better define emissions from wind 
turbines.   
 
Guidance is required on the temporal weighting of the loudness of time-varying sounds 
as it relates to amplitude modulation and the uncertainty associated with different short 
Leq sample rates to better define amplitude peak and trough determinations (AM). 
It is recommended that future research into AM record time histories utilising currently 
available sound level meters with sample rates of around 10ms as short Leq (not time 
weighted with Fast response).  Such equipment is also compliant with IEC 61672. 
 
Z-weighting can provide large differences in readings between different sound level 
meters if the source contains infrasound typically found in wind turbine noise emissions 
at frequencies below 6 Hz.  It would be a mistake to assume that dB(Z) results are 
accurate because there is compliance with IEC 61672. 
 
IEC 61672 currently does not include the standardisation of instruments suitable for the 
measurement of infrasound.  Such a standard would prove useful considering the 
amount of planned research in this area. 
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Summary   


An airfoil was simulated in turbulent inflow conditions using a high order numerical scheme and 
a hybrid RANS/LES method. The numerical methods applied for flow simulation and noise 
prediction are described. Both turbulent inflow noise and turbulent boundary layer trailing edge 
noise emissions are evaluated, including the impact of inflow turbulence on trailing edge noise. 
The results show that a large portion of the airfoil surface, exceeding the leading edge region, 
is involved in broadband noise emission due to inflow turbulence. Frequencies of turbulent 
inflow noise emitted directly at the leading edge are lower than the frequency range of noise 
emitted on the airfoil surface downstream the leading edge. The peak frequency of trailing edge 
noise is shifted towards lower frequencies if inflow turbulence is present, along with an 
increased peak noise level. Issues for further research activities are pointed out. 


1. Introduction   


There is a wide consensus that turbulent boundary layer trailing edge noise (TBL-TEN) is the 
dominant source of aeroacoustic broadband noise emission of wind turbines (Oerlemans, 
Sijtsma, & Méndez López, 2007). TBL-TEN is also known as airfoil self-noise, since it is 
supposed not to be dependent on disturbances of the global flow field, provided that transition 
location is fixed. Wind turbines are operated in the turbulent atmospheric boundary layer 
containing turbulence length scales ranging from meso- to micro-scale. Turbulent inflow 
impinging the leading edge of an airfoil causes emission of turbulent inflow noise (Wagner, 
Bareiß, & Guidati, 1996). There is a wide basis of experimental, numerical and analytical work 
on TBL-TEN with steady inflow conditions. The data basis on noise emission with turbulent 
inflow conditions is considerably smaller, although wind energy applications take place under 
turbulent conditions. There are many reasons, ranging from difficulties in creating reproducible 
turbulence conditions to high computational costs due to the range of time scales to be covered 
in numerical simulations.  
Amiet’s model (Amiet, 1975) requires turbulence intensity and integral length scale as input 
parameters. However, in an atmospheric boundary layer most turbulent kinetic energy is 
contained in huge eddies which cause unsteady loads on aerodynamic surfaces but do not 
contribute to noise emission in the audible frequency range. These huge eddies also dominate 
the turbulence integral length scale. In Fig. 1, the different effects of large and small eddies on 
global and local blade loading are visualized. The properties of turbulence in the relevant range 
of length scales, say in the order of magnitude of the blade chord and smaller are described by 
model spectra depending on the largest eddies. No wonder that prescribing measured integral 
length scales and overall turbulence intensities yields wrong turbulent inflow noise emission 
results, if the model spectrum does not reproduce the relevant range of length scales correctly. 
Modifying the shape of the model spectrum seems more beneficial than fitting the integral 
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parameters so that predicted noise emissions match measured data. Unfortunately there is little 
reliable experimental data available for the relevant range of length scales including effects of 
complex terrain and weather conditions. Strong impact of thermal convection was shown by 
means of in-flight measurements by (Herrig & Würz, 2008). Further investigations in this field 
are desirable. Numerical simulations of the atmospheric boundary layer are restricted to large 
length scales due to computational cost limitations.  
Another drawback of Amiet’s model is that it does not account for airfoil geometry since it was 
deduced for a flat plate. Moriarty et al. introduced an empirical relation accounting for the airfoil 
thickness (Moriarty, Guidati, & Migliore, 2005). Moreover, Amiet’s model deploys Taylor’s 
hypothesis of frozen turbulence. Far away from the blade surface this seems appropriate, 
particularly when considering that the advection velocity of atmospheric turbulence is low 
compared to the velocity in the moving frame of reference of the rotor. However, strong velocity 
gradients in the vicinity of the leading edge question the validity of Taylor’s hypothesis in this 
case. 


The research project “INFLOW-Noise” was 
originated to get more insight into the physics 
of the aforementioned aspects by means of 
numerical simulations and wind tunnel 
measurements of an airfoil in turbulent inflow. 
The scope of the present paper is to present 
first results of the numerical simulations of a 
generic test case corresponding to the wind 
tunnel set up. The airfoil was specifically 
designed for the wind tunnel measurements 
with the goal to generate high levels of both 
turbulent inflow noise and TBL-TEN in order 
to achieve noise levels significantly above the 
background noise of the wind tunnel. A 
detailed description of the airfoil design 
objectives and realisation can be found in (Illg, 
Neunaber, Lutz, & Krämer, 2015). The wind 
tunnel model is equipped with static and 
dynamic pressure transducers (Neunaber, 
Schultz-von Glahn, Illg, Peinke, & Hölling, 
2015). All results presented in this paper were 


obtained at the design angle of attack of five degrees with attached turbulent boundary layer, 
avoiding undesired effects of separation noise. The operating Reynolds number is roughly one 
million. A first measurement campaign took place in 2014. Comparisons of experimental and 
numerical results will be subject of upcoming publications. 
Recent results presented in this paper suggest that separating noise sources into an inflow 
turbulence depending part emitted at the leading edge and a part independent from inflow 
turbulence emitted at the trailing edge might not cover all effects due to inflow turbulence. 
 


2. Numerical Methods and Setup 


2.1 Flow Simulation 


The CFD simulations are performed with the compressible finite-volume solver FLOWer, 
originally developed by the German Aerospace Centre (DLR) (DLR, 2006), (Kroll, Rossow, 
Schwamborn, Becker, & Heller, 2002) and continuously improved by the Institute of 
Aerodynamics and Gas Dynamics of the University of Stuttgart (IAG). Using a fifth order WENO 
(Weighted Essentially Non-Oscillatory) scheme for reconstruction of the convective flux 
together with a HLLC Riemann solver (Kowarsch, Keßler, & Krämer, 2013), (Kowarsch, Lippert, 
Schneider, Keßler, & Krämer, 2015) on block-structured grids together with the convergence 


 
Fig. 1: Effect of small and large eddies 
approaching a blade (Wagner, Bareiß, & 
Guidati, 1996) 







acceleration methods multigrid and dual time stepping, FLOWer is an efficient state of the art 
tool for high fidelity flow simulation, including Aeroacoustics. Flux conservative hanging grid 
nodes are implemented saving computational costs by means of a reduced overall grid cell 
number. For meshing complex geometries, the overset mesh method is used to overcome the 
drawbacks of structured grids. Several hybrid RANS/LES methods are implemented. Improved 
Delayed Detached Eddy simulation (IDDES) (Shur, Spalart, Strelets, & Travin, 2008) with 
Menter SST k-ω turbulence model (Menter, 1994) was used for the simulation of turbulent 
inflow noise presented in this paper. Grid induced separation, which is likely to occur at high 
levels of inflow turbulence is avoided, yet the RANS mode is restricted to a thin layer near the 
wall allowing the resolution of large vortices inside the outer boundary layer. The grid resolution 
is x+=100, y+<=1 and z+=200 in the boundary layer and 1.1% of the chord in the inflow 
turbulence advection zone. In this region, as well as in the boundary layer, the fifth order 
WENO scheme is used, whereas in the remaining domains the second order JST scheme 
(Jameson, Schmidt, & Turkel, 1981) is used on a gradually coarsened mesh using hanging grid 
nodes towards the farfield boundaries. This reduces computational costs and provides faster 
dissipation of acoustic waves to avoid reflections at the boundary conditions. The airfoil 
boundary layer mesh is an overset mesh embedded in a Cartesian background mesh. All CFD 
simulations are performed on a Cray XC40 system at the High Performance Computing Centre 
Stuttgart (HLRS).  


2.2 Inflow Turbulence and Simulation Domain 


The inflow turbulence is generated by a square 
fractal grid shown in Fig. 2 in the acoustic wind 
tunnel of the University of Oldenburg as well as in 
the simulation in order to achieve comparable 
inflow conditions. In the open jet of the wind tunnel 
the airfoil with a span of 0.8 m and a chord of 0.3 
m is mounted between endplates. The simulation 
domain corresponds to the wind tunnel geometry. 
To allow the simulation of several angles of attack 
and different airfoils, turbulence generation and 
simulation of the airfoil in the turbulent flow are 
separated. The simulation of the turbulence in the 
wake of the fractal grid is performed by Fraunhofer 
IWES (Mihoubi, Rinn, & Stoevesandt, 2014). The 
turbulence downstream a fractal grid is mainly 
generated by interaction of the wakes of the 
individual grid elements, thus the wave numbers 
corresponding to the Strouhal numbers of the grid 
bars are superimposed by a broadband spectrum 


of turbulence length scales. Fractal grids generate higher turbulence intensities than regular 
grids with comparable blockage ratio (Mazellier & Vassilicos, 2010). The unsteady flow field 
obtained by the simulation of the wake of the fractal grid is injected into the airfoil simulation 
domain at a plane corresponding to the nozzle cross section of the open jet wind tunnel via a 
Dirichlet inflow boundary condition (Meister, Lutz, & Krämer, 2012). Fig. 3 gives an impression 
of the turbulent flow field around the airfoil. The mean flow velocities of simulation and 
experiment are matched using hot wire anemometry data. 


 
Fig. 2: Geometry of the fractal grid 
used for turbulence generation 







 


Fig. 3: Axial velocity contours u [m/s] illustrating the turbulent flow 
field around the airfoil 


 
 


2.3 Trailing Edge Noise Prediction   


The in-house code Rnoise (Kamruzzaman, 2012) is used to simulate TBL-TEN emissions 
based on an improved formulation of the TNO-Blake model (Parchen, 1998), including 
modelling of boundary layer turbulence anisotropy (Kamruzzaman, Lutz, Herrig, & Krämer, 
2012). Noise prediction requires CFD simulation results applying various turbulence models, 
including RSM, of a turbulent boundary layer in the vicinity of the trailing edge as input. Results 
of an Rnoise analysis are local wall pressure fluctuations and the far field noise spectrum. 
Rnoise is thoroughly validated with wind tunnel measurements (Herr, Bahr, & Kamruzzaman, 
2012). A detailed description of Rnoise and the improvements to the original TNO-Blake model 
can be found in (Lutz, et al., 2015).  
Direct numerical simulation of the noise sources and the propagation of acoustic waves would 
be desirable since uncertainties of the applied model could be excluded. However, today’s 
computational resources limit the application on low Reynolds numbers. For wind energy 
applications, modelling is inevitable. 
The impact of inflow turbulence on TBL-TEN is examined by means of a decomposition of the 
fraction of the boundary layer turbulence resolved by the numerical scheme and the fraction 
modelled by the turbulence model as expressed by the following equation for the turbulence 
kinetic energy: 


𝑘𝑡 = 𝑘𝑡,𝑟𝑒𝑠𝑜𝑙𝑣𝑒𝑑 + 𝑘𝑡,𝑚𝑜𝑑𝑒𝑙𝑙𝑒𝑑 


 
This approach allows the application of Rnoise for TBL-TEN prediction based on hybrid 
RANS/LES CFD simulations as well as on LES with a subgrid scale turbulence model. The 
results in this paper were obtained with time-averaged boundary layer data. Time-resolved 
application based on unsteady CFD simulations is also possible and will be performed in future. 







2.4 Turbulent Inflow Noise Simulation 


For the simulation of the propagation of turbulent inflow noise to the farfield, the in-house 
Ffowcs Williams-Hawkings (FW-H) (Williams & Hawkings, 1969) code ACCO (Keßler & 
Wagner, 2004) is used. The variables pressure, density and velocity of time-dependent CFD 
simulations are evaluated on predefined hull surfaces fS yielding acoustic monopole and dipole 
sources. If the volume zone enclosed by the hull surface is also evaluated, quadrupole sources 
can be determined separately. The source terms constitute the right hand side of the FW-H 
equation, whereas the wave propagation equation is represented by the left hand side: 
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All acoustic sources enclosed by those hull surfaces are included in the noise computation, 
whereas sources outside of the hull surfaces as well as hydrodynamic fluctuations do not 
contribute. This allows the separate observation of noise emitting zones like the leading edge, 
as well as the selection of zones with locally homogeneous inflow turbulence along the span. 
These options are the reason why the application of the FW-H solver is preferred over the 
direct computation of the propagation of acoustic waves (CAA approach). Furthermore, 
hydrodynamic pressure fluctuations do not contribute to the source terms of the FW-H 
equation, hence the selected approach is well suited for evaluating noise reception at observer 
positions within a turbulent flow field. Previous studies showed that the distance of the hull 
surface to the airfoil is not critical, even a hull surface directly on the airfoil surface yields good 
results. In this case, noise emitted by the turbulence itself is not included in the result, which is 
desirable if only noise emitted by the interaction of vortices with a rigid surface is of interest. 
 


3. Noise Prediction Results 


3.1 Turbulent Inflow Noise 


For evaluation of the noise generated by inflow turbulence impinging the leading edge, the 
foremost 2.5 %, 20 % and 100 % of the chord were examined separately by means of 
corresponding hull surfaces at two spanwise segments with a span of 15 % chord. The two 
spanwise segments are located symmetrically to the centre line which allows averaging for 
accelerated statistical convergence and approximates locally homogeneous inflow turbulence. 
The observer position is located 1.0 m above the leading edge of the airfoil, normal to the mean 
flow direction. A scaling correction as proposed by (Kato, Idia, Tankano, Fujita, & Ikegawa, 
1993) for a spanwise correlation length LC smaller than the spanwise extent of the simulation 
domain L was applied to normalise the sound pressure level SPL with a span LS of 1 m:  
 


𝑆𝑃𝐿 = 𝑆𝑃𝐿 + 10log (𝐿/𝐿𝑆 ) 
 
In Fig. 4, the resulting sound pressure level spectra and excerpts of the time series of pressure 
at the observer location are shown. All three spectra show broadband characteristics, however, 
they are not smooth. The reason for this can either be found in not sufficient statistical 
convergence or in dominant length scales present in the inflow turbulence. When a longer time 
series as a result of continued computation will be available, the former could be precluded. As 
to be expected, the amplitudes of the full chord evaluation envelop the amplitudes of the partial 
surface evaluations. A substantial percentage of noise is emitted within the foremost 20 % of 
the chord, whereas the share of the leading edge region in noise emission, within 2.5 % chord, 
is minor. This observation is a contradiction to Amiet’s theory, where noise is emitted directly at 
the leading edge. However, Amiet’s theory is based on a flat plate with a sharp-edged leading 







edge representing a discontinuity. It is consequential that a finite leading edge radius spreads 
noise emission to a larger zone. 
 


  
Fig. 4: Third octave spectra (left) and extracts of the time signals (right) of turbulent 
inflow noise emitted from the foremost 2.5 %, 20 % and the full chord of the airfoil 
 


 
Regarding the frequency distribution of the spectra, one notices that the peak frequency is 
lower at the leading edge, which suggests that vortices impinging the leading edge decay to 
smaller structures or existing smaller structures are amplified generating higher frequency 
noise emission on the airfoil surface downstream. To confirm this hypothesis, analysis of the 
development of spatial turbulence length scales around the airfoil will be performed in near 
future. As stretching of vortex lines plays a dominant role in decay to smaller structures, it is 
believed that this effect cannot be observed with harmonic waves parallel to the leading edge 
instead of three dimensional turbulence, which will be the concern of further studies. In any 
case, the presence of this effect confirms the relevance of the approach using turbulent inflow 
instead of the more straight forward approach using harmonic disturbances. An extract of the 
time signals of pressure fluctuation at the observer position was included in Fig. 4 to show the 
distinct correlation among pressure fluctuations stemming from different zones on the airfoil 
surface, which is most obvious among the 20 % and the full chord case. The time lag is caused 
by the advection velocity. The less pronounced correlation of the 2.5 % chord signal indicates 


 


Fig. 5: Lambda-2 iso surfaces, colour indicates vorticity magnitude 







that turbulence properties are strongly modified in the leading edge region, most likely due to  
the prevailing high gradients of the flow field. Both effects, the generation of a large share of 
noise emission on the airfoil surface behind the leading edge and the modification of inflow 
turbulence parameters during the advection past the leading edge are evidence for the 
application of frozen turbulence hypothesis not to be physically correct. In Fig. 5, an increase in 
vorticity downstream the leading edge and the formation of smaller structures inside and 
outside the boundary layer is visible. Further studies will have to show if these observations 
have significant impact on noise prediction methods or if they are negligible. 
  


3.2 Impact of Inflow Turbulence on Trailing Edge Noise 


Trailing edge noise was computed by means of Rnoise (see section 2.3) for two cases, with 
and without inflow turbulence. For both cases, the mean inflow velocity is 40 m/s. The boundary 
layer was evaluated with Rnoise at 99.5 % chord on the suction side of the airfoil at the same 
span position where leading edge noise was evaluated (see previous paragraph). Transition is 
forced by means of a zig-zag tape at 5 % chord on pressure and suction side in the experiment. 
Fully turbulent flow was assumed for the simulation. In case of turbulent inflow, time-averaged 
values of the boundary layer data are used. The fraction of turbulence kinetic energy resolved 
by the numerical scheme is added to the fraction modelled by the turbulence model. For 
comparison, results considering only the modelled fraction are also included. The noise 
spectra, calculated for a span of 1 m and an observer position 1 m above the trailing edge, are 
shown in Fig. 6. 
 


  


Fig. 6: Comparison of 1/3 octave sound pressure spectra (left) and narrow band spectra 
of the wall pressure fluctuations (right) with and without inflow turbulence 
 
The peak frequency is considerably lower with turbulent inflow, since the boundary layer 
thickness almost doubles. When the resolved fraction of the turbulence is considered, the peak 
level is increased by 2 dB. As to be expected, the curves with and without resolved turbulence 
converge at high frequencies, since this part of the spectrum is dominated by small scales near 
the wall which are completely modelled. Large structures, especially outside the RANS layer 
near the wall, are resolved by the numerical scheme, hence the resolved fraction has a large 
impact on noise emission at low frequencies. Without the resolved fraction of the turbulence, 
the noise level is below the case without turbulent inflow. The explanation is that the turbulent 
inflow causes the thickness of the RANS layer determined by the IDDES approach to decrease 
leading to a decreased amount of modelled turbulence. The same qualitative relations can be 
seen in the wall pressure fluctuations at the trailing edge. I should like to point out that the 







reduced peak frequency due to inflow turbulence is likely to mitigate the effect of increased 
unweighted sound pressure level due to reduced human reception at lower frequencies. 
The authors are aware of the fact that LES simulations, as well as hybrid RANS/LES 
simulations are highly dependent of the grid resolution and the numerical method used. The 
results seem plausible, though careful validation is required. The experimental data obtained 
during the project will be useful. Further numerical studies with a refined boundary layer mesh 
allowing wall-modelled LES simulation are planned to get more insight into the interdependency 
of free stream turbulence and boundary layer turbulence. 
These results advise to pay attention to the impact of inflow turbulence on TBL-TEN. However, 
the presented generic case precludes drawing direct conclusions on the impact on the noise 
emission of a rotor in turbulent conditions. Further numerical studies with commonly used 
airfoils and realistic turbulence intensities will be performed to overcome that issue. 
 


4. Conclusions 


The results presented in this paper show effects of three-dimensional inflow turbulence 
interacting with an airfoil and with a turbulent boundary layer. Some of the effects, namely the 
impact of strong velocity gradients near the leading edge on turbulence decay and interaction 
of free-stream turbulence with boundary layer turbulence cannot be observed with two-
dimensional harmonic gusts impinging an airfoil. Therefore the sophisticated approach 
simulating a fully turbulent flow field is appropriate.  
Due to the generic airfoil and generic inflow turbulence, the results cannot be directly 
transferred to wind energy applications. However, they provide a basis for further investigations 
and improve the comprehension of fundamental noise generation mechanisms beyond the 
scope of simplifying models. Simulations of rotor blade airfoils in realistic turbulent atmospheric 
inflow conditions are planned. The modification of inflow turbulence properties caused by the 
presence of an airfoil and the consequences on noise emission will be a future research 
subject. 
One drawback of Amiet’s turbulent inflow noise prediction model, the dependency on accurate 
characterisation of turbulence in the relevant wave number range in the atmospheric boundary 
layer, cannot be eliminated by detailed examination of the noise production mechanisms. 
However, an improvement of existing prediction models concerning influence of airfoil geometry 
and angle of attack is conceivable.  
To the knowledge of the authors, there was little attention paid to the impact of inflow 
turbulence on trailing edge noise in the past. The presented results might draw interest in this 
topic. 
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Summary
Amplitude modulation in wind turbine noise has been well documented in recent
years in the UK and overseas and various researchers have devised methods of
measuring it.  However, the methods available yield different results and few are
backed up with research on subjective dose response relationships.  To address the
need for a common rating and assessment metric, the Institute of Acoustics have set
up an amplitude modulation working group.  The working group includes consultants,
academics and representatives from wind farm developers and local authorities.
This paper presents an overview of the work carried out to date, includes samples of
amplitude modulation compared with different rating metrics and describes the
difficulties encountered in discriminating wind turbine amplitude modulation from
other modulated environmental noises.


1. Introduction
In response to a request from the Institute of Acoustics Noise Working Group (IOA
NWG), and approved by IOA Council, the IOA set up a working group to look at
amplitude modulation in wind turbine noise. The aim of the group is to review the
available evidence and to produce guidance on the technical aspects for the
assessment of AM in wind turbine noise.


1.2 Terms of Reference


The agreed terms of reference are as follows:
 Undertake a literature review of available research and evidence on amplitude


modulation and current methods in use, as appropriate; and on psycho-acoustic
effects of AM;


 Consider the design parameters for an AM metric and assessment method to
be used in the UK;


 Consider the various metrics and methodologies available to describe AM, and
develop a preferred option if possible, or identify alternatives for the IOA
membership to consider;


 Produce a first draft of a consultation document with explanatory notes /
justifications for consultation;


 Consult the IOA membership and where appropriate other relevant technical
experts on the draft guidance document;







 Consider the consultation responses and if appropriate, produce a final
Guidance Note and / or consider the need for further research;


 Provide software, if possible, to allow the analysis of AM data.


It is noted that the group are focussing on technical aspects of the rating mechanism
but would wish to select a rating with obvious subjective relevance.  Any penalty
scheme would be a matter of Government policy and is likely to be the subject of a
separate Government-funded study.


1.3 Acknowledgements
I am indebted to my fellow group members: Jeremy Bass, Matthew Cand, Dave
Coles, Bob Davis, Geoff Leventhall, Tom Levet, Sam Miller, David Sexton, and John
Shelton. Their work is presented in this paper. In particular, I would like to thank
Matthew Cand, Dave Coles and Tom Levet and their respective companies (Hoare
Lea, 24 Acoustics and the Hayes McKenzie Partnership) for their invaluable efforts in
coding various methods so that they can be used to process wind farm noise data.  I
would also like to thank Dr Jeremy Bass for keeping track of the complex
discussions and taking the minutes of our meetings and organising the group’s
extranet system. Last, but not least, I would like to thank Richard Perkins, Chair of
the IOA Noise Working Group for his role in steering the group and liaising with the
IOA Council.


1.2 The Problem
In the context of wind turbine noise, amplitude modulation (AM) means the regular
fluctuations in the level of the perceived noise from wind turbines, the periodicity of
the fluctuations being determined by the blade-passing frequency of the turbine rotor
(BPF) – the frequency at which a blade passes a fixed point on its arc.  The
phenomenon can be described as a regular ‘swish’, ‘whoosh’ or ‘thump’.  The
frequency of the fluctuations is typically in the range 0.5 – 1 Hz for wind turbines in
the 500 kW – 3 MW range with 3- bladed rotors, but can be higher for smaller
turbines. Figure 1 shows the extent of the problem.


Figure 1 – Typical Amplitude Modulation Time History 100 millisecond LAeq samples







For the two minute period shown above, the amplitude modulation is variable and
not consistent except for the frequency of modulation.  At 01:20:30 there is some
extraneous noise which may influence the results.


2. Definition of Amplitude Modulation
One of the first tasks of the group was to define amplitude modulation.


Amplitude modulation in wind turbine noise was identified in 2004 / 2005 by Van Den
Berg (1) and in the Defra study on low frequency noise from wind farms in 2005 (2).
Various terms have been adopted by researchers including Excess or Enhanced
Amplitude Modulation (EAM) or Other Amplitude Modulation. A planning condition
imposed on Denbrook wind farm deemed AM to be ‘greater than expected’ where
there was a rise and fall in the LAeq 125 msec level by more than 3 dB in any two second
period, subject to certain other qualifications.


The term amplitude modulation needs some clarification as all wind turbines produce
amplitude modulation in the form of blade swish.  The work of Oerlemans (3)
identified that blade swish is a result of the directivity of the trailing edge noise and
the rotating blade.  This can result in amplitude modulation of 5 dB for crosswind
directions but is typically characterised by mid to high frequency noise. This has
been referred to as ‘normal’ AM. However the RenewableUK (4) study identified an
entirely separate mechanism for the low frequency ‘thumping’ or ‘whoomphing’
sound that was more prevalent in downwind directions.  The mechanism was
transient stall on the rotor blades occurring at the blade passage frequency. The
term ‘other’ AM (OAM) has been used to describe this, to emphasise the different
mechanism. However it is accepted that both mechanisms might occur and the work
of the group should not necessarily limit itself to one or the other. The following
definition of wind turbine amplitude modulation was agreed with the group:


In the context of the objectives of the Working Group, wind turbine AM (WTAM) is
defined as periodic fluctuations in the level of broadband noise from wind turbines;
the frequency of the fluctuations being the blade-passing frequency of the turbine
rotor, as observed outdoors at residential distances in free-field locations.


For the purposes of the Working Group, there is no need at this stage to adopt
separate definitions for ‘normal’ or ‘other’ AM, and there is no agreed basis for defining
any particular level or character of AM as ‘enhanced’ or ‘excessive’ or ‘greater than
expected’. The objective is to define a measurement protocol and associated metric
which is technically robust and correlates with subjective response to AM.


The group decided to confine itself to measurements outdoors.  It is recognized that
AM can be a problem indoors, but indoor measurements in occupied buildings
present many difficulties, and in the UK, noise limits set in planning conditions relate
to the outdoor sound level.


It is recognised that smaller turbines would have higher blade passing frequencies and
that some micro-turbines have rattle/flap problems, which might show up as amplitude
modulation.  The applicability of the metric to smaller turbines will be reviewed when
considering alternative metrics.







3. Literature Review
The working group have collated over 30 papers on amplitude modulation, not least
from those presented at previous wind turbine noise conferences. Researchers
have proposed different ways of rating amplitude modulation.  Many (5), (6), (7) have
taken a Fast-Fourier Transform (FFT) of the time series as represented by short LAeq
or LpA values, eg in 100 millisecond samples.  By using the FFT, the modulation
frequency appears as a spectral peak in the frequency domain and the periodicity of
the amplitude modulation can clearly be seen.  The power spectral density of the
fundamental can be related to the peak to trough value of the amplitude modulation.
One of the advantages of this approach is that false positives can be reduced as
modulated sounds with a modulation frequency outside of the expected range can
be ignored.


RenewableUK proposed a planning condition on this basis.  The method has been
adopted but it has been shown by Levet (8) that the R-UK methodology under-
estimated the Salford definition of the peak to trough level and therefore the method
needs some refinement.


In Australia, Cooper and Evans (9) proposed a hybrid method where they used the
FFT method only to find the modulation frequency and then used this to select peaks
and troughs within a time window defined by the modulation frequency. This again
reduces the influence of the spurious results.  The outcome is the depth of the
modulation, albeit with some averaging depending on the chosen time period.


Other methods used included impulsiveness, fluctuation strength (after Zwicker and
Fastl) and the DAM index proposed by Tachibana’s group in Japan (10). The work of
Tachibana and other researchers who also carried out subjective research was
deemed to be more valuable to the group because of the subjective relevance.


The group have rejected the fluctuation strength metric; although it is noted that it is
the one rating system that accounts for the frequency of modulation and some
researchers, eg Legarth (11) noted a correlation between fluctuation strength and
annoyance due to blade swish.  The modulation frequency is known to be a factor in
the annoyance as noted in the RenewableUK study (Op.Cit) with a peak in the
annoyance occurring at a modulation frequency of 4 Hz. Seong and Lee (12)
compared this rating to various others and backed this up with subjective tests.
However the fluctuation strength metric was not better than the other metrics
considered. The simple LAMax value was the best metric identified in the work of
Seong and Lee, perhaps not surprisingly as the RenewableUK study also highlighted
the fact that the overall level of sound (irrespective of any modulation) was an
important factor in the subjective response.


Similarly, rating AM in terms of the impulsiveness was rejected.  Impulsiveness can
be rated according to DIN 45645-1 and is featured in the new British Standard
BS4142, but compared with other banging type noises, wind turbine AM does not
have very short rise-times and therefore this method would only identify the very
worst examples of AM.







The work of Tachibana et al is perhaps the most comprehensive study as data was
gathered from several wind farms and their metric was supported with subjective
studies in a listening room. As part of their paper, the authors propose a simple
metric for the rating of AM. This first de-trends the data calculating the difference
between LAF (fast) and LAS (slow) samples to obtain a series of ΔLA(t) values. An
estimate of the magnitude of amplitude modulation is then determined through the
difference between the 95th and 5th percentile values of the ΔLA(t) values.


DAM = ΔLA5 - ΔLA95


The period of analysis is specified as 3 minutes. This method is straightforward and
could easily be implemented directly in a sound level meter. This method does not
account for the periodicity in the signal however, and is therefore susceptible to
corruption by extraneous noise. In particular, an impulse can corrupt the LAS slow
signal significantly and therefore the metric would only be effective with clean AM
signals.


Part 2 of the Japanese research described subjective studies in a listening room with
different AM signals which were synthesised. This included tests of the ‘noisiness’ of
sounds with varying modulation depth. To do this, the participants adjusted the level
of modulation sounds with a volume controller to obtain the equivalent noisiness of
an unmodulated stimulus. The research revealed that the apparent ‘noisiness’
increased as the modulation depth increased.  However the relative noisiness of the
modulated sound was no more than 2.5dB on average for sounds with a modulation
depth of up to 10 dB.


4.0 Methods Chosen for Further Consideration
Following the literature review, three methods were chosen for further consideration.
These will be included in a consultation document.


 An enhanced FFT-based method based on band-limited data.
 A hybrid method based on filtering the data to reconstitute a time series.
 A time-based method, such as Tachibana et al.


Common Assessment Parameters


With all methods some common parameters need to be assumed.  This will simplify
the analysis and allow the methods to be compared.  The choice of these is
somewhat arbitrary as there is no subjective research which states, for example, that
the use of the short-term Leq samples, eg 100 milliseconds is better than the sampled
fast sound pressure Lp100 msecs.


The common assessment parameters include the following:


 The use of the short-term Leq in 100 millisconds
 Wind farm noise to be analysed in 10 second periods (a shorter time may


capture some short-lived AM but there are signal analysis issues with using
too short samples). Therefore an AM rating will be determined for each 10
second block.  Within these 10-second periods the modulation is averaged.







 Since most planning noise assessments use 10-minute samples, the 60 AM
ratings (one for each 10-second period) will be processed to find the 90th


percentile representing the highest samples.


These assumptions can be applied to any of the ratings.  It is acknowledged that
Tachibana used 3-minute samples, but his method can be applied to any time period
in principle.


The three methods are described in more detail below.


4.1 Enhanced FFT Method
From Figure 1, it could be seen that the only consistent part of the signal was the
periodicity.  Therefore a method which uses this will be advantageous because most
of the peaks and troughs from other environmental noise sources will be less
regular. This allows spurious results to be rejected.  For example, any results with a
modulation frequency outside of the expected blade passage frequency can be
rejected.  The expected blade passage frequency can be inputted from SCADA data
or can be readily observed using a Waterfall plot.  See Figure 2.


Figure 2 – Waterfall Plot (Analysis by Hoare Lea)


The enhanced FFT method will be similar to the R-UK method but will use 100
millisecond 1/3rd octave band values to determine a band-limited signal, say 100 Hz
to 400 Hz (7 1/3rd octave bands).  The advantage of using a band-limited signal is
that the modulation is located in this frequency range and higher frequencies, which







in effect are noise, are eliminated. The 100 Hz to 400 Hz frequency range will cover
the typical sound of large turbines at residential distances but there may be other
examples where an extended frequency is required – the frequency range should
always cover the frequencies where modulation is present and could be extended
downwards or upwards.


A band-limited signal will always result in a higher modulation rating than A-weighted
levels because the noisy part of the signal, which masks the modulation, is reduced.
Some consideration has been given to adding the second harmonic of the signal, but
it is considered that this is not necessary and it results in more noise and an
increased likelihood of spurious results.


The band-limited FFT method has been used successfully with large data sets to
compare AM before and after mitigation (13).  When making comparisons of this
nature, it is important that the method is consistent and is robust in terms of handling
large data sets.


4.2 Hybrid Method
An alternative to the FFT method is to apply 1/3rd octave band filters to the time
series to in effect filter the time series. Once filtered, the time series can be re-
constituted and a clean signal is obtained where it is relatively easy to select the
peaks and the troughs.  This method has been devised by Dave Coles of 24
Acoustics.


The reconstruction method is a hybrid between an FFT-based method and a time-
series method.  An FFT is performed to obtain the blade-passing frequency, which
then forms the basis of digital filters implemented in the time-domain.  The result is a
cleaned version of the time-series, with extraneous noise removed whilst retaining
energy at the first 3 harmonics.  The amplitudes of the peaks and troughs are then
identified, which provide a means of calculating the peak to trough level of modulation,
typically by taking the average level of the troughs from the average level of the peaks.


The method has a greater number of calculation steps and in fact an FFT of the
signal is taken to first determine the expected modulation frequency, so that a 1/3rd


octave band filter can be centred on the appropriate frequency.  Nevertheless the
method results in a time series that allows peaks and troughs to be compared such
that it should relate fairly well to the Salford subjective tests.


4.3 Tachibana Method
The Tachibana method has some advantages in that it can be readily assessed with
a sound level meter (albeit one with parallel fast and slow time weightings) without
specialist software.  It also has some subjective significance since the additional
“noisiness” of the amplitude modulation signal can be determined.  Therefore the
consultation document has also included this rating.  It is noted however that the
slow response of a sound level meter can easily be disrupted by impulses and this
method is only suitable with relatively clean signals.







5.0 Consultation
The consultation document will propose these three methods for discussion.
Comments are welcome. In particular anyone holding any data is welcome to
compare the methods.
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Summary   
Authors had carried out many kinds of trial to understand characteristics of wind turbine noise. 
In this study, authors also newly tried measurements of the excited vibration on many parts of 
wind turbine such as outside surface of nacelle for storing power generation system and tall 
tower by using a laser Doppler vibration meter. Observation and analysis of the natural 
frequencies of blade vibration at rotation stopping state were done. Investigations on the noise 
in surroundings of wind turbine were also done. We tried the FFT analyses on them with high 
resolution to obtain detailed frequency characteristics. Then, relational analyses between 
vibration velocity and noise propagated to surroundings were added to ordinal spectral 
analyses only for the propagated wind turbine noise to make origins of tonal components clear. 
It first could be understood that both sharp spectra at near 1 Hz as slightly lower on a blade and 
higher on a tower were appeared in the analysed results. In analyzed results of the vibration 
velocity and propagated sound in the normal operation continued state, a lot of sharp spectral 
peaks with exceeding of 10dB from each base level of vibration and noise were recognized in 
the broad frequency range from very low to several hundreds of Hz’s. It also could be 
understood that there were high coherencies between vibration velocity and wind turbine noise 
at frequencies with high spectral peaks. And certain values of coherency as exceeding 0.3 or 
up to 0.6 were remained even for the case of noise received at distance of about 200m from a 
wind turbine. 
For sound source modelling, these results clearly show the existences of both sound sources in 
the wind turbine noise. One is aerodynamic sound with broadness and low frequency 
prominent components caused by rotating blades in the strong wind flow and another one is 
remarkable discrete frequency components originated in the vibration on power generation 
mechanical system. They together propagate to far surroundings. For some applications to 
reduce wind turbine noise and to make audible simulation for evaluating effects of the noise, 
such a modelling with two kinds of sound origin or hypothesis based on the experimental 
studies as we made will be effective. 







1. Introduction 
Authors had been interested in the low frequency noise problem for several years, and had 
actually researched for some themes. For recent example of domestic low frequency noise 
problem, we investigated radiation and propagation of noise from a heat pump type water boiler 
working in mid-night into an adjacent house. Then, we could recognize that a lot of spectral 
components superior as added on the broad band noise in the low frequency area by using 
FFT analysis with fine frequency resolution.1) 
Moreover, we proposed the improving idea on perforated plate by imaginary increasing of 
thickness of plate with extending tube type parts behind opening holes to realize high sound 
absorption at low frequency, for example lower than 100Hz under keeping back air space as 
shallower than 100mm. By this method, we can take additional countermeasures of the sound 
absorbing for low frequency noise even in small dowelling rooms.2) 
Because wind turbine had been rapidly spread in world wide under the common perception that 
it is one of most important clean and renewable power generation technique even though it has 
intense noise at low frequencies and it causes noise problem in wide surroundings.  
Of course, we had been interested in the problem of wind turbine noise and had visited many 
wind power generation facilities including old type constructed in the 1990s and new type in the 
2010s in various places in our country.3) Those wind turbines had hub height from 30m to 
several tens meters, rated power from several hundreds kW’s to 2 MW. So, simple field 
surveys/measurements by the recording of the wind turbine noise at each facility and in 
surroundings had been done for many visited sites. We could also have recognized a lot of 
sharp spectra at low and mid frequency in the analyzed results on the recordings of wind 
turbine noise. After these basic research works, we were interesting in such sharp spectra in 
wind turbine noise and in origins of strong spectra. 
In order to make the origins clear, we decided to make other measurements with new theme of 
investing existence of vibration excited on the wind turbine. 
In this study, we tried to measure vibration on many parts as very long blades, cylindrical hard 
steel wind tower and light-weighted frame of nacelle which store dynamo and various 
equipments for electric power control and for cooling at high top of the tower. We made the 
spectrum analyses of not only the radiated wind turbine noise but also vibration velocity, and 
made relational analysis between both. 
Analyzed results are reported in this paper to make them useful for understanding 
characteristic of the wind turbine noise, for clarifying noise generation mechanism, for 
modelling to make audible simulation and for establishing the way to control and to reduce both 
of noise radiation and excitation of vibration.4) 


2. Field investigation on wind turbine noise and vibration on wind turbine 
facility 


2.1 Outline of observation and analysis 
Some of authors had visited a lot of wind power generation facilities for basic pre-investigation 
studies to understand outline of the wind turbine noise. In our first step studies, we had simply 
put single or two more sound level meters near the base of each target wind turbine tower. The 
output sound signals from them were stored on PCM type recorders by wave-type form. All 
data were re-stored in hard drive type mass storages to be analyzed, and then we tried 
analyses to understand characteristics of the noise by using digital signal processing software 
on personal computers (PC). 
After these simple investigation and in the second stage of this study, following investigation s 
with observations and analyses on vibration were added to those of wind turbine noise in the 
two or more sites in 2011 and 2012. 
The outline of these common field measurement and analysis is shown in Fig.1. Standard 
type sound level meter (RION NL-20 etc.) or wide frequency range sound pressure meter with 
keeping flat response of microphone sensitivity at low frequency of 2Hz (RION XN-2P) was put 
on the near point of tower base. Another one of the same type was used for additional 
observation at the different point near the tower or another point not far way. The laser Doppler 







vibration meter was used to make easy remote observation of vibration excited on many parts 
on the high and distant wind turbine from the ground by keeping the synchronization with the 
sound level meters on the ground. The laser vibration meter was put on a point near to the 
base of a wind tower as shown in Fig. 1. Output signals from the measuring instruments for 
sound and vibration were recorded on a PCM data recorder (RION DA-20, Roland R-05 for 
Simple measurements) at a time. 
The laser light was basically focused on a point on the outside surface of frame of the nacelle 
where dynamo, driving mechanism as a set of gears for increasing rotation of blade to the 
dynamo and other supporting equipments for working power generation system as cooling 
were stored, and the vibration velocity of a wind turbine in normal operation by rotating of 
blades was observed.  
Several points on the surface of cylindrical tower as in the propagation root of vibration from the 
nacelle toward the base on the ground were chosen. 
As for the vibration observation, the model of laser vibration meter with red laser light type 
( Polytec RDV-100) for short distance was selected for a lot of observations on the low and 
small wind turbine in the early research stage and another model with infrared laser light type 
( Polytec RSV-150) for far distance of several hundreds of meters was selected in the last 
stage observation for the high and large wind turbine tower. 
When wind flow is strong enough to rotate wind turbine continually and to keep state of normal 
operation of generation electricity, we made measurements of both sound and vibration in the 
basic wind condition.  
The “On-Off” test of the rotation of the wind turbine was added as an optional condition. In the 
test, the wind turbine was forced from normal state of rotation (On) to stop (Off), was re-started 
after several minuets and was recovered to normal continuous rotation state (On). The vibration 
velocity and the wind turbine noise were observed continuously while time was passing in the 
test. In addition to these optional observations, when the wind was weak and the wind turbine 
stopped naturally, the residual noise was observed. In the same condition, laser light was 
focused on a point on the blade and vibration was observed, and it was analyzed to understand 
characteristics of vibration excited on the blade and its natural frequency.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1 Common system of observation system for vibration on wind turbine facility and sound 
propagated to near points and to surroundings. 


2.2 Spectral analyses of wind turbine noise 


Some representative data were selected from stored data of wind turbine noise, and were 
analyzed. Examples of the analyzed results by using FFT software on PC are shown in Fig. 2 
(A). In this figure, frequency is displayed in the horizontal axis by the logarithmic scale, and 
each spectral density par unit frequency width is displayed in the longitudinal axis. 
Rated power and constructed year of each wind turbine is added in the same figure. For the 
reference, frequency characteristics by ordinal one thirds octave bandwidth analysis are also 
shown in Fig. 2 (B). 
As a whole, levels of wind turbines with older construction age are relatively high even though 
their rated powers are lower. Tendencies on the spectral density with weakening by increasing 
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of frequency are clearly shown in the analyzed results by FFT software on a PC. There is a 
similar tendency even in the results by the ordinal 1/3rd octave band analyzing method. Even 
though there is individual difference for each, quantitative tendency were shown by examples of 
levels in frequency bands as 30-40dB in 1 kHz, 45dB-55dB in 250Hz and 50dB-60dB in 63Hz 
band. It can be simply said that the components in low frequency area are superior as already 
reported by many researchers.5-9) Frequency characteristics of the same were reconfirmed in 
this study too. More over, it can be understood that the levels are high in the bands of 31.5, 50, 
63, 125 160, 250 and 500 Hz of analyzed results. 
As for analyzed results with fine resolution by FFT method shown in Fig. 2 (A), a lot of 
independent spectral components are sharply appeared in frequency area from about 20 Hz to 
700Hz and at frequencies higher than 1000Hz. These strong spectral components can be 
significantly distinguished from the broad base level of each wind turbine noise that has high 
levels in the low frequency area. We thought that very sharp spectral peaks originated in the 
rotational or vibrate machines and in the resonances of material or parts composing facility. 
These descriptions are conclusion at the first stage of this study.  
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 2 Analyzed examples of wind turbine noise observed at a point close to base of each target 
wind turbine. 


2.2 Trial observation of vibration on wind power generation facilities with the noise 
For second stage of the study, vibration observation for wind power generation facility was tried 
in 2011 based on the already analyzed results and its consideration introduced just before. 
Target facility was constructed in 2003. It has nacelle and hub of blades at the top of tower with 
height of 60m and it has relatively high rated power of 1,500kW.  
Season of this trial was summer with calm climate, so wind was weak and the wind turbine did 
not rotate in a couple of day as shown in Photo 1. Simultaneous observation between vibration 
and the wind turbine noise could not be done. We thought that observation of the characteristic 
vibration of the blade would be able to be executed in just non-rotating state. Then, the 
observation with changed aim was actually done. 
The example of analyzed result by FFT calculation on the observed vibration is shown in Fig. 3. 
An independent spectrum with sharpness is appeared at about 1Hz.  As for more high 
frequency, spectral peaks at 3Hz, 6Hz and 9Hz were recognized even though they are 
relatively weakened. Frequencies of these sharp spectra are lower than frequency area of the 
main frequency components in the analyzed result of wind turbine noise as shown in Fig. 2. It 
can be thought that sharp spectra in very low frequency vibration observed on the blade are not 
originated from aerodynamic sound caused by wind flow strong enough to operate power 
generation but from the characteristic vibration on blade just directly excited by moderate wind 
flow. And, it may be remarkable fact that frequency of 1Hz with existing excellent spectrum is 
very near to the typical modulation frequency of the swish sound which characterize the wind 
turbine noise as introduced and reviewed by many researchers including D. Bowdler.10-12) 
In these experiments, relation between the vibration and the noise could not be made clear, but 
example of the characteristic vibration of the blade could be caught for the first time. It was 
thought that the important data had been obtained. 
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After this experience, authors had thought to have to execute the relational observation 
between vibration and noise again. Afterwards, new observation plans were made and their 
some parts were actually executed. 
 Next, an easy and simple observation with success is introduced. Chosen wind turbine for the 
observation target had been constructed in free accessible open site, as shown in Photo 2, in  
twelve years ago of 1994 and its rated power was very low to be 275kW.  Its construction aim 
was not only for verification test on power generation but also for the advertising demonstration 
by a power generation company. The tower has hub height of 30m at the top of tower. 
Therefore, small type model of laser vibration meter limited for short distance was used to 
observe the vibrations on both surfaces of the tower and the nacelle frame. 
Because next trial observation had been done in winter season when the wind strongly blew, 
the target wind turbine rotated enough for power generating and the simultaneous observation 
between wind turbine noise and vibration could be done at last. An example of analyzed result 
of the vibration velocity on the surface of the frame of nacelle on the top of tower and the noise 
received on the ground near to tower base is shown in Fig.4. 
A lot of sharp and independent spectra are appeared in this analyzed result. 
Spectra at near 30HZ, 70Hz, 110Hz, 260Hz and strongly 650Hz are commonly appeared in 
both analyzed results of vibration velocity and noise.  
 
 
 
 
 
 
 
 
 
 
 
Photo 1 Target wind turbine with three blades 
in non-rotation state in the calm summer.  
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3 Example of spectral analyzing of  
vibration on the blade of a wind turbine. 
 
 
 
 
 
 
 


Fig. 4 Analyzed relations between vibration 
velocity and wind turbine noise at a point close 
to base of a tower. 
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The coherence function between the vibration velocity and the noise was also analyzed to 
confirm the strength of relation between both.  A lot of values exceeding 0.2 can be seen in the 
analyzed result, and the values higher than 0.4 are also shown. High coherency values 
correspond to the sharp spectra at just above-mentioned frequencies especially at 30Hz, 
110Hz and 650Hz.  
It can be judged that the sharp and strong spectra included in the wind turbine noise originate 
from the vibration excited on many parts of wind power generation facility. Fukushima and 
Uchida reported that the noise observed even in far surroundings of wind turbine commonly 
had superior components in both octave bands of 31.5, 63Hz and occasionally in 125Hz 
band.7-8) Our analyzing result of coherence function agrees well to the descriptions in their 
reports about frequency bands of excellent spectra in their reports about wind turbine noise. 


3. Vibration on wind turbine 


3.1 outline of method of observation and analysis 
We made a plan for more detailed observation based on the consideration as described just 
above. New target wind power generation facility had height of about 80m to the hub from the 
ground surface, and the diameter of rotor with tree blades was about 80m. And it had new 
gearless type dynamo with rated power of 2MW in the nacelle at the top of cylindrical steel 
tower. A large type model of laser vibration meter for long distant remote observation were put 
on the ground closed to the base of the tower or other position with distances of several tens 
meter, for example 80m, from the base. Two or three wide frequency range sound pressure 
meters were used. One of them was put on the point near to the tower for the reference and 
others put on the points with distance of about 86m, 166m or 216m. The outline of setting of the 
measuring instruments was the same as shown in Fig. 1.  
Many detailed observations were done in the autumn of 2012, when wind condition had enough 
strength for normal power generation. In during of the observations, we tried "On-Off" test of 
the operation of power generation by forcing non-rotation/stop of wind turbine for short time 
interval. And, we tried some kinds of observation in the condition with weak wind velocity lower 
than cut-in velocity of 3.5m/s.  
After this field work, data in the typical or suitable condition were selected from whole collected 
data for understanding and consideration about wind turbine noise. 
Typical digital signal processing analysis methods in the FFT software on PC were applied on 
the raw wave-type file data. The spectral analyses and the relational analyses between sound 
and vibration were done for some purposes. 
In these FFT analyses, frequency resolution was selected to be very fine as about 0.3Hz by 
data-window widths of 217 for sampling frequency of 48kHz, and each spectrum was indicated 
as each density for unit frequency width of 48,000/217 Hz.  
For the comparison between vibration velocity and noise, the values of vibration velocity were 
converted to the relative ratio values against the imaginary reference velocity of 4.8x10-8 m/s 
which is equivalent to the value of particle velocity in the air corresponded to the reference 
sound pressure of 20x10-6 Pa. Then, analyzed result of the vibration velocity was displayed as 
relative level in dB by the same way as for the sound pressure level. 
When wind flow was weak and the target wind turbine was naturally stopped, vibration velocity 
at a point on the blade, at some points on the frame of nacelle and at a point near top of the 
tower were observed by the laser Doppler vibration meter put on a position with distance of 
tens of meters from the tower.  


3.2 Results of analyses and their considerations 
Analyzed results are show in Fig. 5.  A little difference of wind condition might be added to the 
analyzed result of vibration velocity on each target point.  
In the result on the blade, phenomenon of strongly vibrating only at 0.7Hz is clearly shown. 
And then, the characteristics of vibration of the blades almost directly reflect on the analyzed 
result on a point at the side of nacelle frame. On the other hand, a strong vibration is appeared 
at 1.1Hz for the point of top of the tower, and two or more spectral peaks can be seen as the 







hypothesis of higher-order resonance frequencies of the tower with reflection of hard steel 
structure. 
The wave form in the time domain on the blade vibration is shown in Fig. 6 and its analysed 
result of auto-correlation function is shown in Fig. 7 for the reference. Clear periodic wave form 
in the Fig. 6 and almost sine-wave in the Fig. 7 are shown, and it can be recognized that just 
characteristic vibration is excited on the blade under very weak wind condition without the 
influence of aerodynamic turbulence around the blade. 
In the comparative test of operation, the wind turbine was changed from the state “In operation” 
(On) with regular rotation to the state “Out of operation”(Off) by forced stopping rotation, and 
then it was changed to state “In operation”(On) by recovering rotation, the comparative 
analyses were also done by following sequential time changes of state of the operation.  
Continuously analyzed results of vibration velocity at a point on the bottom of nacelle are 
shown in Fig. 8 by 3D display method. As following to the sequential time pass, changes of A-
Weighted sound pressure level of observed at a point close to the base of tower, and zoomed 
up parts for both states are shown in Fig. 9 with the level observed at 86m distance for the 
comparison.  Both results in Fig.8 and in Fig. 9 have significant level changes following to 
operational state change. In the A-weight sound pressure level, periodic level change with time 
period of about 1s or longer is appeared in the relatively high averaged level in the state “In 
operation” (On). It seems to be an evidence of amplitude modulation in the swish sound 
characterizing wind turbine noise as well introduced or explained by many researchers.10-12) 
Fig. 10 shows analyzed results of vibration velocity at a point of nacelle and those of the sound 
pressure observed at a point on the ground close to tower base. In these figures of the 
analyzed results of both vibration and noise are shown and compared by each operational state. 
In Fig. 10 (A), sharp spectrum is appeared at 0.7Hz in the analyzed result of vibration velocity 
in the state “In operation” as in Fig.10 (A). This frequency corresponds with spectrum of 
characteristic vibration observed on the blade of in non-rotation. Other significant spectra are 
appeared in more high frequency range from 2Hz to 400Hz. It can be confirmed that level of 
vibration velocity clearly decrease into “Out of operation” by the forcing to stopping state of 
rotation of blades and also dynamo.  
Sharp spectral peaks still remain as at 2.5Hz, 25Hz, 30Hz, 60Hz and 110Hz in the frequency 
range above-mentioned because parts of all equipments in the nacelle could not be stopped in 
the temporal state of “Out of operation” by forcing and they continued to excite somewhat 
vibration in the nacelle. 
In the analyzed result of the noise shown in Fig. 10 (B), spectral densities in the case “Out of 
operation” weaken by several dB’s in all frequency area compared with those “In operation” and 
sharp peaks are disappeared and frequency characteristics became smoother. It is remarkable 
that decreasing of level for overall frequency is fewer than that in the vibration velocity.  
For the reference, analyzed result is added in Fig. 10 (B) for while blades were not rotated by 
weak wind condition. The base level is lower about 10dB than that in the “In operation”. Such a 
little level difference between “In operation” and “Out of operation” is considered as follows. 
Even if wind turbine is “Out of operation” by forcing rotation stop, blades are exposed in the 
strong wind flow, and then air flow turbulence generated just around blades and it is called the 
aerodynamic sound with the same meaning. And then, it propagates widely. The propagated 
sound keeps the higher level than that in the case of non-rotation in natural breeze condition. 
Authors more deeply considered the influence of vibration on the wind turbine noise based on 
the coherence function analysis between vibration velocity and noise. Result of the analysis for 
each state is shown in Fig. 10 (C). Coherency is obviously higher in the frequency range from 
several Hz to several hundreds of Hz in the state “In operation” than in the state “Out of 
operation”. These results mean that many spectral components at frequencies with high 
coherency values are strongly included in the noise radiated to surroundings of wind turbine as 
that they originated in the vibration. 
So, we also considered about the noises received at more far two points. One of them was a 
little away from the tower with distance of 86m and slant distance of 117m from the top of the 
tower, another was more far way with distance of 216m, with slant distance of 230m. 







Analyzed examples are shown in Fig. 11.  A lot of numbers of spectral peaks can be 
recognized in the analyzed results for every observation points including far point in the 
frequency range from 10 to several hundreds of Hz’s. The level difference between both 
spectral characteristics for the point close to the tower and those for point of 86m can not be 
easily confirmed as shown Fig. 11 (A). On the other hand, it can be understood that the level at 
point of 216m decrease about 5dB compared with one in the nearest point right under the tower. 
Analyzed result of coherence function between the vibration velocity at a bottom of the nacelle 
and the noise received at the point of 216m is shown in Fig. 11 (B). And, a lot of numbers of 
spectral peak can be recognized in the analyzed results for every observation points including 
far point in the frequency range from 10 to several hundreds of Hz’s. At the time before the 
analysis of coherence function were done, it had been thought that phase change would be 
caused while sound propagates for certain distance by the air flow turbulence in strong wind, 
and then influence would be appeared as decreasing of coherency between source and 
response. In the case of the noise received at a point of 216m, it can be understood that the 
coherency values are still keeping high as about 0.2 at several number of frequencies and over 
0.6 at 110Hz and 220Hz. And, it also can be thought that the pure tone components exist with 
exceeding in the noise at certain distant point like this case.  The pure tone components 
included in wind turbine noise are related to the vibration excited on the wind turbine facility. 
The coherence function between noise received at near point to the tower and that at the point 
of 216m was analyzed as the additional trial. The analyzed result is shown in Fig. 11 (C) and 
high values appeared in the frequency range from ten and several Hz’s to one and half 
hundreds of Hz’s as like as between the vibration and the noise. Remarkable high coherency 
chain is appeared in the frequency from 1.5Hz to 7Hz. For such analyzed characteristic in very 
low frequency area, we can make image that turbulence is generated by the existents of blade 
in the strong wind flow, it means aerodynamic sound, then it propagates to each observation 
point. Commonly received somewhat reflects in observed results by high coherency.  
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Fig. 8 3D display of time change of vibration 
on nacelle bottom in “On-Off” test. 
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Fig. 7 Auto correlation function of the vibration 
velocity on the blade of a wind turbine in 
rotation stopping. One cycle has about 1.28s 
as near the one cycle period in the Fig.6. 


Fig. 5 Observed examples of vibration 
velocity on representative part of wind 
turbine in a very weak wind condition. 
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Fig. 9 Time changes of A-weight sound pressure level in the On-Off test of 
operation as “In operation” and “Out of operation” by forcing temporal stopping of 
rotation of wind turbine. 
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Fig. 10 Comparisons of analyzed vibration
of the nacelle and noise at base of tower 
in both conditions “In” and “Out” of 
operation. 


Fig. 11 Analyzed wind turbine noise at near 
and distant points from tower (A), coherency 
between vibration velocity on nacelle and 
noise at far point (B) and coherency between 
both noises at near and far points (C). 







 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


4. Influence of high spectra exceeded from broad band component 
Finally, authors consider the component originated in the vibration and appeared as excellent 
spectra in the noise at surrounding points of the wind turbine facility by the following ways.  
We can recognize the tendency in the wind turbine noise that low frequency components are 
superior in the analyzed results by FFT, and their dependences on frequency are roughly 
approximated by “ -20dB/decade ” as examples introduced in Fig. 10 (B), Fig. 11(A) and 
Fig.12(A), which are shown by the relation between “Logarithmic scale for frequency" and 
"Spectral density every unit frequency width". So, authors corrected these display way to be 
corresponded to similar 1/N-th octave band analysis. It was very simply based on the level 
correction as “+3dB” for every octave increasing of frequency. Moreover, we made A-Weighting 
correction for taking the auditory evaluation on the corrected results. 
Corrected samples by basis of such two steps are shown in Fig. 14 for the analyzed results as 
previously shown in Fig. 11 (A). As for the influence of the noise radiated from wind turbine on 
the audibility by according to the corrected results shown in Fig. 14, it can be evaluated so that 
the noise with randomness has main share in the frequency range from one and half of Hz’s to 
several hundreds of Hz’s. As sharp and independent spectra in the low and mid frequency 
range of the share and included in more low frequency area, their levels are high as out-


Fig. 12 Comparisons of analyzed vibration on 
surface at a point with half height of tower and 
noise observed at near and a little far points 
(A) and coherency between among them (B) 
and (C). 


Fig. 13 Comparisons of analyzed vibration
on the representative surface on the tower 
and on the bottom of the nacelle (A), and 
coherency between vibration on the 
surface near the base of tower and noise 
received at its near point (B). 
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standing from the broad base levels of the wind turbine noise, and it is understood that 
components originated in the excited vibration on the wind turbine are not to be buried. 
Even though authors could not make both quantity and auditory evaluation 13) of parts of sharp 
and high spectral components, meaning the same pure tones, compared with basic 
components in the over all sound with broadness yet, it seems that wind turbine noise has to be 
evaluated from both points of view as basic levels of broad random noise and tonality 
additionally. The old type models of wind turbine have independent strong spectral components 
as shown in Fig. 15.  Both points are important and necessary to find out the main parts which 
consist origins of wind turbine noise, for example blades or nacelle, and to take 
countermeasure for the old type wind turbine with still remaining certain life-time for operation. 
Our investigation way for wind turbine noise will be useful to understand detail of noise and to 
make important points in noise problem clear. And it is also important to make accurate sound 
source model for the application study to evaluate the wind turbine noise not only by 
quantitatively as high or low in dB but also by another way as hearing of audible simulation. 4)  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


5. Conclusions 
Authors have been studying on wind turbine noise problem for examples to understand 
characteristics of noise, noise source and noise propagation to surroundings. Then, we can 
have following conclusions from many observations and analyses. 
(1) Authors could simultaneously observe the propagated noise and vibration velocity at many 
parts on the wind turbine facility. 
(2) We could observe and analyze the natural frequency of blade vibration. It was a little lower 
than 1Hz as near the amplitude modulation frequency of swish sound and it might be 
enhancing the modulation. 
(3) It could be recognized again by our studies that wind turbine noise had broadness and main 
share in low frequency area. 
(4) Sharp spectral peaks in the frequency range from a low frequency to mid frequency of 
several hundreds of Hz’s are appeared in both analyzed results by FFT on vibration velocity 
excited at many parts on the wind turbine and on the propagated noise in surroundings. 
(5) High coherency values about 0.2 and as over 0.4 or 0.6 were shown at many frequencies in 
the analyzed result between vibration velocity and noise.  
(6) The relation between vibration velocity at wind turbine facility and noise received at a point 
with distance over 200m still remains. 
(7) It seems that the influence independent strong spectra as pure tone components originated 
in vibration excited on wind turbine can not be disregarded on the audibility especially in the 
case of old model of wind turbine with many vibration sources and with still remaining 
machinery life-time for operation.  


Fig. 14 Corrected sound spectra by A-
weighting and by band width difference at 
each frequency range of low, middle and 
high as +3dB/Oct. on FFT analysis outputs 
previously shown in Fig. 11 (A). 
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Fig. 15 Corrected sound spectra by the same 
way as shown in Fig.14 on the representative 
data of wind turbine noise located some places 
in Japan shown in Fig. 2. 
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Summary 


The measurement of noise immissions at typical residential neighbours to wind 
farms offers challenges not ordinarily found in other environmental noise 
measurements. These include the need to measure noise levels which are 
relatively low, often comparable to the residual noise in the absence of the 
turbines, and under windy conditions. Furthermore, the variability of noise levels is 
crucially dependent on the changes in the weather conditions. The requirement to 
establish these dependencies means that noise measurements often extend over 
periods of months. Finally, the measurements are frequently undertaken in remote 
rural locations which can prove difficult or time-consuming to access. 


The noise monitoring process ordinarily requires the deployment of a logging 
system followed by regular site visits to manually download data. The downloaded 
noise data is then analysed against separately acquired operational/meteorological 
data from the wind farm. The need to manually download noise data is driven by 
size of the audio data required for subsequent acoustic feature analysis. 


This paper will discuss the development of a remote noise monitoring and analysis 
system designed to assist in the management of the large amounts of data that 
may result. The design philosophy is believed to be unique in two respects. First, 
the objective analysis of acoustic features, including for example tones and 
amplitude modulation, is objectively implemented, thereby greatly reducing the 
effort required to post-process data. Second, the system can be directly linked in to 
operational/meteorological data potentially allowing an ongoing and constantly 
updated analysis of data as it is gathered, rather than the more conventional 
approach of only undertaking analysis following download of the relevant data for 
specific preceding periods. These features combined mean that real time feedback 
on noise in terms of both overall levels and features can be provided to involved 
parties in real time, thereby allowing for more efficient and cost-effective analysis of 







wind turbine noise in practical situations and the potential to more quickly develop 
effective mitigation strategies. 


1. Introduction 


The rapid evolution in technology of sound measurement and analysis systems 
has meant that the capabilities of modern sound level meters have expanded 
dramatically. A wide range of measurement indices as well as audio recordings 
can now be acquired with standard units. In tandem with this, improvements in 
mobile and landline data networks have enhanced the options available for remote 
communications and allowed the development of advanced automated and 
autonomous noise measurement systems. The present paper will discuss the 
advantages of these systems. It will also consider the specific challenges involved 
with the applications of these systems to wind farm noise measurements, setting 
out some examples of actual applications and current developments being 
progressed. 


2. Prior experience of automated measurement systems 


2.1 Remote monitoring system. 


The authors have extensive experience of developing bespoke noise-monitoring 
solutions. Compared to standard, “off-the-shelf” systems, these dedicated systems 
are custom-designed to fulfil a specific combination of tasks, such as measuring a 
number of different environmental pollutants, including noise. Measured data can 
be acquired, processed, stored and published in a number of ways depending on 
the application required. 


Figure 1 shows a long-term construction noise monitoring system which is typical 
of the type of systems which have been operational for several years. Noise 
measurements are made at one second resolution at two locations (one on the 
border of the site and another located further away at a noise sensitive receptor). 
Other systems also measure vibration and dust using dedicated sensors. In 
addition to standard noise indices, continuous audio recordings are made and 
stored using an on-site data server. The different components of the system are 
connected using ‘bridge’ wireless antennas. A mobile data connection is used to 
transmit essential noise data to an external server every five minutes. This server 
is connected to a dedicated public web interface [1] which can be used by 
members of the public. 


Similar capabilities have been developed for a site where data for both noise and 
vibration were presented [2]. Here the web interface allows measured noise and 
vibration data to be interrogated, both for the current time period as well as 
historical records. Raw measured data can be displayed in both tabular and 
graphical format, and again interrogated in a number of interactive ways. This 
allows transparent display of information which any interested party can 
interrogate. 







 


Figure 1 – a dedicated construction noise, dust and vibration monitoring 
solution developed by the authors (circled in red) 


 


Figure 2 – example of a monitoring system public web interface  







2.2 Specific challenges of automated wind farm noise monitoring 


By the very nature of wind farm design, wind farm noise levels at residential 
properties are often comparable with the level of naturally occurring noise that 
would be present regardless of the presence of the wind farm. The measured noise 
levels will necessarily include contributions from both the wind farm noise and also 
any sources of extraneous noise that may be occurring during the measurement 
period. It can therefore be challenging to determine the exact contribution of the 
specific source, wind turbine noise, from what is referred to as the ‘residual 
background’ noise. 


The variability of noise levels from wind farms must also be recognised. This poses 
some significant challenges. First of all, wind farm noise is specifically and strongly 
dependent on weather conditions, to an extent which sets it apart from many 
sources such as the construction noise considered in the previous section. This 
dependence is mainly with regard to wind speeds, which are, to the frustration of 
both acoustic practitioners and operators, outside of our control. But wind direction 
is also a key variable, particularly in the case of far-field measurements. At some 
locations the wind directions of interest may only occur infrequently, particularly if 
these desired wind directions correspond to non-prevailing conditions. At some 
sites variations in atmospheric stability may also be relevant. Furthermore, 
complex propagation effects, as well as variations in various other sources of noise 
in the environment, introduce additional variability. 


Capturing this variability and minimising uncertainties requires in practice extended 
measurement of weeks or months rather than hours. As wind farm sites are often 
situated in remote areas, this means that if disturbance is reported measurement 
equipment can take some time to deploy and similar conditions may take a long 
time to manifest themselves, requiring several weeks or more data gathering being 
required to obtain a suitable range of data. This can lead to frustration for the 
affected residents or communities. 


The measurement durations involved introduce key issues, particularly with 
regards to data storage requirements. Audio recordings are often captured both for 
source identification through playback and also for undertaking narrow-band 
analysis of tonality. The necessity to undertake objective analysis for tonality 
means that uncompressed audio recordings are required. Limiting audio recording 
to a maximum of two minutes duration every ten minutes is standard practice, but 
this still amounts to large amounts of data which are challenging to handle. Even if 
limited to a reasonable audio sampling rate, uncompressed audio recordings can 
represent a rate of data capture of approximately 60 Mb/hour. 


Measurements are of course required in the windy conditions in which the wind 
turbines operate. In some cases [3], the measurement location can be sheltered 
from the wind by forestry or the terrain but in other cases, the location may be 
relatively exposed. In order to minimise the contribution of wind-induced noise on 
the microphone, it is necessary to use enhanced windshield systems. Most 
environmental noise monitoring solutions available on the market are equipped 
with standard microphone windshield system, consisting in a single foam ball of 







less than 100 mm diameter. These will not be sufficient in exposed, windy 
conditions [4].  


The authors have regularly used a custom design 2-layer system based upon the 
advice given in the report Noise Measurements in Windy Conditions [5]. 
Measurements of the relative reduction in wind-induced noise undertaken using a 
rotating boom system [6] suggest that such two-layer, secondary windshield 
systems offers a supplementary reduction of the order of 10 dB(A) compared to a 
smaller traditional windshield over the wide range of wind speeds that are of 
interest when measuring wind turbine noise. Other systems developed have used 
a secondary system, as considered in a separate paper [7]. 


Given the variability experienced, time-synchronisation of all the different elements 
of the monitoring chain is essential. This is best accomplished through the use of a 
single time reference for all noise and weather measurement systems, which 
should also ideally match that used by the wind turbine control system 
(Supervisory Control And Data Acquisition or SCADA). The latter often adopt 
Universal Coordinated Time (UTC) as a reference. 


2.3 Example implementations of wind farm noise monitoring 


The first implementation of an autonomous wind farm noise monitoring system 
described in this paper was installed in relative proximity of the turbines at a secure 
location as seen in Figure 3. This was at the request of a site operator wishing to 
monitor aspects of the noise output by the turbines under different conditions due 
to external operating restrictions. The system is based on 01dB DUO sound level 
meter, with supporting backup power regulation and connectivity infrastructure. It 
transfers the measured data automatically and periodically at scheduled intervals 
to a dedicated server within a nearby building. The server includes a fault-tolerant 
‘mirrored’ disk system for long-term storage of data, and an uninterruptable power 
supply. 


Raw data are separated into contiguous periodic ten minute data periods with 100 
millisecond values of LAeq and LAF ‘Fast’ time-weighted values recorded as well as 
Leq,100ms values within each one-third octave band. This allows the calculation of 
noise metrics such as LAeq,10min and LA90,10min which are commonly referenced in the 
UK. In addition, a simple Ethernet remote control can be remotely accessed to 
initiate audio recordings on a continuous and contiguous ten minute basis. A 
permanent connection to the server was also provided via the Internet. 







 


Figure 3 – Automated wind farm monitoring - example 1 


Scheduled service visits are still required, for instance to maintain the performance 
of the system on at least an annual basis, for instrument checking, physical 
inspection of the installation to look of signs of deterioration and remedy any issues 
and to carry out external laboratory calibration. Most of the specialist tasks, such 
as adjustment of instrument measurement parameters, can be done remotely 
through an Internet connection. This means that more regular tasks such as interim 
calibration checks can be undertaken by local site operating staff following suitable 
training. 


Figure 4 shows another example of a monitoring system installed in proximity to a 
residential property neighbouring a wind farm. The architecture of the system 
developed was similar. However this system undertakes regular audio recordings 
of two minute duration which are spaced every ten minutes to enable objective 
analysis for tonality. Measured noise data and audio recordings are pushed to a 
remote server after each ten minute period via a fixed landline connection. This 
allows post-processing of data for analysis of overall noise levels and tonality. 


The inclusion of rain logging is necessary to obtain data on rainfall which may 
corrupt measurements, but these data are generally not captured by wind turbine 
control or meteorological systems. This is accomplished by use of a tipping bucket 
rain gauge installed near the noise measurement location. Bespoke software 
running on an embedded PC automatically transfers data from the rain logger to 
the data server via FTP at the end of each ten minute period. 







Similar systems have also been developed to monitor onshore noise from 
construction of off-shore windfarms, where extended periods of pile driving, 
sometimes during the night, are required to build the turbine foundations. 


 


 


Figure 4 – Long-term wind turbine monitoring system - example 2  


 


3. Further developments 


3.1 Continuous – automated level analysis 


The examples above have shown practical systems which allow the long-term 
measurement of the various indices necessary for the analysis of wind turbine 
noise. The data acquired are captured robustly and transmitted through a 
communications network to a remote server for analysis. But to date, such systems 
have mainly relied on subsequent manual data analysis. This involves manually 
filtering and post-processing these data and then plotting results as a function of 
wind speeds and/or turbine operational parameters, these latter items generally 







being obtained separately prior to their import into the assessment process. After 
this is completed, results are reported in the traditional way, but this can take time. 


The analysis comprises many processes that can be automated, with specialist 
user supervision. Furthermore, the data produced by the wind farm control system 
can be imported and used directly to relate noise levels to the wind farm operating 
conditions. The authors are currently developing and testing an architecture which 
would allow live analysis of these data. The potential is there for implementing a 
‘smarter’ system which would pre-process the acquired data and send only the 
necessary information to a central storage server. Communication, however, 
continues to represent a key challenge, including establishing the necessary links 
with the turbine control system in order for the direct acquisition of necessary 
turbine operational parameters. Current experience shows that this element of the 
system in particular must be determined in practice on a case by case basis 
accounting for installation-specific constraints and challenges. 


In addition to the automated processing and storage of data, consideration must 
also be given to the presentation of the results and access to these data. The goal 
is to provide ‘live’ versions of charts of noise against wind speed or other relevant 
parameters. This allows determining the suitability of the acquired data and 
provides continuous feedback on the progress of the measurements. Ultimately 
this information can be provided on a website such as [2]. The ability to manage 
access rights to such websites means that results of the measurements could be 
made available either to the general public or specific groups, such as site 
operators, local authorities or third parties. Those having access to the information 
would be provided with the means to easily and quickly review overall noise results 
and/or specific recorded instances and their characteristics. This could allow a 
faster investigation and analysis of any complaints, thereby minimising the survey 
length and response times. 


The first main output of the analysis would be the evolution of measured noise 
levels with wind speed. In order to better isolate wind farm noise from the 
background noise, it is common practice to filter acquired datasets using criteria 
such as time of day, exclusion of rainfall periods, and selection of key wind 
directions. This requires a detailed site knowledge and a review of the data. 
However, with some experience, basic filtering can be implemented to provide a 
preliminary filtered result. Figure 5 shows a representation of what such a filtered 
output could look like. Weather conditions and the amount of valid data collected 
could also be displayed. 







 


Figure 5 – representation of a ‘live’ analysis of measured noise levels, based 
on a selection of filters, with LA90 noise levels binned in integer wind speed 
categories. The un-filtered data are represented in grey. 
 
 


3.2 Tonality analysis 


Several methods are currently available for the analysis of tonality. Many of these 
lend themselves well to automated implementation [8,9]. Figure 6 below shows the 
output from a procedure developed by the authors, which implements the 
ETSU-R-97 methodology [9]. 


The narrow-band analysis required needs to be undertaken on the uncompressed 
raw measured audio. This can be done locally within the noise meter control 
system or at the data server, and subsequently stored, thus avoiding the need for 
transfer of large datasets which are then subsequently processed and analysed 
back in the office. 


It is nevertheless important to be able to review individual recordings for subjective 
evaluation and for undertaking due diligence checks on the automated analysis 
process. For this purpose, suitably compressed audio formats can arguably be 
sufficient, thereby reducing the amount of data to store and transfer by 
approximately a third, which would be significant. 







 


Figure 6 – Result of an automated ETSU-R-97 tonal analysis process 
developed by the authors – tones are highlighted in red in the spectrum, with 
the tonal audibility and indicative penalty displayed. 


Whilst automated analysis has some risks, such as the identification of false 
positives (for example tones caused by vehicle movements), this can be 
compensated by the analysis of large datasets and filtering which will tend to 
average out spurious results. An automated process allows such bulk data 
processing to be undertaken. Site specific filtering could also be implemented: if for 
example a specific range of tonal frequencies could be identified, then detection of 
tones and rating of their audibility could be focused using a predetermined 
site-specific criteria. 


3.3 AM analysis 


The issue of amplitude modulated noise (often referred to as ‘blade swish’ or ‘AM’) 
arising from the operation of wind turbines currently represents a key area of 
research and discussion in the UK. The main difficulty is that at present there is no 
universally accepted objective methodology to quantify AM, nor is there any criteria 
against which the output result of an objective methodology can be tested. 


A large number of publications have nonetheless presented results using 
techniques based on the frequency analysis of the acoustic A-weighted signal 
envelope, using different Fast Fourier Transform techniques (FFT), to produce a 
modulation spectrum. For example, the method produced by Lundmark [10] was 
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used successfully in a study looking at long-term variability of AM in different 
weather conditions [3]. Research such as that commissioned by RenewableUK 
[11] has shown that these techniques allow the automated identification of the 
presence of modulation in wind turbine sound to be identified, characterised and 
studied.  


Figure 7 shows the results of the implementation of such a technique by the 
authors. This represents the evolution of the modulation spectrum with time. Using 
such outputs, the continued presence of modulation at a rate consistent with the 
rotational speed of the turbines could be readily identified. 


Implementing these techniques with a remote monitoring system allows a fast 
response time and rapid analysis of this feature when it arises in different weather 
conditions. This could also possibly allow direct feedback of the effectiveness of 
mitigation techniques, such as those described in [12]. 


 


Figure 7 – Results of an automated modulation analysis for a 30 minute 
sample (200 Hz 1/3 octave band) – the coloured chart shows the modulation 
spectrum with time, and the value in blue the magnitude of the modulation at 
1 Hz. 


 


4. Conclusions 


The measurement of wind turbine noise presents unique challenges when 
compared with monitoring other sources of environmental noise which must not be 
underestimated or overlooked. In particular, the variability of this source and the 
need to acquire a sufficient range of weather conditions translates to extended 
measurement periods, often in remote areas. This means that automated 
permanent or semi-permanent noise measurement systems can have great value 
in undertaking such surveys. It is however necessary to have dedicated systems 
which are adapted to the specific requirements of such measurements, including 
measuring in windy conditions. Monitoring results can be acquired and stored 







locally and transmitted through the network for review and analysis but transfer and 
storage of audio recordings is a key challenge. 


The authors have developed and installed several such systems in the UK. 
Techniques for the semi-automated analysis of noise levels and acoustic features 
are being developed. This could allow ‘live’ analysis results to be available to 
practitioners or interested parties. The availability of such information in real time 
would potentially reduce the delays associated with data collection, transfer and 
analysis, and allow a prompt reaction to any issues at the locations studied, 
including monitoring of the effectiveness of noise mitigation measures. It is hoped 
that further results can be presented at the conference. 
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Summary   


Following the release of Edition 3.0 (2012) of IEC 61400-11 Wind Turbines – Part 11: Acoustic 
noise measurement techniques, there has been a lot of interest as to how analysis results differ 
from methods stipulated in Edition 2.1 (2006).    
 
This paper provides a detailed review of the differences between Edition 3.0 and Edition 2.1.  
An analysis is provided on differences in evaluation of the apparent sound power level and 
tonal audibility between both versions of the measurement standard.   


1. Introduction   


The IEC 61400-11 measurement standard provides a method for evaluating the acoustical 
emissions of wind turbines.  The standard is broken down into two main parts: evaluation of 
apparent sound power level and tonal audibility.  Guidance is also provided on how to evaluate 
measurement uncertainty.   


 


Edition 2.0 [1] of the standard was released in 2002 and subsequently amended in 2006, 
Amendment #1, Edition 2.1 [2].  The differences between Edition 2.0 and Edition 2.1 were 
minimal and primarily focused on clarifications and minor improvements to the analysis method.  
Edition 2.1 was widely adopted within the industry and served as the industry standard for 
evaluating wind turbine noise emissions.  


 
At the end of 2012, IEC released Edition 3.0 [3] of the measurement standard.  Edition 3.0 is a 
major revision of the standard.  Given the drastic changes between Edition 2.1 and Edition 3.0 
there has been both industry and stakeholder interest in evaluating the specific differences and 
how they impact the evaluation of a wind turbines noise emission.   
 
This paper focuses on the measurement of megawatt scale wind turbines that are horizontal 
axis and pitch controlled.  
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2. Key Differences between Edition 3.0 and Edition 2.1. 


 
2.1 Purpose 
Both versions of the standard intend to provide a method for evaluating the acoustical 
emissions of wind turbines and both evaluating sound power level and tonal audibility.  


2.2 Instrumentation Requirements 


There are limited changes to the instrumentation requirements for collection of the 
measurement data.  Some updates have been made to reference instrumentation standards, 
which mainly account for updates of those respective standards from 2002 through to 2012.   


The most significant instrumentation changes include: 


1. 1/3 Octave Band centre frequencies were extended down to 20 Hz (Edition 3.0) from 50 
Hz (Edition 2.1) 


2. Narrowband measurements in Edition 2.1 for tonal audibility were based on a frequency 
resolution of 2 to 5 Hz for frequencies less than 2,000 Hz and 2 to 12.5 Hz resolution for 
frequencies between 2,000 and 5,000 Hz.  Edition 3.0 specifies a resolution of 1 to 2 Hz 
for the entire frequency range (up to 11,200 Hz).   


3. Edition 3.0 specifies rotor RPM as a mandatory turbine parameter that needs to be 
logged.  It was optional in Edition 2.1 


4. Where Edition 2.1 indicated that turbine parameters shall be arithmetically averaged, 
Edition 3.0 additionally stipulates a minimum sample rate of 1 Hz.   


2.3 Instrumentation Setup 


The microphone placement prescribed in Edition 3.0 remains unchanged from Edition 2.1.  
There is 1 main microphone position (Reference Position 1) located directly downwind of the 
wind turbine at a measurement distance based on the test turbines hub height plus rotor radius.  
Optional microphone locations remain prescribed at 3 other locations (directly downwind, +60º 
of downwind, and -60º of downwind).  Both versions of the standard allow for a +/- 20% 
tolerance on the microphone position (distance to turbine); however, Edition 3.0 caps the 
adjustment to no more than +/- 30m.   


 
For measurements of Background noise an anemometer located at least 10m above grade is 
required for both Edition 2.1 and Edition 3.0 (commonly referred to as the 10m anemometer).   
 
The 10m anemometer placement differs significantly between the two editions, although both 
editions have the same purpose; provide a method for determining what wind speed a data 
point for Background was acquired at.  A more detailed discussion is provided in Section 2.6. 
 
In Edition 2.1, the 10m anemometer was placed 2 to 4 rotor diameters upwind of the turbine.  In 
Edition 3.0, the 10m anemometer is placed at or behind the plane of the rotor, at least 1 rotor 
diameter away from the turbine and out of the downwind direction.   
 
Figure 1 depicts the acceptable anemometer placement locations for both Edition 2.1 and 
Edition 3.0.   







 
Figure 1 - 10m anemometer placement 


2.4 Data Acquisition 


Edition 2.1 and Edition 3.0 are based on acquisition of Turbine ON data and Background data.  
The Background data is used to evaluate ambient conditions at the test site and effectively 
calculate what the Turbine ONLY component is through subtraction from the Turbine ON data.  


One of the more significant changes in Edition 3.0 was the implementation of 10 second 
averages for each interval (i.e. data point); whereas, Edition 2.1 implemented at least 60 
second (1-minute) averages for each interval.  As wind turbines become more advanced and 
efficient, they are able to take advantage of small wind bursts which allows the wind turbine to 
ramp up in power output at an increased rate (over older models).   


Figure 2 depicts a 60 second time interval from a wind turbine installed and tested in 2014.  
Over the 60 second duration the wind turbines power output varied by almost 1400 kW and a 
large range of wind speeds (approximately 5 m/s based on the turbines power curve).  
Although modern wind turbines are capable of significant power output increases in less than 
10 seconds (as depicted in Figure 2), a 10 second average provides much better resolution.  
The shorter averages strike a reasonable balance between capturing wind turbine operation 
while allowing sufficient time for the averaging of acoustic data.    


 
Figure 2 – Turbine power output level vs time (60 second interval) 
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For a 60 second segment of Turbine ON data processed as per Edition 2.1 the noise emission 
would be represented by a single value.  Edition 3.0, on the other hand, would yield 6 separate 
points (10 seconds each), which provides a more representative and accurate indication of 
turbine emission.   


Figure 3 depicts the direct correlation between power output and noise emission.  The 10 
second averaging in Edition 3.0 closely matches the trend of power output, while Edition 2.1 
much less so.  Further, for several 60 second averages that are represented by only 1 average 
for Edition 2.1, the Edition 3.0 analysis yields a range of almost 3 dB (see 480 to 530 seconds).   


The close relationship between power output and the measured sound pressure level is valid 
until maximum power output is reached, at which point most pitch controlled turbines begin to 
furl out their blades and noise emission is typically maintained at a steady level or reduced.   


 


 
Figure 3 - Comparison of Edition 3.0 vs Edition 2.1 sound pressure level averaging 


The change in time intervals has resulted in a revision in how many data points are required for 
a complete data set.  Edition 2.1 required a minimum of 3 data points per each integer wind 
speed (5 bins, 6 m/s to 10 m/s) with at least 30 data points (total) for both Turbine ON and 
Background.  Edition 3.0 requires at least 10 data points per wind speed at half integer 
increments (ex. 7.5 m/s, 8.0 m/s, 8.5 m/s….), with at least 180 data points for both Turbine ON 
and Background.  A detailed discussion on changes in required wind speed ranges is 
discussed in the following section. 


2.5 Wind speed – General 


Sound power level analysis has shifted focus from evaluating the wind turbines noise emission 
with reference to wind speeds at 10m above grade (Edition 2.1) to wind speeds at hub height 
(Edition 3.0).  Essentially, this only relates to how a data point is binned.  Edition 2.1 evaluated 
the wind speed for Turbine ON data at hub height and then adjusted the wind speed down to 
the 10m reference height.  The Background data would then be based off the ground 
anemometer (usually located at 10m above grade) with the actual values measured being used 
for binning of measurement data.  Edition 3.0, on the other hand, leaves Turbine ON data at the 
hub height and adjusts Background measurement data to relative hub height wind speeds.   







Where Edition 2.1 stipulated a fixed range of wind speeds required at integers of 6 m/s to 10 
m/s, Edition 3.0 provides variability based on the performance of the wind turbine.  Most 
megawatt scale wind turbines today are pitch controlled units whose maximum noise output is 
typically just before rated power output is achieved.  That is the point where the turbine blades 
are closest to their aerodynamic limit and the likelihood of noise generating issues like flow 
separation (from the blade) are highest.  As wind turbine efficiency increases, especially for low 
wind sites, the wind turbines are able to reach rated power output at lower wind speeds.  This 
combination typically leads to much less information being gleaned from higher wind speed 
data (9 and 10 m/s bins for Edition 2.1).   


Edition 3.0 focuses around the main area for noise emission by applying a multiplication factor 
of 0.8 (lower wind speed limit) and 1.3 (upper wind speed limit) to the wind speed at which 85% 
power occurs (from rated power output).  This allows the noise emission test to effectively be 
tailored to focus on the key area of interest for noise emission based on the performance of 
each specific turbine.   


A method to calculate the sound power level with reference to a 10m height is also provided in 
Edition 3.0; however, that is again based on the multiplication factors not necessarily a fixed 6 
m/s to 10 m/s range.  Also, the 10m reference height wind speed is reported based at integer 
wind speeds (similar to Edition 2.1), as opposed to half integer increments (Edition 3.0 at hub 
height).  


2.6 Wind speed – Turbine ON 


The standardized wind speed is the wind speed which is used to determine the wind bin 
associated with a given data point.  For Turbine ON the most accurate way of determining the 
standardized wind speed is through calculation of the wind speed from the power curve.  This is 
the preferred method for both Edition 2.1 and Edition 3.0.  Although the majority of wind 
turbines contain an anemometer located at the nacelle, the readings can be inaccurate given 
their relative location and flow disruptions from close proximity to the rotor.   
 
One of the main difficulties in evaluating wind turbine noise emission is determining which wind 
bin a given data point obtained at maximum power should fall under as the power curve cannot 
be used.  
 
The nacelle anemometer method is preferred in Edition 2.1 for data points at or near maximum 
power.  It relies on evaluating the difference between the nacelle anemometer wind speed and 
the calculated (standardized) wind speed for values between 5% and 95% power (from the 
power curve).  This was accomplished through a linear regression of all data points between 
5% and 95%, which would then be applied to data points above 95% power to determine an 
effective wind speed from the nacelle anemometer for a given data point.  The calculated wind 
speed (at hub height) for values both above and below 95% power would then be scaled down 
to the reference 10m height using a roughness length (typically 0.05m).   
 
Edition 3.0 follows a similar approach to Edition 2.1 by using a scaling factor, referred to as the 
k-factor method, to correct the wind speed at values near maximum power.  Rather than 
defining 95% power as the cut-off point, Edition 3.0 relies on the slope of the power curve to 
determine to what wind speed calculation off the power curve is acceptable (while the slope is 
positive).  For data points within the acceptable wind speed range the ratio between hub height 
wind speeds (from the power curve) and the nacelle anemometer is calculated and 
arithmetically averaged.  The ratio (the k-factor) is then applied to the nacelle anemometer wind 
speed reading when above the acceptable wind speed range to establish a standardized wind 
speed.  As evaluation of turbine noise emission is completed at hub height for Edition 3.0, no 
further adjustments are required. 
 
   







 2.7 Wind speed - Background 


Determination of the wind speed for Background data points was fairly straight forward in 
Edition 2.1 with the 10m anemometer average providing the required value without any 
adjustments.   
 
Edition 3.0 requires evaluation at wind speeds relative to hub height and a k-factor correction 
method is applied.  This method is similar to that applied for data points near maximum power 
for Turbine ON where the power curve is no longer valid (also referred to as the k-factor 
method).  During Turbine ON measurements, the ratio between hub height wind speeds and 
the 10m anemometer are logged with the arithmetic average serving as the scaling factor for 
adjustment of the 10m anemometer values acquired during Background measurements.   


2.8 Sound Power Level Analysis  


The majority of the changes between Edition 2.1 and Edition 3.0 lie within the way acquired 
data is processed.   
 
Although the time interval of each data point varies between the two editions (10 seconds vs at 
least 60 seconds), the type of acoustic data acquired and reported between both versions of 
the standard are very similar (1/3 Octave Band, overall LAeq, etc.).  However, the digestion of 
this data to evaluate the wind turbines apparent sound power level is drastically different.   
 
Edition 2.1 focuses on utilizing the overall sound pressure level relationship to 10m wind speed 
to establish a line of best fit (4th order regression) which is used to determine the sound 
pressure level at each integer wind speed for both Turbine ON and Background.  The 
Background correction for the Turbine ON measurement is also based on the overall level 
which is then being adjusted to provide an apparent sound power level.  The 1/3 Octave band 
data is primarily used for informational purposes to provide additional detail about the wind 
turbine spectrum.   
 
In instances where the correlation coefficient for the line of best fit is less than 0.8, Edition 2.1 
permits the use of binned analysis (a method more similar to that specified in Edition 3.0).   
 
Edition 3.0 utilizes the 1/3 Octave band data to evaluate the turbine noise emission.  For each 
wind bin an energy averaged sound pressure level is calculated for both Turbine ON and 
Background.  The average wind speed (which may not be at the bin centre wind speed) for 
each win bin is then adjusted using linear interpolation between the adjacent wind bin to adjust 
the average sound pressure level per 1/3 Octave Band to each wind bin centre.  For example, if 
your data set for the 7m/s bin has a mean wind speed of 7.05 m/s a linear interpolation would 
be completed between the average value in the 6.5 m/s bin to determine the sound pressure 
level at exactly 7.00 m/s.  The same process is applied to the Background data.  The Turbine 
ON component is then Background adjusted per each 1/3 Octave Band.  Lastly, the resultant 
sound pressure level is used to calculate the apparent sound power level and summed to 
provide an overall level.  
 
As turbine technology has advanced, especially in control system and blade design, the region 
where pitch controlled wind turbines are most vulnerable to excess noise (right before hitting 
rated power output) has shifted.  There has also been incentive for manufacturers to create 
what is commonly referred to as Noise Reduced Operating (NRO) modes for their turbine 
models to help facilitate the siting of wind farms to meet local noise regulations.  For example, a 
2 MW unit that has a noise emission rating of 105 dBA may also be operated at a rated power 
output of 1.9 MW but at 104 dBA (1 dB lower).  These factors have resulted in a noise output 
that tends to remain almost constant after rated power output is reached and yields a noise 
emission profile that isn’t very well suited to application of line of best fit curve.   
 







Figure 4 contains a sample data set from one test analysed as per methods outlined in Edition 
2.1 (both binned and line of best fit).  Although, the correlation coefficient for the line of best fit 
(Edition 2.1) is near 1, the line of best fit tends to either over or under estimate compared to the 
energy averaged data in the main region of interest (7 and 8 m/s).  The linear interpolation 
applied for the binned analysis matches very closely to the energy averaged sound pressured 
level for the same respective bins.  Additional differences are discussed in Section 4. 


  
Figure 4 – Comparison of Edition 2.1 line of best fit analysis vs Edition 2.1 binned analysis for sample data set 


2.9 Measurement Uncertainty 


The measurement uncertainty in both editions is computed based on Type A (standard error of 
the estimated noise spectra) and Type B (site effects) uncertainties.   


Edition 3.0 has significant changes to the uncertainty calculation.  This is largely in part to the 
calculation of an apparent sound power level being based on linear interpolation between two 
adjacent wind bins.  Edition 3.0 provides methods on computing measurement uncertainty per 
each 1/3 Octave Band and weights the overall measurement uncertainty for a wind bin based 
on the noise emission of the turbine.  Frequencies which are dominant contributors to the 
overall level will carry more weight in determining the overall measurement uncertainty 
compared to ones who contribute less.   


 
Calculations for measurement uncertainty in Edition 2.1 are based on the overall level and are 
based on a more simplistic approach of how the apparent sound power level is calculated in 
each respective wind bin.  


2.10 Tonal Audibility Analysis 


Tonal audibility analysis as per Edition 2.1 requires 12 data points per wind bin.  The data is 
represented by 2, 1-minute intervals closest to a given integer wind speed and reprocessed into 
10 second averages.  Data for both Turbine ON and Background was required for the analysis.   
 
The actual calculation method for each individual data point (i.e. 10 second sample) is similar 
between Edition 3.0 and Edition 2.1.  The major difference being Edition 3.0 has removed the 
requirement for a Background adjustment in the tonal audibility calculation.   
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For reporting a tonal audibility, Edition 3.0 has increased the number of samples for the 
analysis to include the entire data set (if you have more than the 10 minimum stipulated per 
wind bin).   
 
While the sound pressure level measured from a turbine remains relatively steady at a given 
standardized wind speed, tonal audibility can vary quite significantly.  Figure 5 depicts the 
calculated tonal audibility (as per Edition 3.0) for a select wind turbine.  The variation for a given 
wind speed easily exceeds 5 dB between the min and max values.  Although only one sample 
set is depicted, the findings are fairly consistent for majority of tests completed and whether 
Edition 2.1 or Edition 3.0 is utilized.   
 


 
Figure 5 – Tonal audibility of all data points vs wind speed from a sample data set, as per Edition 3.0 


The difference in minimum sample size between Edition 2.1 and Edition 3.0 is small, 12 vs 10 
respectively.  Edition 3.0, however, utilizes more representative wind speed data (as noted in 
Section 2.4) which ultimately provides a more accurate indication of the tonal audibility at a 
given wind speed.   
 
Further, if the analysis is expanded to a larger sample set Edition 2.1 remains capped at 12 
data points while Edition 3.0 accounts for the larger sampling.  Given the variation typically 
observed in the tonal audibility results a larger sample set is likely to give a more consistent 
result with Edition 3.0, where Edition 2.1 is more akin to playing the lottery.   


3. In-field Experience 


3.1 Wind Speed Range 


Most turbines tested required data for wind speeds between 7-13 m/s (at hub height), which 
equates to 5 to 9 m/s at a reference 10m height (using a roughness length of 0.05m).   


3.2 Test Duration 


Although both editions of the standard require at least 30 minutes of measurement data (for 
both Turbine ON and Background), our experience shows a full data set can be obtained faster 
with Edition 3.0.  The observed efficiency primarily lies in the duration of each data point.  
Where for Edition 2.1 the turbine has to be at maximum power output for a whole minute, only 
10 seconds are required for Edition 3.0.  This is highly beneficial on days where moderate 
winds are present, but not strong enough to keep the turbine pinned at maximum power output.   
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3.3 Background Data 


Acquisition of Background tended to be a difficult task with Edition 2.1 since wind speeds at the 
ground level (i.e. 10m anemometer) had to be between 6-10 m/s.  This resulted in instances of 
having a full Turbine ON data set but only a partial Background set for days with moderate to 
high wind shear.   
 
Edition 3.0, with use of the k-factor method, creates a more consistent relationship between the 
wind speed at ground level and hub height on the day of the test.  This typically allows the test 
to be completed faster and Background to be more representative at a given wind speed.  
 
One must, however, be cautious with Edition 3.0 as the k-factor is dependent on the Turbine 
ON data.  After a certain duration you may have a full set of Background data, but after 
additional Turbine ON data and incorporation of it into your analysis you may find your 
Background data has shifted to a lower or higher wind speed bin.  This is further complicated if 
measurements are completed over multiple days as the data is more subject to day-to-day 
vertical wind profiles. 
 
Overall Edition 3.0 has showed an improvement in obtaining sufficient Background data more 
efficiently.  Notably, obtaining Background still remains one of the main hindrances of the 
standard (both Edition 2.1 and Edition 3.0) due to the use of both ground level wind speeds and 
hub height wind speeds for both versions.   


3.4 Measurement Uncertainty 


Results from Edition 3.0 have typically yielded a lower overall measurement uncertainty 
compared with that of Edition 2.1.  This is mainly attributed to different guidance provided by 
Edition 3.0 on the Type B component of the uncertainty calculation and the frequency weighting 
used by Edition 3.0 to calculate the overall measurement uncertainty.   


Typical ranges for Edition 3.0 range between 0.7 to 1 dB, with corresponding Edition 2.1 results 
ranging between 1 to 1.3 dB.  It is important to note that the values can be higher or lower 
depending on the test turbine and the measurement equipment used.    


4. Comparative analysis (Edition 3.0 vs Edition 2.1) 


4.1 Sample Set 


To complete the comparative analysis between Edition 2.1 and Edition 3.0 a sample set of 20 
separate IEC 61400-11 measurements was selected.  All 20 data sets had sufficient signal-to-
noise (above 6 dB) with over half with at least 10 dB.  
 
The ground level anemometer was located at 10m for all tests, however, varied between the 
Edition 2.1 and Edition 3.0 location.  This is considered to have minimal effect on the analysis 
given the signal to noise and that the purpose of the 10m anemometer between both Editions 
remained the same and consistent for each sample.   


The data set represents a variety of turbine manufacturers, hub heights, and rotor diameters.   
All samples were of pitch controlled turbines with horizontal axis’ and 3 blades. 


4.2 Sound Power Level 
Analysis of the sample data sets was completed as per Edition 3.0 and Edition 2.1.  Edition 3.0 
data was computed at both hub height and 10m reference height.  Analysis as per Edition 2.1 
was completed utilizing two methods at the 10 m reference height: line of best fit (prescribed 
method) and a binned analysis method (alternative method). 


The maximum sound power level from each respective edition was used for analysis.   


 







Edition 2.1 - Line of best fit analysis vs Edition 3.0  


From the 20 data sets analysed, ten 10 samples contained correlation coefficients of less than 
0.8 for the line of best fit method for Edition 2.1.  As such analysis was completed with only 10 
samples (those with correlation coefficients greater than 0.8).  5 of the sample sets had 
correlation coefficients above 0.7 (i.e. within 0.1 of the 0.8 cut-off).   


Comparing Edition 2.1 line of best fit results with Edition 3.0 results (at hub height), 50% (5/10) 
of the line of best fit data was within +/-0.1 dB of Edition 3.0, while 80% came within +/- 0.5 dB.  
There was no clear trend of higher or lower sound power levels as an equal number of sample 
sets came above and below Edition 3.0.  


When the Edition 2.1 line of best fit results are compared with Edition 3.0 results at the same 
reference 10m wind speeds the results are similar to those at hub height with 50% (5/10) 
samples coming within +/- 0.1 dB of Edition 3.0.  Reference 10m height data was compared at 
integer wind speeds (as outlined in both standards).  There was a slight decrease (70%, 7/10) 
of samples that fell within +/- 0.5 dB of Edition 3.0.   


Edition 2.1 - Binned analysis vs Edition 3.0 
 
As the binned analysis method is not reliant on a correlation coefficient, the sample set used 
included all 20 data sets.   


Results from the Edition 2.1 binned analysis method indicated 40% (8/20) of the results were 
within +/-0.1 dB of Edition 3.0 (at hub height), while 90% (18/20) of the data came within +/- 0.5 
dB.   


There was a clear trend of the binned analysis method showing levels higher than Edition 3.0 
(at hub height), with 80% (16/20) falling higher than that of Edition 3.0 by 0.1 dB or more.  The 
majority however, 70% (14/20), were within 0.1 to 0.5 dB.   


Comparison of Edition 2.1 binned data and Edition 3.0 data at 10m reference wind speeds 
shows 65% (13/20) of the data fails within +/-0.1 dB of Edition 3.0.  90% (18/20) did however 
fall within +/- 0.5 dB (same as comparison to Edition 3.0 hub height) 


The following depicts the probability density function of the analysed data.  Note that the 
distribution is provided in 0.2 dB increments where the above discussion was based on a 
resolution of 0.1 dB.   


 
Figure 6 – Probability density function of Edition 2.1 data (line of best fit & binned analysis) vs Edition 3.0 (hub height and 10m 
reference height wind speeds) 
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4.3 Tonal Audibility 


Tonal audibility analysis was carried out for all 20 data samples as per both Edition 2.1 and 
Edition 3.0.  The comparative analysis discussed herein is based on the maximum reportable 
tonal audibility for each data set per each respective edition.   


Of the 20 samples analysed 45% (9/20) of the data samples analysed as per Edition 2.1 fall 
within +/- 0.5 dB of results from Edition 3.0, with 60% (12/20) falling within +/- 1 dB.  There is no 
clear distribution for either over or under evaluation compared to Edition 3.0.  This is likely due 
to the wide variation that is observed in the tonal audibility results (irrespective whether Edition 
3.0 or Edition 2.1 is used).   


Figure 6, summarizes the tonal audibility comparative analysis results based on rounding of 
each tonal audibility result to the nearest half decibel 


 
Figure 7 – Tonal Audibility comparison (Edition 2.1 vs Edition 3.0) for 20 data sample set 


5. Conclusions 


A comparative analysis of 20 samples indicates apparent sound power level results from 
Edition 2.1 are usually within 0.5 dB of Edition 3.0 but can be off by over 1 dB.  The binned 
analysis method tends to overestimate the noise emission compared to Edition 3.0, while the 
line of best fit method shows a low degree of applicability.  Only half of the sample data sets 
met the minimum 0.8 correlation coefficient requirement.  This issue is primarily based on how 
modern turbines perform with better controls and more efficient blade design, and the limitation 
of using 1-minute averages to represent this performance. 


 
Tonal audibility analysis in Edition 3.0 allows for use of a larger sample size and is more likely 
to yield a consistent result over methods prescribed in Edition 2.1.    
 
Edition 3.0 provides a significant improvement in how the apparent sound power level and tonal 
audibility of a wind turbine is evaluated.   
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		Edition 3.0 has significant changes to the uncertainty calculation.  This is largely in part to the calculation of an apparent sound power level being based on linear interpolation between two adjacent wind bins.  Edition 3.0 provides methods on compu...



		3. In-field Experience

		Results from Edition 3.0 have typically yielded a lower overall measurement uncertainty compared with that of Edition 2.1.  This is mainly attributed to different guidance provided by Edition 3.0 on the Type B component of the uncertainty calculation ...

		Typical ranges for Edition 3.0 range between 0.7 to 1 dB, with corresponding Edition 2.1 results ranging between 1 to 1.3 dB.  It is important to note that the values can be higher or lower depending on the test turbine and the measurement equipment u...



		4. Comparative analysis (Edition 3.0 vs Edition 2.1)

		The data set represents a variety of turbine manufacturers, hub heights, and rotor diameters.   All samples were of pitch controlled turbines with horizontal axis’ and 3 blades.

		Tonal audibility analysis was carried out for all 20 data samples as per both Edition 2.1 and Edition 3.0.  The comparative analysis discussed herein is based on the maximum reportable tonal audibility for each data set per each respective edition.

		Of the 20 samples analysed 45% (9/20) of the data samples analysed as per Edition 2.1 fall within +/- 0.5 dB of results from Edition 3.0, with 60% (12/20) falling within +/- 1 dB.  There is no clear distribution for either over or under evaluation com...

		Figure 6, summarizes the tonal audibility comparative analysis results based on rounding of each tonal audibility result to the nearest half decibel
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Summary  
According to previous reports, field measurements of outdoor noise are highly affected by 
weather. Especially, the field measurement of low frequency sound is significantly affected by 
natural wind as natural wind always fluctuates in random direction. Thus, it is impossible to 
measure low frequency sound in field on a calm day at all times. The secondary wind screen is 
suggested for reducing effect of the wind on the noise measurement of the wind farm. However, 
the commercial secondary wind screen generates uncertainty on reducing wind noise, as the 
characteristics of the secondary wind screen have not been regulated. To solve this problem, 
we have developed a method to measure low frequency sound while estimating wind noise in 
real time by combining a supersonic anemometer with a low frequency sound level meter. In 
this method, we observed the wind noise properties which are measured by low frequency 
sound level meter and developed a regression equation of wind noise in 1/3 octave band, then 
combined this algorithm with level meter. In this study, we reported collected data on field and 
the regression coefficients for the wind noise estimation at different topography types with 
different aerodynamic roughness. Further, the results of wind noise effects for every wind 
velocity on elevated road derived from traffic noise were presented. We assume that this wind 
noise estimation could be applicable for measurement of low frequency sound pressure in wind 
turbine. 
 
 
 
 







1. Introduction 


Low frequency sound is usually measured outdoors, but measured data contain 
uncertainty unless impact of wind noise on the measuring microphone is evaluated. 
Therefore, to fix this problem we have developed a method for measurement of low 
frequency sound in natural wind, in which impact of wind noise in real time is considered 
by combining a supersonic anemometer with a low frequency sound level meter. As the 
result, we have been able to more accurately estimate wind noise level. Presently, we 
have tried to develop a method for estimation of wind noise targeted at the low frequency 
sound from elevated road, and we are going to study wind noise regression equation in 
strong wind such as wind farm in the future.  
Two phenomena are considered having effect on the measurement as wind noise when 
data is received by microphone. One is the perturbation of pressure caused by vortex 
shedding, the other is the turbulence flow caused by ground surface layer and roughness. 
This is also fluctuation of pressure with the random fluctuation of wind velocity. Because 
the microphone is pressure sensor, it also measure pressure fluctuation in wind. On the 
frequency band called infrasonic sound, the pressure fluctuation in approach flow usually 
causes problem. 
In the method developed by this research, we define that output level by the wind is wind 
noise level. Therefore, if the measurement systems are different, wind noise levels are 
different. In this measurement method, the microphone is equipped with a wind screen, 
which is set on the microphone stand. If wind screen or microphone is changed, we modify 
function for estimation of the measuring system. 
Japan Industrial Standard - JIS C1400-11 "Wind turbine generator systems: Acoustic noise 
measurement techniques " has defined the method for installation of microphone, as 
shown in Fig.1. Though the reduction of wind noise seems to be effective, in the ultra-low 
frequency sound range, the effect is unknown. Further, the method of installing a 
microphone on the ground is unusual as measurement techniques of environmental noise. 
In this study, the microphone was set on its tripod. One more reason that our microphone 
installation method has been adopted is: 


 
 
 
 
 


 
 
 
 
 
 
 
 
 


Fig.1 Secondary wind screen( JIS C1400-11) 
 
 
 
 
 
 
 
 
 
 


Microphone 


Primary wind screen 


Secondary wind screen 


Plate for setting microphone 







Fig.2 shows vertical profiles of wind velocity and wind pressure fluctuations which are 
obtained by DNS (Direct Numerical Simulation) calculation of a turbulent boundary layer. 
Value of wind pressure perturbation on the ground does not return to zero even though 
wind velocity is zero. This leads to a thought that influence of wind noise is the same no 
matter how the microphone is installed. For example, if mean velocity is 2 m/s at the 
elevation of 2 m, RMS value of pressure fluctuation is 0.5 N/m2, and it is 88dB for sound 
pressure level. It is clear that wind noise causes uncertainty in measurement of low 
frequency sound. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Fig.2 Vertical profiles of wind velocity and wind pressure fluctuation 
 
 


2. Definitions of wind parameters 
The definitions for mean wind velocity and turbulence intensity are developed as follows:  
Regression function of wind noise level is introduced using U , 0u , Iu  parameters, shown 


in equations (1) and (2). 
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Because the output of total level is decided by the pressure of the target sound and the 
pressure of the wind, the equation (3) is developed. 
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where,  :density of air; c : sound speed; V : oscillation speed of air particle; Cp : correction 
coefficient (non-dimensional); U : wind velocity (measurement data). 
 
When the pressure of wind action is expressed in dB, it follows that 
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Where 0P  is 20 Pa . 


 


In this equation, first term is regarded as the function of the frequency, and the last term is a 
constant term unrelated to the wind velocity. The calculation of wind velocity must consider the 
fluctuation component u~ , thus 


 


  uuU ~
0           (5) 


 


From equation (1), (2), (3), (4) and (5), it is interpolates that 
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Finally, the regression function is developed as follows: 
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It is understood that from measured Lwind and turbulent intensity and the mean wind velocity, 
the coefficients ( A , B , and C ) every 1/3 octave band for regression function (7) are able to be 
determined by using the measurement data of the time history. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 







3. Applying the regression function to the measurement system 


3.1 Measurement system 
We have developed a wind noise level meter as shown in Fig.7. This measuring system 
has the following functions and features.  


 
1) Measuring low frequency sound as same as ordinary sound level meter 


The same as the low frequency level meter, microphone, level meter, and storing 
system in 1/3oct.band installed in the system are manufactured by company Aco. 
 


2) Observing the time history of wind velocity components in pedestrian-level 
The Sonic Corporation’s anemometer installed in the system is an ultrasonic 
anemometer, which can measure two components or three components of wind velocity.  
 


3) Estimation of low frequency wind noise simultaneously 
Using the wind noise regression functions installed in the level meter, it is possible to 
estimate the wind noise which is acting on the microphone simultaneously.  
 


 


Ultrasonic Anemometer


Low Frequency Microphone with Wind Screen


Sensor support


Signal cable 
（sound pressure, wind velocity）


Wind noise level meter 
（sound level, wind velocity, wind noise level, data store） 


Power unit 
 


Fig.3 Wind noise level meter 
 


 
 
 
 


 


 
 
 
 
 
 
 
 
 
 
 


Picture 1 Wind noise level meter 
 







3.2 Measurement sites of wind noise 
It's requested that the site at which field data of wind noise is measured must be very quiet. If 
it's possible, the back ground noise level at a quiet moment is approximately 30 dB. It is 
expected that the wind blows moderately on measuring days on the selected site. Several 
candidate sites were selected and much data was stored from such view point. 
It was assumed that a relation between the wind velocity of the ground-surface boundary layer 
and pressure fluctuation receives influence from the aerodynamic roughness in wind 
engineering. Therefore, we selected several sites at which aerodynamic roughness was 
different. The selected sites are shown in Pictures (2), (3), (4), and (5). In Japan, types of 
topography with different aerodynamic roughness are classified into 4 categories. 
Site A located at the centre of the drained land, and rice field spreads as far as we can see 
belongs to category I. Site B is residential area in Akita-shi suburb and is called category III. 
Site C and site D belong to category II, and the back ground noise at night will be 
approximately 30 dB on both sites. On the site of category IV-urban area, the back ground 
noise level doesn't become low at night. Therefore, we decided not to measure on the sites of 
category IV (urban area). 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Picture 2 A)Hachirougata,AkitaPrefecture    Picture 3 B) Residential area in Akita-city suburb 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Picture 4 C)Nihon university, Chiba Prefecture  Picture 5 D)Takaharu-cho, Miyazaki Prefecture 
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3.3 Results of regression analysis 
The results of multi regression analysis of 1/3 octave band based on measuring data of wind 
noise on each site is shown in Fig.4. The regression coefficients of site C and site D are similar, 
but those of site B are likely different from site A. It is thought that the estimation function is 
different depending on aerodynamic roughness. 
 


 
 


 
 


Fig.4 The result of multi regression analysis of 1/3 octave band  
based on measuring data of wind noise on each site 


4. Example of application to low frequency noise of elevated road 
The study case that applies this measurement method to the low frequency sound radiated 
from elevated road is introduced. Equivalent continuous A-weighted sound pressure level is 
usually used for the evaluation of the road traffic noise. We have used Leq for 10 minutes of 1/3 
octave band as the similar evaluation. According to the histogram of mean wind velocity (see 
Fig.5A), when it is nearly calm, wind noise estimation level is low. Then, the SN ratio is high 
enough for frequency in the nearly first mode of the elevated road (around 2.5Hz -4.0Hz). In 
other words, this measurement level doesn't receive any influence of wind noise, so it is 
considered as a correct measurement level of the target sound. 
Fig.6B shows the comparison results of wind noise estimation level and target sound, when it is 
relatively windy. At the moment the mean wind velocity is approximately 3m/s, the O.A. level 
and 1/3 octave band level of the 2.5Hz and the 4Hz are influenced by the wind noise. When it 
becomes more windy, and the mean wind velocity is approximately 7m/s (Fig.5C), the wind 
noise estimation level of O.A. is higher than the level of the target sound. The SN ratio of 1/3 
octave band over 12.5Hz is the sufficiently high level. 
The case indicated above is the study case in which Leq for 10 minutes analysed low 
frequency sound in elevated road by 1/3 octave band, but the target sound and wind noise are 
non-regular phenomena. To accurately measuring the target sound at the instantaneous peak 
level, it is necessary to evaluate the wind noise in real time. For example, we should delete 
measured data which has low SN ratio. 
 
 


B) Residential area in Akita-city suburb 


C) Nihon  university, Chiba Prefecture D) Takaharu-cho, Miyazaki Prefecture 


A) Hachirougata,AkitaPrefecture  







 
Fig.5A Histogram of mean wind velocity for 1s    Fig.6A comparison result of wind noise 
         estimation level and target sound 
 


 
Fig.5B Histogram of mean wind velocity for 1s    Fig.6B comparison result of wind noise 
         estimation level and target sound 
 


 
Fig.5C Histogram of mean wind velocity for 1s    Fig.6C comparison result of wind noise 
         estimation level and target sound 
 
 
 
 
 
 
 
 
 
 
 
 
 







5. Conclusions 
We reported collected data on field and the regression coefficients for the wind noise estimation 
at different types of topography for aerodynamic roughness. In addition, the results of wind 
noise effects for every wind velocity on elevated road derived traffic noise were shown. We 
have pointed out the importance of estimating wind noise in real time. More field data are going 
to be stored to extent its application to wind farm from now on. 
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2. Summary 


In this comparative study of windscreens, the following conclusions could be drawn: 
 


1. The series dispersion of a sample windscreen (here DNV GL) is relatively small when 
comparing the average values of the insertion loss (Figure 19). Not every example of 
the same windscreen type must thus be measured again. The standard deviation may 
differ, in particular at higher frequencies (Figure 18). 


2. Depending on the windscreen type, the insertion loss and standard deviation differ 
considerably (Figures 21+22+49). The differences in the third-octave bands have a big 
impact on the total sound power level (Table 6, up to 1 dB). A correction in accordance 
with the standard is mandatory. 


3. The angle of incidence has a reproducible impact on the insertion loss (Figures 23+24). 
A distance-based correction of the insertion loss must be discussed. 


4. A wet windscreen changes the insertion loss at higher frequencies (Figure 25). The 
deviations in the third-octave bands, however, only have a very small influence on the 
total sound power level (Table 6). 


5. A windscreen shifted out of place by the wind leads to varying insertion losses (Figure 
26). The deviations in the third-octave bands do not have a clear positive or negative 
influence on the total sound power level (Table 6). 
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6. A rubber band used to hold the windscreen in place slightly changes the insertion loss 
(Figure 28). The deviations in the third-octave bands, however, only have a very small 
impact on the total sound power level (Table 6). 


7. The stretchy loudspeaker cover on the DNV GL windscreen has a significant impact on 
the insertion loss (Figure 30), standard deviation (Figure 31) and on the total sound 
power level (Table 6). 


8. The results from the tested primary windscreen, when compared to the manufacturer’s 
data, lie as far as possible within the dispersion of various windscreens of the same type 
(Figures 35+36). The primary windscreen leads to a small increase (0.15 dB) of the total 
sound power level (Table 6). 


9. The assembly on the boundary surface and the height of the cut for the primary 
windscreen have a clear impact on the insertion loss at high frequencies (Figure 38). 
This slightly reduces the increase of the total sound power level (Table 6). 


10. The similar insertion losses determined for the same windscreen types in two different 
tests (at least in the anechoic rooms) represent a relatively good reproducibility of the 
procedure described in the standard (Figures 45+46). 


11. The differences in the standard deviations illustrated in Figure 49 (uB4 uncertainty) lead, 
in a sample comparison in a sound emission measurement (Figure 50), to significantly 
increased overall uncertainties of 0.4 dB for the Delta windscreen only (combined 
standard uncertainty uC). 


12. The impact on the results of the tonal analysis is below 2000 Hz for all windscreens in a 
range of +/- 0.2 dB (Figure 59). As frequency-dependent positive and negative 
deviations appear for every windscreen, however, it is questionable whether a correction 
would make sense here. Over several tonal analyses of wind turbine generator 
measurements at different frequencies, the sometimes positive and sometimes negative 
impact would probably average out. A correction would therefore not be very productive. 


 


3. Introduction 


Wind turbine measurements differ from typical noise measurement setups as they have to be 
performed with operating turbines. This implies high wind speeds during the measurement 
which tend to lower the quality of recording by the microphone. To improve the signal to noise 
ratio, especially in the lower frequency bands at wind speeds above 8 m/s, a secondary 
windscreen is usually applied for noise emission tests. Although quite commonly used, a 
detailed investigation of the acoustic influence of secondary windscreens has not yet taken 
place. The measurements and evaluations carried out by Senvion SE and DNV GL aim to 
improve knowledge about the acoustic influence of different secondary windscreen types 
(under working conditions). Furthermore, recommendations for correct use and considerations 
on the noise attenuation will be illustrated. 
 


4. Requirements from the standard 


a. General 


“The windscreen to be used with the ground-mounted microphone shall consist of a primary 
and, where necessary, a secondary windscreen.” 
 
“A secondary wind screen can be used when measurements are made at high wind speeds 
and at low frequencies. The secondary wind screen improves the signal to noise ratio at the 
lowest and highest frequencies by reducing wind induced noise in the microphone.” 
 
“If the secondary windscreen is used, the influence of the secondary windscreen on the 
frequency response shall be documented and corrected for in 1/3-octave bands.” [1] 
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b. Primary windscreen design 


 “The primary windscreen shall consist of one half of an open cell foam sphere with a diameter 
of approximately 90 mm, which is centred around the diaphragm of the microphone” [1] 
 


c. Secondary windscreen design 


“The secondary windscreen can be designed in different ways. For example, it could consist 
of a wire frame of approximate hemispherical shape which is covered with a 13 mm to 25 mm 
layer of open cell foam with a porosity of 4 to 8 pores per 10 mm or different types of textile. 
The secondary hemispherical windscreen shall be placed symmetrically over the smaller 
primary windscreen. The diameter of the wind screen shall be at least 450 mm.” [1] 
 


d. Measurement procedure 


• A calibration procedure for determining the insertion loss is specified. 


• When determining insertion loss, the humidity and moisture should vary to the extent at 
which the windscreen is used in practice. 


• The measurement setup is the same as that for wind turbine generator acoustic 
measurements. 


• A loudspeaker and pink noise (1 - 2 min) should be used. 


• The loudspeaker should be attached at a height of 4 m and the insertion loss determined 
at three distances: 4.8 m (Φ1 = 39.8°), 6.0 m (Φ2 = 33.7°) and 7.2 m (Φ3 = 29.1°). 


• A reference microphone should be placed beside the microphone used for the 
measurements. This is used to monitor the noise radiated from the loudspeaker for 
sound emission fluctuations during the measurements. 


• Half a primary windscreen should be attached to both microphones. 


• Three measurements, with and without a secondary windscreen, are carried out at each 
position. The secondary windscreen is attached and removed respectively for this 
purpose. 18 measurements are thus carried out altogether. 


• The background noise is determined before and after these 18 measurements. 


• The insertion loss (difference between the results with and without the windscreen) 
should be determined in one-third octave bands over the arithmetic mean of 9 
measurements with and without the windscreen. 


• The standard deviation must be determined. The uncertainty of the secondary 
windscreen uB4 per third-octave band is incorporated into the overall uncertainty per 
third-octave band. 


• As a slight difference between the high sound pressure levels results, the level 
difference should be standardised with the level difference between the corresponding 
measurements of the reference microphone. 


• The background noise in each third-octave band should be at least 3 dB below the value 
when the loudspeaker is switched on. Otherwise, these third-octave bands cannot be 
used. 


 


e. Acoustic properties 


“At frequencies below 100 Hz the insertion loss can be assumed equal to the insertion loss at 
125 Hz if background noise has prevented measurements.“ 
“The insertion loss should be measured down to at least 100 Hz. Below 100 Hz the insertion 
loss can be equalled to 0 for most secondary wind screens.” 
“The values of the insertion loss shall be within -1.0 dB to 3.0 dB for any one-third octave 
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band. 
The difference in insertion loss between 2 neighbouring 1/3-octave bands shall not exceed 
2 dB to prevent a distortion of the FFT-spectra, where it is not possible to correct for the 
secondary wind screen.” [1] 
 
 
 
 
 
 
 


 
 


Figure 1: Measurement setup (vertical section) 


 
 


Figure 2: Definition of R0, R1 and Φ 


 


5. Investigations by Senvion 


a. Secondary windscreen test items 


The test items are listed in Table 1. There are four test items from DNV GL and one test item 
for each of the three other windscreen types. For a subsequent comparison of the results, the 
windscreen dimensions have been converted into the corresponding frequency using the sound 
velocity in the third and fourth column (formula (1)). 
 


� � �


�
	 , ����		 � 340�


�
          (1) 


 
All four windscreen types have been designed differently. 
 


Type Top Bottom Height & 
Frequency 


Diameter & 
Frequency 


Description 


DNV 
GL 
 
 
 
4 sc. 


hi = 22 cm 
fhi = 1545 Hz 
 
ho = 25 cm 
fho = 1360 Hz 


di = 46 cm 
fdi = 739 Hz 
 
do = 52 cm 
fdo = 654 Hz 


Double-layer design. 
Stretchy loudspeaker 
cover and thick porous 
foam sewn together, 
foam moulded from 
one piece 


WTG 
 
 
 
 
1 sc. 


hi = 23.5 cm 
fhi = 1447 Hz 
 
ho = 25 cm 
fho = 1360 Hz 


di = 52 cm 
fdi = 654 Hz 
 
do = 55 cm 
fdo = 618 Hz 


Double-layer design. 
Very thin netting and 
thin porous foam that is 
stuck together 
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Delta 
type
H 
 
 
1 sc. 


h = 25 cm 
fh = 1360 Hz 


d = 45 cm 
fd = 756 Hz 


Double-layer design. 
Textile fleece, “furry” 
material + wire frame 


MTG 
GFM
920.1 
 
 
1 sc. 


h = 38 cm 
fh = 895 Hz 


d = 74 cm 
fd = 459 Hz 


Single-layer design. 
Very thin stretchy 
loudspeaker cover + 
wire frame 


B&K 
UA-
0237 
 
3 sc.  


 


h = 4.5 cm 
fh = 7556 Hz 


d = 9 cm 
fd = 3778 Hz 


One half of an UA-
0237, open-pored 
polyurethane foam, 
straight cut 


B&K 
UA-
0237 
 
2 sc.  


h = 5.5 cm d = 9 cm 
fd = 3778 Hz 


More than one half of 
an open cell foam 
sphere, uneven free-
hand cut 


Table 1: Overview of tested windscreen types 


Two of the windscreens use a porous foam (no wire frame required). The porosity of the DNV 
GL windscreens appears to be finer (8 pores per 10 mm, ppi20) than the WTG windscreen 
(number of pores unknown). The DNV GL windscreen has been moulded from an entire foam 
block and is thus almost perfectly symmetrical. With the WTG windscreen, various foam parts 
have been combined. The material is denser where these parts meet. The thickness of the 
foam for the WTG windscreen (1.5 cm) is thinner than the foam for DNV GL (2.5 cm).  
 
Both windscreens have a weather-proof cover over the foam. With the DNV GL windscreen, a 
stretchy loudspeaker cover is used and, for WTG, a very thin netting. The principal task of the 
foam for both windscreens is to reduce wind speed. The outer weather-proof cover is used to 
protect the windscreen against environmental influences (raindrops should roll off and should 
not penetrate the foam) and against dirt. The stretchy cover, in addition to the foam, also 
reduces wind speed. 
 
The DNV GL windscreen has lead weights sewn into the bottom of the outside material in order 
to prevent the windscreen from shifting out of place in the wind. In practice, the DNV GL and 
WTG windscreens are usually also fixed into place using a rubber band (the rubber band 
slightly compresses the surface of the windscreen).  
 
Both windscreens have the same external height. The diameter of the WTG windscreen is 
slightly larger than the DNV GL windscreen. The ratio of external height to diameter for the 
DNV GL windscreen is 2.08 and for the WTG windscreen 2.20 (the flattest in the field in terms 
of ratio). The sound incidence angle at standard distance R0 (Figure 3) is approx. 94° for DNV 
GL and 96° for WTG. These values are determined using the assumed ratio of D/2 (here 1) to 
H (here 2) using the Formula (2) and (3). The angle changes according to the ratio of D/2 to H. 
A sound incidence angle of 90° on the windscreen represents the best possible scenario, as 
the sound waves then meet the material vertically and take the shortest route through the 
material. This route, however, also depends on the thickness of the material. 
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The MTG windscreen comprises a wire frame and a very thin stretch loudspeaker cover. The 
wind speed is reduced by this windscreen using the loudspeaker cover alone (single-layer 
design). Among the four windscreen types tested, the windscreen from MTG has by far the 
largest dimensions. It is not possible for this windscreen to be moved by the wind as it is fixed 
to a specially adapted base plate, positioned in a groove. When comparing the windscreens 
during this investigation, however, the measurements were carried out on this windscreen 
without the baseplate. The ratio of height to diameter is 1.95 and the sound incidence angle 
93°. 
 
The Delta windscreen (product name “DELTA type H”, H=hemispherical) comprises a wire 
frame which is covered by a textile fleece, in turn covered by a “furry” material (Delta describes 
this as “Reinhardt cloth” [2]). This “fur” layer reaches as far as the ground and spreads out 
slightly. This overlapping is used to prevent the wind from penetrating the gap between the 
windscreen and the base plate. The Delta windscreen cannot be moved by the wind as the wire 
frame is very heavy. This windscreen has a height to diameter ratio of 1.8 (the highest in the 
field in terms of ratio) and a sound incidence angle of 87°. 
 
 
 


 
Figure 3: Sectional view of tested windscreens: Red - DNV GL, Black - WTG, Green - Delta, Blue - MTG. At the standard 


distance R0, the sound from the centre of the hub meets, for example, the windscreens below the angle given. The 
ratio of D/2 to H is assumed here in accordance with the measurement requirements for the windscreens [1] with 1 


(D/2) to 2 (H). 
 
 
 


c � √�� � �0�           (2) 
 


Φ � �arcsin ��
�
�� ∗ ���	



�
�          (3) 


 


b. Measurement setup and procedure 


Together with Müller-BBM VibroAkustik Systeme GmbH (Planegg, Germany), Senvion carried 
out the windscreen testing in a semi-anechoic room on 23 April 2014. The test room is a room-
in-room construction with an elastic support and a very high level of sound insulation from 
inside the room to the outside. The lower limit frequency given is 125 Hz. The typical noise 
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level (background noise) is an average of 5 dB(A) during the day. The background noise 
present during the measurements is illustrated in Figure 13. 
 
The measurement setup is illustrated in Figures 4-10 and Figures 14-17. The distances 
specified in the standard had to be scaled down to correspond with the dimensions of the room. 
Each measurement took 1 minute. The dodecahedron radiated pink noise. The excellent signal 
to noise ratio is illustrated in Figure 13. Any external distortions of the measurement results 
could thus be ruled out. 
 
Although three microphones were positioned on the ground for all measurements, only one 
windscreen at one position (R0-20% or R0 or R0+20%) was ever measured in the room. This 
was done to prevent the windscreens from influencing each other in the sound field. 
 
Each windscreen was marked with 0°. For the first measurement, the 0° marking showed the 
direction of the noise source and after every measurement (three per windscreen and position) 
the windscreen was rotated 90°. The windscreens were rotated to average out any differences 
between the different sides of the windscreen. 
 
Measurements were consistently taken without the windscreens throughout the overall 
investigation. This was done, on the one hand, to check for a constant excitation. On the other, 
to calculate the difference between the measurement average with and without the windscreen 
at the respective distance (Figure 11, black curve). The maximum fluctuation was 0.6 dB by 
microphone 2 in the 8 kHz third-octave band. All other bands displayed significantly smaller 
fluctuations. Microphone 1 and 2 displayed values below 0.6 dB in every third-octave band. The 
largest fluctuations appeared with very low (100 Hz, 125 Hz, here the room was pushed to its 
limits) and very high frequencies (6.3-10 kHz). 
 
As the dodecahedron is not a perfect spherical source of sound for all frequencies and the 
sound is not evenly dispersed to the microphones due to the directional pattern of the 
dodecahedron (with various lobes), each microphone was assigned its own correction curve. 
Furthermore, the three microphones used do not have the exact same frequency response. 
This uncertainty is also eliminated by the individual corrections for each position. The curves 
illustrated in Figure 12 show the average value at each position for five 1 minute 
measurements. 
 
During this investigation, the secondary and primary windscreens were measured separately. 
 
The investigations were carried out using measurement technology from Müller-BBM 
VibroAkustik Systeme GmbH and Brüel & Kjær Sound & Vibration Measurement A/S (see B 
List of test equipment). 
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Figure 4: Measurement setup according to Annex E in 
the standard for the “Characterisation of a secondary 


windscreen” [1] 


 
Figure 5: Measurement setup in semi-anechoic room 


 
 


 
Figure 6: Placement of dodecahedron and reference 


microphone 


 
Figure 7: Placement of three microphones according to 


standard specification +/-20% of R0 


 


 
Figure 8: Close-up of microphone 1 


 
Figure 9: Close-up of microphone 2 


 
Figure 10: Close-up of microphone 3 
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Figure 11: Third-octave spectrum variance for 
microphone 2. Five measurements, each lasting 1 minute. 


Pink noise distributed throughout the day. Maximum 
deviation 0.6 dB at 8 kHz. 


Figure 12: Correction curves per microphone. Five 
measurements, each lasting 1 minute. Pink noise 


distributed throughout the day. 


 


 
Figure 13: The signal to noise ratio is between 100 Hz and 


10 kHz below 35 dB at no third octave 
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Figure 14: DNV GL 


 
Figure 15: WTG 


 
Figure 16: Delta 


 
Figure 17: MTG 


 


c. Measurement results 


i. Deviation in the series production of a windscreen using four structurally 
identical windscreens 


The results of the four DNV GL windscreens tested are shown in Figure 18. The prominent 
peaks of the insertion losses in the third-octave bands 630 Hz (561 Hz - 707 Hz), 800 Hz (713 
Hz - 898 Hz), 1600 Hz (1425 Hz - 1796 Hz) roughly match the dimensions of the DNV GL 
windscreen (see Table 1, fdo = 654 Hz, fdi = 739 Hz, fho = 1360 Hz, fhi = 1545 Hz). A correlation 
with the dimensions of the windscreens is presumed here.  
 
Figure 19 shows a relatively small series dispersion of the four DNV GL windscreens. The 
average value for the four windscreens shown in Figure 19 will be used in the following for 
comparing with the other windscreens.  
Figure 20 shows a standard deviation sharply increasing under 100 Hz. This was to be 
expected due to the lower limit frequency specification of 125 Hz for the semi-anechoic room.  
 
All results from 100 Hz are shown in the following. 
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Figure 18: Red curves: Inverse insertion loss, Black curves: Standard deviation. Insertion loss peaks are marked with 


arrows. 


 


 
Figure 19: Inverse insertion losses for all four individual 


DNV GL windscreens and their average value 


 
Figure 20: Average of inverse insertion loss (red) and 
standard deviation (black) for DNV GL windscreens 


 


ii. Results from all tested secondary windscreen types 


All windscreen types behave in a similar way at low frequencies (Figure 21+22, Table 2). Apart 
from the MTG windscreen, all other windscreens tend to have a slight increase. The previously 
described peaks then subsequently develop. The prominent peaks of the insertion losses in the 
third-octave bands 630 Hz (561 Hz - 707 Hz), 800 Hz (713 Hz - 898 Hz), 1600 Hz (1425 Hz - 
1796 Hz) once again match very well with the dimensions of the windscreens (Table 1). Only 
the frequency to height ratio for the Delta windscreen (1360 Hz) does not entirely fit the 1600 
Hz third-octave band. The MTG windscreen displays peaks at lower third-octave bands due to 
its larger dimensions. The positions of the peaks again coincide with the dimensions.  
The remainder of the third-octave spectrum is characterised by the absorbing properties of the 
materials used. The Delta windscreen in particular has a very marked broadband insertion loss. 
The WTG and MTG versions have the least insertion loss. The DNV GL windscreen is about 
average in this comparison. Due to its strong influence on the total sound power level of wind 
turbine generators, special mention is given here to the relatively high values of the Delta 
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windscreen in the third-octave bands 500 Hz, 630 Hz and 800 Hz (Table 6). The third-octave 
bands 630 Hz and 800 Hz for the DNV GL windscreen also draw attention. 
 
Overall, the WTG windscreen has the smallest standard deviations. The MTG windscreen has 
similarly small values up to 2 kHz. There is a sharp rise in the standard deviation for the MTG 
windscreen as the frequencies increase. Compared with the other windscreen types, DNV GL 
is also middle of the field when it comes to the standard deviation. The Delta windscreen has 
the greatest standard deviations. 
 


 
Figure 21: Inverse insertion loss (red) and standard deviation (black) for all tested secondary windscreens. 


 


 
Figure 22: Inverse insertion loss for all tested windscreens 
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DNV GL           


(average, four screens) WTG Delta MTG 


1/3 
Octave 
band 
[Hz] 


Insertion 
loss 
[dB] 


Standard 
deviation 


[dB] 


Insertion 
loss 
[dB] 


Standard 
deviation 


[dB] 


Insertion 
loss 
[dB] 


Standard 
deviation 


[dB] 


Insertion 
loss 
[dB] 


Standard 
deviation 


[dB] 


63 -0.03 0.37 -0.02 0.33 -0.03 0.36 0.00 0.27 


80 -0.16 0.29 -0.12 0.31 -0.06 0.21 -0.03 0.28 


100 -0.01 0.26 0.02 0.17 0.02 0.23 0.06 0.25 


125 -0.05 0.23 0.02 0.17 -0.06 0.24 0.03 0.31 


160 -0.05 0.23 -0.02 0.22 -0.09 0.13 0.00 0.24 


200 -0.09 0.18 -0.04 0.10 -0.06 0.21 0.03 0.16 


250 -0.14 0.17 -0.08 0.15 -0.14 0.21 0.02 0.27 


315 -0.06 0.16 -0.09 0.14 0.05 0.14 0.18 0.12 


400 0.07 0.13 -0.05 0.11 0.44 0.16 0.37 0.11 


500 0.30 0.17 0.03 0.15 0.89 0.33 0.45 0.09 


630 0.81 0.10 0.32 0.19 1.62 0.19 0.17 0.16 


800 0.95 0.28 0.47 0.14 1.88 0.43 0.13 0.20 


1000 0.34 0.27 0.09 0.16 1.19 0.65 0.54 0.14 


1250 0.35 0.37 0.11 0.23 0.83 0.33 0.25 0.16 


1600 1.11 0.31 0.55 0.22 2.03 0.54 0.62 0.19 


2000 0.71 0.41 0.38 0.33 1.75 0.49 0.54 0.35 


2500 0.86 0.28 0.19 0.42 1.89 1.46 0.28 0.50 


3150 0.94 0.27 0.28 0.33 1.92 1.22 0.14 0.61 


4000 0.91 0.37 0.44 0.43 1.33 1.65 0.07 0.60 


5000 0.69 0.48 0.34 0.34 1.13 0.85 0.31 1.43 


6300 0.94 0.75 0.56 0.44 1.36 1.33 0.42 1.29 


8000 1.17 0.85 0.58 0.28 1.93 1.01 0.81 1.81 


10000 1.32 1.15 0.45 0.53 1.65 1.87 0.66 1.64 


 
Table 2: Inverse insertion loss for all tested windscreens. The third-octave bands 63 Hz and 80 Hz are only given to 


highlight the increasing standard deviation at low frequencies by the free-field conditions no longer in place. 


 


iii. Influence of direction of sound incidence 


The angle at which the sound meets the windscreen depends on the distance of the 
microphone from the wind turbine generator. The angle Φ (Figure 2+3, Formula (2)+(3)) is, for 
example, as follows for the case described in the standard: 
 
R0-20% � Φ1 = 39.8° 
R0  � Φ2 = 33.7° 
R0+20% � Φ3 = 29.1° 
 
The maximum change to the sound incidence angle on the windscreen is thus 10.7°. Both 
Figure 23 and Figure 24 show the average value of the inverse insertion loss per 
measurement distance and windscreen. With the different DNV GL windscreens, the course 
and the arrangement according to distance can be reproduced very easily. A variation of the 
sound incidence angle by almost 11° thus appears to have a reproducible impact on the 
insertion loss. Similar differences are also seen in the results for the other three windscreen 
types (Figure 24). 
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Figure 23: Insertion loss for all four DNV GL windscreens split up according to microphone position or sound 


incidence angle 


 


 
Figure 24: Insertion loss for Delta, WTG and MTG windscreens split up according to microphone position or sound 


incidence angle 


 


iv. Wet windscreen 


As sound emission testing can often take the whole day, the probability that it may rain at some 
stage over the course of the measurements is quite high. For this reason, a test was carried out 
here with a very wet windscreen. The degree of wetness is comparable with a shower of rain. 
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From approx. 1600 Hz, significant differences between the wet and dry windscreens become 
apparent (Figure 25). 
 


 
Figure 25: Comparison of dry and wet secondary DNV GL3 windscreen 


 


v. Shifted windscreen 


There is a greater risk of windscreens without a wire frame being moved in high winds due to 
their lesser weight. Therefore, when measuring with these models in practice, a rubber band 
was used to fix them in place (see vi.).  
 
In extreme cases, the secondary windscreen shifts out of place until it collides with the primary 
windscreen. Due to its position against the primary windscreen, loud scratching noises thus 
emerge when the screen moves in the wind and the insertion loss changes when the 
windscreen is no longer centrally placed over the microphone diaphragm.  
 
The worst-case scenario (resting against primary windscreen) is shown in Figure 26. The 
average value from the three measurements at R0-20% is illustrated for comparison. The 
importance of centrally placing the windscreen can be seen from the relatively small dispersion 
of the individual measurements (Figure 27) compared with the influence of a shift in position 
(Figure 26). 
 


Figure 26: Influence of secondary windscreen that is not 
centrally positioned. The windscreen has almost shifted 
the maximum distance forward and back here. 


Figure 27: Variation of three measurements with same 
distance to source. 
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vi. Windscreen suppressed using rubber band 


In practice, models without a wire frame are often fixed into place using a rubber band (Figure 
29). In the sound emission reports from the various measurement institutes, it can be seen from 
the photos of the windscreens that the rubber bands used sometimes leave a clear indentation 
on the windscreens. The impact of this indentation on the windscreen is shown in Figure 28. 
Differences when compared with windscreens without indentations become apparent from 
approx. 1 kHz. 
 


 
Figure 28: Influence of indentation on windscreen DNV GL3 when using a rubber band to secure its position during 


high wind speeds 


 
 


 


 


         
Figure 29: The DNV GL3 windscreen secured with a rubber band 


 


vii. Windscreen DNV GL without stretchy loudspeaker cover 


In Figure 32, considerably higher standard deviations were determined for the entire DNV GL2 
windscreen when compared with the DNV GL2 windscreen without the stretchy loudspeaker 
cover (Figure 31). Reproducibility is thus considerably improved when only foam is used. This 
has the effect of reducing the overall uncertainty (b. Impact on the combined standard 
uncertainty).  
 
DNV GL has only been using this type of foam, without the stretchy loudspeaker cover, since 
around the summer of 2014. The question that remains unanswered, however, is to what extent 
the sole use of foam negatively influences the wind induced noise when compared to the 
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additional use of a loudspeaker cover. From approx. 400 Hz, the insertion loss is significantly 
lower without the loudspeaker cover (Figure 30). 
 


 
Figure 30: Influence of stretchy loudspeaker cover on 


insertion loss for DNV GL2 


 
Figure 31: Insertion loss and standard deviation of DNV 


GL2 without stretchy loudspeaker cover 


Figure 32: Insertion loss and standard deviation of the 
entire DNV GL2 


 
Figure 33: DNV GL2 without stretchy loudspeaker cover 


 


viii. Primary windscreen results 


Table 1 shows the UA-0237 windscreen from Brüel & Kjær. This has been cut straight through 
the middle (top image of primary windscreens in Table 1). The advantage to this cut is that 
there is no excess foam material that needs to be suppressed and the microphone can be 
placed flat on the surface. This has the disadvantage, however, that it is possible for air to enter 
under the windscreen and directly meet the microphone diaphragm. The bottom image in Table 
1 shows a free-hand cut made below the centre line, which is often the case during 
measurements. The advantage to this version is that air is prevented from meeting the 
microphone diaphragm. The disadvantage lies in the assembly, as the microphone is not 
positioned flat on the surface. 
  
In Figures 34 + 36, the results from three different UA-0237 windscreens cut through the 
centre are shown. The standard deviation runs a similar course for all three windscreens. From 
approx. 500 Hz, the insertion loss starts to increase until the maximum is reached (2500 Hz). 
The curve then drops again after this. At 5 kHz and 6.3 kHz, the values remain almost identical. 
The third windscreen differs considerably from the first and second windscreens (Figure 36). 
Windscreens one and two come from the same overall windscreen. The numerical values for 
the results determined are shown in Table 3. 
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Figure 34: Insertion loss and standard deviation for three Brüel & Kjær UA-0237 centre-cut windscreens, together 


with their average value. Windscreens one and two come from the same overall windscreen. 


 


One-third octave 
band [Hz] Insertion loss [dB] Standard deviation [dB] 


63 -0.12 0.31 


80 -0.23 0.22 


100 0.01 0.24 


125 -0.01 0.17 


160 -0.02 0.28 


200 0.00 0.14 


250 -0.07 0.15 


315 -0.07 0.12 


400 -0.05 0.14 


500 -0.08 0.18 


630 -0.10 0.08 


800 -0.12 0.08 


1000 -0.18 0.06 


1250 -0.24 0.07 


1600 -0.39 0.09 


2000 -0.53 0.10 


2500 -0.56 0.17 


3150 -0.39 0.21 


4000 0.12 0.26 


5000 0.49 0.26 


6300 0.47 0.37 


8000 0.89 0.54 


10000 1.25 0.80 
Table 3: Average value of insertion loss and standard deviation of three Brüel & Kjær UA-0237 centre-cut 


windscreens. 
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The course of the halved UA-0237 windscreen resembles the manufacturer’s data [3] for an 
entire windscreen with an incidence angle of 30° (Figure 35). The extent of the differences in 
Figure 35 is similar to the extent of the differences between two different windscreens within 
the UA-0237 series (Figure 36). In order to provide statistically correct statements, more whole 
and half windscreens needed to be measured.  
 
The measurement room could have an influence on the results. In semi free-field conditions, 
direct sound and one reflection by the windscreen would influence the measurement of an 
entire windscreen (double impact). In a free-field or anechoic room, only the direct sound flows 
through the windscreen (single impact). The design of the measurement room at Brüel & Kjær 
is unknown. 
 


 
Figure 35: Insertion loss data from Brüel & Kjær for the 


entire UA-0237 windscreen with an incidence angle of 30°. 
The third-octave curve corresponds to the twelfth octave 
curve from the document [3]. Four twelfth octaves have 


been energetically averaged to a third-octave. Comparison 
with the average values determined by Senvion with half an 


UA-0237 at a 34° angle of incidence. 


 
Figure 36: Insertion loss for three centre-cut Brüel & 
Kjær UA-0237 windscreens, as well as their average 


value. Windscreens one and two come from the same 
overall windscreen. 


 
Figure 37 contains the results for two windscreens cut free-hand below the centre. Here, the 
microphone did not lie flush with the boundary surface. Between the underside of the 
microphone at the microphone diaphragm and the boundary surface, there was approx. 5 mm - 
10 mm of space. The rear part of the microphone lay directly on the boundary surface (see 
photo in Table 1). Both windscreens exhibit a clear decrease from 2 kHz to higher frequencies. 
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Figure 37: Insertion loss and standard deviation for two UA-0237 windscreens cut below the centre from Brüel & Kjær, 
as well as their average value. There was approx. 5 mm - 10 mm from the microphone at the microphone diaphragm to 


the boundary surface in each case. 


 
Both designs (perfectly halved windscreen with microphone directly on the boundary surface 
compared to microphone with distance to boundary surface thanks to foam underneath, here 
approx. 5 mm - 10 mm) differ considerably at high frequencies (Figure 38). On the one hand, 
the coherent reflection (+ 6 dB level increase) at the boundary surface is no longer fully given 
and, on the other, the sound absorption of the windscreen doubles. The findings probably lie 
slightly below the red curve shown in Figure 38 for everyday measurements. A cut slightly 
below the centre is common practice. It is unlikely that a small distance to the boundary surface 
can always be prevented. 
 


 
Figure 38: Insertion loss for perfectly halved windscreen with microphone directly on the boundary surface compared 


to the microphone at a distance to the boundary surface due to the foam underneath. 


ix. Narrow band insertion loss of windscreens 


The striking peaks in the third-octave bands described in “i. Deviation in the series 
production of a windscreen using four structurally identical windscreens” suggest that 
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the peaks are far more noticeable in a narrow-band range. Figure 39 shows the narrow-band 
spectra of the insertion loss with 2 Hz line width for all four secondary windscreen types and, in 
Figure 40, for the primary centre-cut windscreen. 
 


 
Figure 39: Narrow-band insertion loss (2 Hz line width) for four secondary windscreen types 


The peaks described are very distinct. The curve progression matches the respective third-
octave band spectrum in Figures 22 + 36. Depending on the windscreen type, the frequency 
range in which the windscreen is amplified is also present with a narrow-band analysis. 
 
 


 
Figure 40: Narrow-band insertion loss (2 Hz line width) for primary UA-0237 windscreen (centre-cut) 


 


6. Investigations by DNV GL 


The secondary windscreens of DNV GL were measured externally. The external measurement 
was conducted by the PTB testing laboratory (Physikalisch-Technische Bundesanstalt) in 
Braunschweig (Germany). [4] 
 


a. Secondary windscreen test items 


The secondary DNV GL windscreen consists of a machined foam screen (8 pores per 10 mm, 
ppi20). The shape is hemispherical with an outer diameter of 52 cm. The thickness of the foam 
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is 25 mm. A weather protection layer may also be used. The secondary windscreen was also 
measured with this weather protection layer. The board is a wooden plate with rounded edges 
and a diameter of 1.11 m. 
 


 
Figure 41: DNV GL – left: without weather protection – right: with weather protection 


 
 


b. Measurement setup and procedure 


PTB carried out the windscreen testing in an anechoic chamber on 23 April 2014. 
  
Testing was carried out according to IEC 61400-11 ed. 3.0 Appendix E. [1] 
 
In a sufficiently large anechoic chamber, a speaker that radiates pink noise was installed at a 
height of 4 m. The secondary windscreen was positioned at three distances: 4.8 m, 6 m and 7.2 
m, from the source and measured with three repetitions at each distance. The windscreen was 
rotated 120° to average out any geometric irregularities. The various sound incidence angles (α 
= 29°, 34°, 40°) corresponded to the different measurement distances (d). Figure 42 shows the 
basic structure. 
 
The half primary windscreen was not measured as is specified in the standard. The microphone 
(capsule with preamp) was on the circular baseplate about 4 cm off centre and always fixed in 
the direction of the sound source. The secondary windscreen was centrally positioned on the 
plate. 
 


 
Figure 42: Sketch of the structure in the anechoic chamber 


 
The following were measured: the acoustic background, the structure without a secondary 
windscreen, the structure with a secondary windscreen and the structure with a secondary 
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screen and weather protection layer. The equivalent continuous sound level (Lzeq) in third-
octave frequency from 20 Hz to 20 kHz was evaluated for at least 3 minutes. To compensate 
for possible variations in the speaker level, the LZeq was recorded in third-octave frequencies 
with a second microphone at a fixed position away from the body and corrected on the screen 
microphone. 
The electrode consisted of a calibrated 2-channel sound level metre (Norsonic type 840) and 
two measurement microphones (Brüel & Kjaer type 4133) on preamplifiers of Brüel & Kjær type 
2669. 
After adjusting the measurement level at the screen microphone to the fluctuation of the 
speaker level (three measuring distances x three repeats), calculated from the third-octave 
spectra of the nine individual measurements, the mean and standard deviation of the insertion 
loss was determined in dB: 
 
Insertion loss = adjusted level without screen - adjusted level with screen. 
 
A damping effect on the screen thus leads to a positive insertion loss value, a reinforcing effect 
to a negative value. 
 
The ambient conditions during the tests were as follows: 
 
Air temperature:   23.7°C ± 1°C 
Relative humidity:   46% ± 15% 
Air pressure:    100.2 kPa ± 3 kPa 
 
 
The signal-to-noise ratio was greater than the prescribed standard minimum value of 3 dB at 
the two microphones during each measurement in all specified third octave bands:  
 


- 20 Hz    Signal-to-noise ratio > 3 dB 
- 25 Hz to 63 Hz  Signal-to-noise ratio > 15 dB 
- 80 Hz to 5 kHz  Signal-to-noise ratio > 60 dB 
- 6.3 kHz to 16 kHz  Signal-to-noise ratio > 15 dB 
- 20 kHz   Signal-to-noise ratio > 3 dB 


 


c. Results 


The determined insertion losses of the secondary windscreen are shown in Tables 4 + 5 and 
graphically in Figures 43 + 44. 
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Table 4: Insertion loss of the secondary windscreen EWS-12A-01 without  


optional weather protection as average and standard deviation 
 


 
Figure 43: Insertion loss of the secondary windscreen EWS-12A-01 without  


optional weather protection as average and standard deviation 
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Table 5: Insertion loss of the secondary windscreen EWS-12A-01 including 


optional weather protection as average and standard deviation 


 


 
Figure 44: Insertion loss of the secondary windscreen EWS-12A-01 including  


optional weather protection as average and standard deviation 
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7. Comparison of measurement results from windscreen investigations 
carried out by Senvion and DNV GL 


The results from Figures 20 + 30 and Figures 43 + 44 are compared in Figures 45 + 46 for 
the secondary DNV GL windscreen. The average values deviate by up to 400 Hz within the 
series dispersion from Figure 19. The differences are greater than expected from approx. 500 
Hz. With lower frequencies in particular, the standard deviations from the PTB tests are 
considerably smaller than those from Senvion (Figure 45). When comparing without the 
stretchy loudspeaker cover, the PTB standard deviation is lower across the entire range 
(Figure 46). 
 


Figure 45: Insertion loss and standard deviation for two 
separate tests carried out on the same DNV GL 


windscreen types 


Figure 46: Insertion loss and standard deviation for two 
separate tests carried out on the same DNV GL 


windscreen types without a stretchy loudspeaker cover 


 
There are a number of possible reasons for the differences: 


• During the investigations carried out by Senvion in the semi-anechoic room at Müller 
BBM, the microphone and the windscreen were placed directly on the ground. At PTB, 
the microphone and the windscreen were placed on the wooden baseplate used for 
emission measurements. This should not normally have any impact on the measurement 
results as, in both cases, corrections are made with the corresponding output 
measurement minus the windscreen. 


• The windscreen that was measured by PTB is described in the test report as “bleached 
and what appears to be a slightly older model” [4]. The DNV GL windscreens tested by 
Senvion were almost brand new. It may have been the case that small dust particles 
were present in the windscreen tested by PTB which would have, to some extent, 
blocked the pores of the stretchy loudspeaker cover and the foam. This would have had 
an influence on higher frequencies. 


• At PTB, the three repeated measurements were carried out one after the other, the 
windscreen rotated by 120° after each measurement. The output position at 0° was 
centred between two seams of the stretchy loudspeaker cover (see schematic diagram 
in Figure 47 or photo in Table 1). The measurements at 120° and 240° took place when 
positioned slightly beside the seams. At Senvion, the windscreens were rotated by 90° 
after every measurement. As the output position was either directly at the seam or very 
close to it, all three measurements were made near to or at seams (in retrospect, maybe 
not the best idea).There is thus a possibility that the differences in the average value in 
Figure 45 have something to do with the orientation around the axis of the windscreen. 
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Figure 47: Schematic representation of seams for DNV GL windscreen. The black arrows mark the direction of sound 


incidence during the Senvion measurement and the red ones the direction during the PTB measurement. 


 
 


8. Impact of windscreen measurement results on wind turbine generator 
measurement results 


a. Impact on the total sound power level 


The standard [1] requires a correction of the measured wind turbine generator third-octave 
spectra with the determined windscreen insertion losses. If the total energy is calculated from 
all the non-corrected third-octave spectra, and the total energy of the corrected third-octave 
spectra subtracted from this, the result is the impact on the total sound power level (∆L). This 
∆L is listed for all the different windscreens in Table 6 (lines 1-7). 
 


 
Figure 48: Two sample third-octave spectra from wind turbine generators 


 
In lines 8-11 of Table 6, the difference between two states is respectively listed. For example, 
the result -0.09 dB for “DNV GL3 wet - dry” means that in the wet state the total sound power 
level is additionally reduced by 0.09 dB for example 1 when compared to the dry state. For the 
calculations, two sample third-octave distributions were used as dummy wind turbine generator 
noise (see Figure 48). Other third-octave distributions also lead to slightly different results. 
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Therefore, the impact on the total sound power level determined in Table 6 is only to be taken 
as a guide. 
The secondary windscreens in lines 1-5 must be corrected as standard according to [1] (the 
primary windscreen is included in the standard test procedure). Lines 7-11 demonstrate the 
impact that can be avoided with a corresponding measurement setup (lines 7 and 9-11) or 
when carrying out a measurement (line 8, timely covering of windscreen before rain starts). 
 
According to the impact on the total sound power level, the secondary windscreens can be 
ranked as follows: 
 


1. Delta 
2. DNV GL average 
3. MTG 
4. WTG and DNV GL2 without stretchy loudspeaker cover 


 
Not correcting the Delta windscreen reduces the total sound power level by almost 1 dB. At the 
lower end are both foam versions (WTG and DNV GL2 without stretchy loudspeaker cover) 
with a relatively small impact of less than 0.2 dB. 
 
The primary windscreen leads to a small increase of the total sound power level of approx. 0.15 
dB. 
 
The third-octave spectra for lines 8 and 9 are shown in Figures 25 + 28. As the major 
differences refer to high third-octaves of less important levels, the impact on the total sound 
power level is thus fairly low. Lines 10 and 11 shown in Figure 26 are variable influences on 
the overall frequency range. The impact on the total sound power level is thus not always 
positive or negative (Example 1 vs. Example 2). 
 


No. Test items ∆L Example 1 [dB] ∆L Example 2 [dB] 


1 DNV GL average -0.44 -0.36 


2 DNV GL2 without stretchy loudspeaker cover -0.18 -0.14 


3 WTG -0.16 -0.14 


4 Delta -0.98 -0.81 


5 MTG -0.27 -0.25 


6 B&K centre cut, average 0.13 0.15 


7 B&K low cut, average 0.10 0.03 


8 DNV GL3 wet – dry -0.09 -0.10 


9 DNV GL3 suppressed – unsuppressed -0.04 -0.04 


10 DNV GL3 shifted backwards – centred 0.08 -0.07 


11 DNV GL3 shifted forwards – centred 0.14 0.03 
Table 6: Influence of insertion loss determined for the various windscreens on the total sound power level for two 


sample third-octave spectra. Furthermore, various states are compared with each other (Lines 8-11). 


 


b. Impact on the combined standard uncertainty 


 
The differences in the standard deviations illustrated in Figure 49 (uB4 uncertainty) lead, in a 
sample comparison in a sound emission measurement (Figure 50), to significantly increased 
overall uncertainties of 0.4 dB with the Delta windscreen only (combined standard uncertainty 
uC). 
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Figure 49: Standard deviations for the secondary windscreens measured by PTB and Senvion 


 
 


 
Figure 50: Representation of the total uncertainties UC according to IEC 61400-11 Ed.3.0 using various windscreens 


 
 


c. Impact on the results of the tonal analysis 


The narrow-band insertion loss illustrated in Figure 39+40 lead us to assume there has been 
an influence on the results of the tonal analysis. The impact of the windscreens on tonality has 
thus been investigated here. Here, synthetic sounds were added to a real wind turbine 
generator signal at various frequencies (see Figure 56). The tonal analysis was calculated 
once without any correction to the windscreen and, subsequently, separately for all five 
windscreens. In Figure 58, the differences in tonality (with vs. without the windscreen) for the 
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untreated narrow-band insertion loss are represented. Due to the large fluctuations in the 
narrow-band insertion loss within the respectively critical bandwidth, the results are very 
unclear and often random. A smoothed averaging of the narrow-band insertion loss was thus 
subsequently carried out (red curves in Figure 51-55). In doing so, it was possible to 
considerably reduce the fluctuations in the narrow-band insertion loss. The results in Figure 58 
appear more plausible than those in Figure 59. 
 
The impact on the results of the tonal analysis is below 2000 Hz for all windscreens in a range 
of +/- 0.2 dB (Figure 59). As frequency-dependent positive and negative deviations appear for 
every windscreen, however, it is questionable whether a correction would make sense here. 
Over several tonal analyses of wind turbine generator measurements at different frequencies, 
the sometimes positive and sometimes negative impact would probably average out. A 
correction would therefore not be very productive. 
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Figure 51: Narrow-band insertion loss and smoothed 


secondary windscreen DNV GL 


 
Figure 52: Narrow-band insertion loss and smoothed 


secondary windscreen WTG. 


  


 
Figure 53: Narrow-band insertion loss and smoothed 


secondary windscreen Delta. 


 
Figure 54: Narrow-band insertion loss and smoothed 


secondary windscreen MTG. 


 
Figure 55: Narrow-band insertion loss and smoothed 


primary windscreen B&K. 
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Figure 56: Example - narrowband input data for tonality analysis 


 
 
 


 
Figure 57: Different tonality ∆La,k when using narrow band insertion loss 


 
 


 
Figure 58: Different tonality ∆La,k when using narrow band insertion loss 
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Figure 59: Different tonality ∆La,k when using smoothed narrow band insertion loss 


 
 


9. Conclusion 


In addition to the correctly determined insertion loss and standard deviation taken into 
consideration during evaluation, the user on site makes a considerable contribution to the 
unwanted impact on measurement results when working with windscreens. Just like any other 
element of the measurement chain, the windscreen must also be correctly used (protection 
against wet and dirt, as well as the correct positioning). 
 


10. Outlook 


In addition to correcting the insertion loss, the quality of the various windscreens is an important 
factor in the reduction of wind speed. The better the reduction of the wind speed, the better the 
reduction of the wind-induced noise. This topic has become more important when it comes to 
reducing the lowest frequency to be evaluated (IEC 61400 ed. 2.1 � 50Hz, IEC 61400-11 ed. 
3.0 � 20Hz) as the wind has a particularly strong impact on low-frequency third-octave bands. 
Thus every windscreen, depending on the quality of the reduction of the wind speed, 
contributes to the result at lower frequencies (or whether a result can even be determined by 
adhering to the minimum permitted signal-noise distance). If measurement results from various 
wind turbine generators are compared, it is inevitable that these results will be influenced by the 
different windscreen types used. This may explain part of the pronounced dispersion at low 
frequencies when comparing results from the various wind turbine generators. 
  
Rotating the microphone 180° during noise emission measurements is another way to further 
reduce wind-induced noise. In this position, the remaining wind does not meet the microphone 
diaphragm head on. As the directional pattern of the microphone is not a perfect spherical 
shape for all frequencies, the influence of the sound incidence direction from 0° to 180° must be 
considered during evaluation (see Figure 60). 
 
Both points described here should be further explored in the future. 
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Figure 60: Influence of a 180° microphone rotation compared with 0° with a Φ=34° angle of incidence. 


 


A. References 


[1]  “IEC 61400-11 ed. 3.0: Wind turbine - Part 11: Acoustic noise measurement techniques”, 
International Electrotechnical Commission, 2012-11 


 
[2]  Søndergaaard B., Ryom C., AV 135/08, „ Project Report, EFP-06 project, Low Frequency 


Noise from Large Wind Turbines, Sound Power Measurement Method“, DELTA, 2008-04 
 
[3]  “Product Data: Accessories for Falcon Range Microphones”, Brüel & Kjær, 


http://www.bksv.com/doc/bp1650.pdf 
 
[4]  Bork I., Kling C., „Test Report 16149 PTB 14”, Physikalisch-Technische Bundesanstalt 


(PTB), 2014-06 
 


B. List of test equipment Senvion 


Description Manufacturer Type Series No. 


Dodecahedron Müller-BBM VAS DOD250A 324716 


Front-end Müller-BBM VAS MKII 2-Slot  


Measurement software Müller-BBM VAS PAK 5.7 SR7b  


Evaluation software Müller-BBM VAS PAK 5.7 SR7b 
PAK 5.8 SR4 


 


½-inch free-field microphone R0-20% Brüel & Kjær 4190-B-001 2803237 


½-inch free-field microphone R0 Brüel & Kjær 4190-B-001 2728097 


½-inch free-field microphone R0+20% Brüel & Kjær 4190-B-001 2728098 


½-inch free-field microphone ref Brüel & Kjær 4190-B-001 2803235 


Secondary windscreen WTG WTG WTG 102023 


Secondary windscreen DNV GL DNV GL DNV GL 1-4 


Secondary windscreen MTG MTG GFM920.1  


Secondary windscreen Delta Delta Delta type H  


Primary windscreen B&K Brüel & Kjær UA-0237  
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C. Company contact details 


 
1. Brüel & Kjær Sound & Vibration Measurement A/S, Skodsborgvej 307, Nærum, DK-


2850, www.bksv.com 
 
2. DELTA Danish Electronics, Light & Acoustics, Venlighedsvej 4, 2970 Hørsholm, 


Denmark, www.madebydelta.com 
 
3. Microtech Gefell GmbH, Georg-Neumann-Platz 1, 07926 Gefell, Germany, 


www.microtechgefell.de 
 
4. Müller-BBM VibroAkustik Systeme GmbH, Robert-Koch-Straße 13, 82152 Planegg, 


Germany, http://www.muellerbbm-vas.com 
 
5. Siemens Industry Software NV, Research Park 1237, Interleuvenlaan 68, 3001 Leuven, 


Belgium, www.plm.automation.siemens.com/en_us/products/lms/index.shtml 
 


6. windtest grevenbroich gmbh, Frimmersdorfer Str.73a, 41517 Grevenbroich, Germany, 
www.windtest-nrw.de 
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Summary 
Tonal components contained in wind turbine noise are apt to increase psycho-acoustical 
annoyance and the method of objectively assessing the effect should be established for the 
wind turbine noise problem. In Japan, a nationwide field measurement of wind turbine noise 
was conducted over the three years from fiscal year 2010 and a lot of data (recordings of sound 
pressure) have been obtained. For these data, tonality assessment was tried according to the 
international standard IEC 64100-11:Ed.3 (2012). In addition, an auditory experiment was 
performed in order to investigate the effect of tonal components in wind turbine noise on 
auditory impression using artificially synthesized noises containing tonal components with 
varying frequencies and levels. From these investigations, the standard method for assessing 
the tonality of wind turbine noise in immission areas is discussed. 


1. Introduction 
In Japan, since the commencement of large-scale construction of wind generation plants in 
about 2000, serious complaints have arisen from nearby residents regarding noise pollution. To 
investigate the actual conditions of this new type of environmental noise problem and to find the 
ways for assessing the wind turbine noise (WTN), a research project entitled “Research on the 
evaluation of human impact of low frequency noise from wind turbine generators” has been 
conducted over the three years from fiscal year 2010, funded by a grant from the Ministry of the 
Environment, Japan. In this research project, nationwide field measurement [1], social survey 
[2], laboratory experiments on the audibility of low-frequency components in WTN [3], the 







applicability of the A-weighted sound pressure level to WTN [4], and the psycho-acoustic effect 
of amplitude modulation [5] have been investigated. 
Besides these problems, tonal components with discrete frequencies are often contained in 
WTN which are generated by mechanical vibration of rotating mechanism of wind turbine such 
as gearbox, generator and cooling fans [6] and they are apt to increase psycho-acoustical 
annoyance [7, 8]. 
In the nationwide field measurement in the research project, WTN data were obtained at 29 
wind farm sites. At each site, one measurement point was positioned close to a wind turbine 
(reference point) and seven measurement points were distributed in the residential (immission) 
area around the wind farm. The sound pressure signals were recorded using prototype wide-
frequency-range sound level meters manufactured for the requirements of the measurement 
frequency range from 1 Hz to 20 kHz, with a function for recording the sound pressure signal 
built into its body (48 kHz sampling, 16 bits, WAVE format). Using these data, the authors have 
been investigating the method of assessing the effect of tonal components. In this paper, the 
application of the assessment method of “Tonal Audibility” (TA) specified in IEC 61400-11: 2012 
to WTNs observed in immission areas around wind farms was investigated. 
In addition, the change of auditory impression by tonal components contained in WTN was 
examined in a laboratory experiment using artificially synthesized noises containing tonal 
components with varying frequencies and levels. From the results of these investigations, the 
standard method for assessing the tonality of WTN in immission areas is discussed. 


2. Tonality assessment 
As the standards for the assessment of tonality, ISO 1996-2:2007 and DIN 45681:2005 are 
specified for general environmental noises and IEC 61400-11:2012 specifies the method of 
assessing TA of WTN in emission measurements. The basic concepts of these standards are 
similar, but the terminologies and concrete procedures for the calculation of tonality indicators 
are different because of the difference of respective aims. In this study related WTN in 
immission areas, the assessment method of TA specified in IEC 61400-11:2012 is mainly 
applied. 
2.1 Analysis procedure 
According to IEC 61400-11:2012, the calculation program for the assessment of TA was 
implemented in this study as shown in Fig. 1. To detect short-term variation of WTN influenced 
by wind condition, it is specified in the standard that the short-term values of TA are firstly 
calculated for every 10 s from the sound pressure record and they are averaged for more than 
100 s as the value of TA to be finally reported. In the calculation in each time period (10 s), TA 
is calculated according to the following procedure. 
(1) In the A-weighted narrow-band spectrum, the local maxima are detected and the possible 


tones are identified. 
(2) The critical band is calculated centred on the maxima and spectral lines are classified as 


“tone”, “masking” or “neither”. 
(3) As the difference between “tone level” and “masking noise level” in the corresponding critical 


band, “Tonality” is calculated. 
(4) By adding the frequency dependent “auditory criterion” (“masking index” in ISO 1996-


2:2007) to the value of Tonality, TA is determined. 
Regarding the process (1), the method for detecting possible tones is not specified definitely in 
IEC 61400-11:2012 and therefore the Savitzky-Golay smoothing and 2nd order differentiation 
filter was applied when detecting local maxima. In this process, the threshold was tentatively set 
at -0.35 [dB/f2] which was decided empirically after many trials. In the case where a tone was 
identified in more than 20% of the analysis time interval and had TA equal to or higher than -3 
dB, the energy average was calculated as the representative value of TA. 
 
 
 







 
Figure 1 Calculation procudure of “Tonal Audiblity” according to IEC 61400-11: 2012. 


 


2.2 Analysis using the field measurement data of WTN in immission areas  
TA analysis was performed on the sound pressure data obtained at 164 measurement points at 
29 wind farm sites in Japan. In the field measurements, WTN was recorded for 5 days at each 
measurement point. From the recordings, the data for representative 10 minutes when the wind 
turbines were under a rated operation condition was chosen and TA was assessed in the way 
as mentioned above. In this analysis, the effect of the background noise was eliminated as far 
as possible. As a result, Figs. 2(a) and 2(b) show 1/3-octave-band spectra of WTN in emission 
areas (a) and those in immission areas (b). In the emission areas, TA was detected (≥ -3 dB) at 
all of the measurement points (29). As for the immission areas, TA was detected at 129 points 
among the total 164 points. The distributions of frequency (horizontal axis) and TA (vertical axis) 
for each identified tone are shown in Fig. 3, in which it is seen that tone frequency ranged from 
about 50 Hz to 1,000 Hz and TA ranged from -3 dB up to 14 dB. 
Figure 4 shows an example of the change of TA with time measured at four points around a 
wind turbine (1.5 MW). In this case, it is seen that TA of the dominant tonal component (around 
160 Hz) at the measurement point M01 (370 m) in the residential area was greater than that 
observed at the point M00 (100 m) in the emission area and TA values measured at other 
immission points M02 (380 m) and M03 (540 m) much decreased. 
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Figure 2 1/3 octave band spectra of WTNs with Tonal Audibility larger than -3 dB. 


 
Figure 3 Distribution of Tonal Audibility identified at 158 measurement points. 


 
Figure 4 An example of the change of Tonal Audibility with time (around 1.5 MW wind turbine). 
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2.3 Case studies 
From the data included in Fig. 2, three typical data were chosen as shown in Table 1, in which 
the data regarding wind turbine(s), the distance from the nearest wind turbine and the 
measurement point, averaging time for the assessment of TA, centre-frequency of the critical 
band, and the assessed TA are shown. In this table, the results assessed by ISO 1996-2:2007 
are also shown for comparison. In Cases-1 and -2, TA values assessed by IEC 61400-11 are 
smaller than those assessed by ISO 1996-2. This tendency is pointed out also in reference [8, 
9]. In Case-3, TA could not be assessed by ISO 1996-2 as mentioned below. Figures 5, 6 and 7 
show the spectrogram (a) and narrow-band spectral characteristic measured for 10 s (b). In Fig. 
5 for Case-1, a tone was identified at 135 Hz and its TA was evaluated as 6.1 dB. In this case, a 
strong amplitude modulation was also observed. In Fig. 6 for Case-2, two tones were identified. 
In such a case, only the most dominant tone is reported according to ISO 1996-2, while 
respective tones are reported according to IEC 61400-11. In Fig. 7 for Case-3, it is seen that the 
frequency of the tone at around 180 Hz shifted with time. In this case, TA could be evaluated 
according to IEC61400-11 because analysis was performed for every 10 s, while it could not be 
assessed according to ISO 1996-2 because of the temporal shift of the frequency of the tone. 
Figure 8 shows another example of Z-weighted narrow-band spectrum of WTN compared with 
the hearing thresholds for pure tones specified in ISO 389-7. In this case, TA was assessed to 
be 1.5 dB at the tone frequency of 51 Hz and it is judged as a tonal component according to IEC 
61400-11. As shown in the figure, however, the tone level is lower than the hearing threshold 
curve by 6.5 dB. In such a case, tonal audibility should be precisely considered from a view 
point of hearing thresholds for pure tones. 
 


Table 1 Measurement conditions and assessed results of Tonal Audibility in three cases. 
 Case-1 Case-2 Case-3 


Measurement 
condition 


Rated power [kW] 1,980 1,500 1,500 
Number of WTs 1 5 1 
Distance from 


nearest WT [m] 273 221 370 


IEC 61400-
11:2012 


Averaging time 10 s×12 10 s×12 10 s×12 


Centre freq. of C.B. [Hz] 134.8~136.2 68.9 156.7~167.0 172.9~194.8 
Tonality [dB] 4.0 -2.1 7.0 9.2 


Tonal audibility [dB] 6.1 -0.1 9.1 11.2 


ISO 1996-
2:2007 


Averaging time 120 s 120 s 120 s 
Centre freq. of C.B. [Hz] 134.8 161.1 178.7 
Tonal audibility [dB] 8.6 11.2 - 


 
  







 
Figure 5 Frequency characteristic of case-1. 


 
Figure 6 Frequency characteristic of case-2. 


 
Figure 7 Frequency characteristic of case-3. 


 
Figure 8 Comparison between a tonal component of a WTN and the hearing thresholds for 


pure tones (ISO 389-7). 
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3. Auditory experiment on the effects of tonal components in WTN 
As a basic experiment on the effect of tonal components in WTN, the change of auditory 
impression was examined by varying the frequency and TA of a tonal component. 
3.1 Experimental facility 
In this study, an experimental facility constructed for auditory experiments on sounds with wide 
frequency range down to infrasound was used [3]. The facility consists of a pair of rooms with 
16 woofers of 40 cm diameter installed on the partition wall between the two rooms. For the 
production of mid-/high-frequency components up to a frequency of 8 kHz, a full-range 
loudspeaker of 10 cm diameter was positioned at the centre point of the 16 woofers. The 
crossover frequency between the two systems was set at 224 Hz. The listening position was 
located 3.5 m from the centre point of the loudspeaker system. To correct the frequency 
characteristic of the total reproduction system, the digital inverse-filtering technique was applied 
using a linear-phase FIR filter calculated from the transfer function from the input of the amplifier 
to the listening point measured in the frequency range from 4 Hz to 8 kHz in 1/12-octave-bands. 
3.2 Test sounds and experimental procedures 
To investigate the difference threshold of auditory impression when any tonal component is 
included in WTN, the constant method was applied. As the standard stimulus (SS), an artificially 
synthesized noise modelling the frequency characteristics of general WTNs (-4 dB/octave in 
band spectrum [1]) was used and its level was fixed at 45 dB in A-weighted sound pressure 
level. As for the comparison stimulus (SC), a pure tone (50, 100, 200, 400 or 800 Hz) was 
superimposed on the model noise so that its TA varies in 7 steps as shown in Table 2. As an 
example, the FFT spectrum of the test sound containing a tonal component at 200 Hz is shown 
in Fig. 9, which was measured in the absence of the listener at the listening position where the 
centre of the listener’s head would be. 
As the comparison stimuli SC, 36 sounds in total (5 different tone frequencies times 7 variation 
of TA, and the same sound as SS) were synthesized and they were paired with SS. The duration 
time was 5 s for both SS and SC. 36 pairs of SS - SC were randomly arranged and presented to 
each test subject twice (72 times pair comparisons in total). In the experiment, the subject sat 
straight on a chair to keep his/her head near the headrest in the test room and he/she was 
asked to judge the difference of the auditory impression between SS and SC according to the 
following four-category system (in Japanese): 


1: They are not different at all. 
2: They are slightly different. 
3: They are considerably different. 
4: They are definitely different. 


The total time needed to complete the test on 72 pairs of the test sounds was about 30 minutes 
including rest times in between. In this experiment, 16 subjects from 21 year-old to 30 year-old 
(12 males and 4 females) with normal hearing abilities participated. 
 


Table 2 Test sounds used in the experiment. 
Stimuli Tonal Audibility [dB] 


Model noise No tonal components 
Model noise + 50 Hz tone -3,  0,  3,  6,  9, 12, 15 
Model noise + 100 Hz tone -3,  0,  3,  6,  9, 12, 15 
Model noise + 200 Hz tone -3,  0,  3,  6,  9, 12, 15 
Model noise + 400 Hz tone -3,  0,  3,  6,  9, 12, 15 
Model noise + 800 Hz tone -3,  0,  3,  6,  9, 12, 15 


 







 
Figure 9 An example of FFT spectrum of the test sound with 200 Hz tone frequency and 15 


dB Tonal Audibility. 


3.3 Experimental results 
From the experimental results, difference threshold of auditory impression was investigated. 
Figure 10 shows the percentage of the subjects who answered 1 to 4 in the four categories. 
In this experiment SS (model noise) was included as a SC in order to check the reliability of 
subjects’ judgment. As a result, 12.5% of the subjects’ response of 2 (slightly different) was 
found. This might be attributed to subject’s psychology to want to find subtle differences hard. 
For all of the tone frequencies, the tendency that positive response monotonically increased 
with the increase of tone level was found. 
To quantitatively assess the experimental results, two steps of positive response regarding the 
difference between SS and SC were assumed: one is categories 2+3+4 (case-1) and the other is 
categories 3+4 (case-2). For these cases, the difference threshold was calculated by linear 
interpolation under the assumption of 50% discrimination probability as shown in Fig. 11. In this 
result, the difference threshold for 400 Hz tone frequency is exceptionally low in both cases, 
which is inexplicable at present. For other tone frequency, the difference threshold is around 0 
dB in case-1 and 6 dB in case-2 in terms of TA.  
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Figure 10 Experimental results of difference threshold of auditory impression. 
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Figure 11 Difference threshold calculated from the experimental results shown in Fig. 10. 


 


4. Conclusions 
 Regarding the effect of tonal components contained in WTN, the procedures for identifying 


TA specified in IEC 61400-11: 2012 was implemented in a software program. To detect 
possible tones automatically when detecting local maxima, the Savitzky-Golay smoothing 
and 2nd order differentiation filter was used in the program. 


 The software program was applied to the data obtained in the field measurements of WTN 
conducted at 29 wind farm sites across Japan. The data were obtained not only in the noise 
emission areas (within about 100 m from the nearest wind turbine) but also in the immission 
areas (from about 100 m to 1 km from the nearest wind turbine). In the emission areas, TA 
greater than -3 dB was detected at all of the measurement points (29). As for the immission 
areas, TA greater than -3 dB was detected at 129 measurement points among the total 164 
points. In both areas, it was seen that tone frequency ranged from about 50 Hz to 1,000 Hz 
and TA ranged from -3 dB up to 14 dB. 


 In tonality assessment, especially in immission areas where WTN level is relatively low, the 
influence of the extraneous noises such as exhaust sound of motor vehicles with illegal 
mufflers and sing signals of municipal public address systems are often included and close 
attention is needed to eliminate such noises. 


 Three representative data were chosen among the all data, TA was evaluated according to 
IEC 61400-11: 2012 and ISO 1996-2: 2007. As a result, it was found that these standards 
provide a bit different identification of TA, which is mainly due to the difference of averaging 
time interval. A tendency was also found that TA values assessed by IEC 61400-11 are 
smaller than that assessed by ISO 1996-2. 


 To investigate the validity of the numerical assessment method regarding the tonality of 
WTN, a basic auditory experiment on the difference threshold of auditory impression was 
tried using a model noise and that including tonal components. As a result, the difference 
threshold for “considerably different” + “definitely different” was around 6 dB in TA in the 
cases of tone frequencies of 50 Hz, 100 Hz, 200 Hz and 800 Hz, whereas it was about 2 dB 
in TA in the case of tone frequency of 400 Hz. Such a discrepancy cannot be explained at 
present and further investigation is needed. 
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Summary   


Wind farm noise complaints are prevalent in the UK. Few cases make headlines and 
those that do are typically larger wind turbine or offshore developments. In the last few 
years complaints from smaller wind turbines (rated power in the region of 50kW or less) 
have increased. Complaints typically focus on the character of the noise rather than the 
decibel level or volume.  


At the planning stage (in the UK) applications that are shown to meet a simplified 
noise limit of 35dB LA90 up to wind speeds of 10m/s are commonly approved without 
question of adverse noise impact. It is widely assumed that noise levels below this 
threshold will not cause disturbance and turbine manufacturer's information on noise can 
also often be misleading.  


This paper examines noise impact from smaller wind turbines which, due to their 
size and the number of people potentially affected, are often neglected. Case studies 
are provided that follow turbines approved at planning that have been erected, tested 
and found to comply with noise limits but which have caused or continue to cause noise 
complaints. It investigates the character of noise generated by smaller wind turbines and 
questions whether the methodology currently used is providing adequate protection to 
wind turbine neighbours. 


1.0 Introduction   


In the UK guidance for assessing noise impact from wind turbines, ETSU-R-97, sets a 
lower threshold limit of 35dB LA90. If turbines can be shown to meet this limit then there 
is arguably no reason to refuse planning permission on noise grounds. This guidance is 
reinforced by a ‘good practice guide’ published by the UK’s Institute of Acoustics, which 
supports use of the 35dB LA90 limit to turbines with a rated power above 50kW. At the 
time that ETSU-R-97 was published it assessed turbines with rated power typically in the 
region of 225-400kW. Nowadays it is more commonly applied to turbines with a rated 
power in the region of 2-3MW. The ETSU-R-97 noise limit permits higher levels of noise 
from wind turbines than other types of industrial development. This is justified as 
balance between some adverse impact caused to wind farm neighbours and the need 
for renewable energy. Applying noise limits originally designed for turbines with rated 
power in excess of 225kW and now more commonly applied to turbines rated 2-3MW to 
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turbines rated 50kW, or sometimes less, shifts the planning balance. Development is 
permitted with the same level of adverse noise impact as for larger turbines but with far 
less renewable energy return. 


 The application of ETSU-R-97, guidance for larger wind turbines, to wind turbines 
with a lower rated power creates a further problem that arises from the difference in 
noise character between smaller and larger wind turbines. The noise limits prescribed in 
ETSU-R-97 do not include any adjustment for noise character, with the exception of a 
maximum 5dB tonal penalty. In contrast with larger wind turbines, noise from smaller 
wind turbines can be much more easily influenced by wind conditions and as such noise 
impact can be highly changeable. As shown with the examples below, smaller machines 
often have more distinctive noise character, both in terms of how the character 
manifests, for example blade ‘swish’ or tonality, and in terms of the regularity and 
predictability of the noise.  


2.0 Wind turbine noise field measurements  


 The measurements below are taken from three different sites in the UK where 
residents have complained of noise from the same model of 50kW wind turbine. The 
wind turbine noise is characterised by strong tonality, though this presents in a different 
way in each case. All measurements were taken external to the dwelling, though noise 
impact in each case was also reported as audible and disturbing within the dwelling. 
Measurements were taken using type 1 sound level meters. The 100ms LAeq was 
recorded along with 100ms 1/3rd octave band spectral data, period LAeq, period LA90 
and high quality audio. 


2.1 Site 1  


 This site is located in the east of England. The complainants were located 
approximately 430m from the wind turbine and complained of the character of the noise, 
saying that it was difficult to ignore. Figure 1 below gives a two minute period of noise 
measured at the dwelling and which is entirely dominated by wind turbine noise.  


Figure 1: Site 1: 22:52 
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The noise from the turbine is highly tonal and rhythmic. In this case the noise is fairly 
regular and predictable; however, the quasi-musical nature of the noise makes it difficult 
to ignore or become accustomed to and increases the annoying quality of the noise,. 
The LA90 for the 10 minute period from which the extract is taken is indicated by the 
blue horizontal line at 27.1dB(A).   


Figure 2 below shows the same period as figure 1 but with the 100ms trace of the 
two third octave bands, 250Hz and 315Hz, that dominate the overall A-weighted 100ms 
trace also plotted on the graph. The noise in these third octave bands is attributable to 
the turbine. A comparison of the third octave bands and the overall A weighted noise 
level confirms that the turbine noise is dominating the noise environment during this 
period. Also inset in figure 2 is a spectral graph of the two minute period. This gives a 
good indication of the strong tonality of the turbine noise. Analysis of the audio data 
confirms that the tone is at approximately 280Hz. Some tonality is also audible at a 
higher frequency of around 1kHz. The higher frequency is a more consistent whine 
compared to the mid frequency pulsating hum and is far less dominant within the overall 
noise level than the hum. 


Figure 2: Site 1 - 22:52 with spectral data 


 


2.2 Site 2. 


This site is also in the east of England. The nearest residents are located approximately 
470m from the turbine, but a number of residents in the community have complained of 
the noise. The noise is audible and disturbing both inside and outside of the dwelling. 
The complaints have focussed on the mechanical droning and whirring character of the 
noise. This description is clearly supported by the tonality and rhythmic quality of the 
noise data. Figure 3 (below) is a 1 minute extract during which turbine noise is dominant. 
Some noise from livestock is audible throughout the period and provides useful context 
to the turbine noise within a rural setting.  


 Also plotted on the graph are the 315Hz and 1kHz third octave band 100ms 
traces. This corresponds to the tonal character of the turbine, which as with site 1 has a 
higher frequency whine and a mid frequency hum. In contrast to site 1 the higher 
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frequency whine and the mid frequency hum are both fairly equally dominant within this 
noise trace. The third octave band traces, plotted on figure 3, show how the dominance 
of the tonality changes with time. Also plotted on the graph is the 10 minute period LA90. 


Figure 3: Site 2 – 23:06 


 


 Figure 4 (below) shows another extract of turbine noise from site 2. During this 
extract the higher frequency whine at around 1kHz becomes particularly prevalent and 
manifests for short periods as a ‘resonant’ type noise.1 ‘Resonances’ can be identified 
on the graph below as periods where the green 1kHz third octave band trace meets the 
overall A weighted noise trace. Also plotted on the graph is the spectral data for the 
period and the 10 minute period LA90. 


 


                                            
1
 Tonal resonance refers to a rise in identifiable tonal content, an increase in energy at a specific 


frequency. 
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Figure 4: Site 2 – 23:24 


 


2.3 Site 3  


 This turbine is located in the West Midlands. Residents are located approximately 
350m from the turbine. A number of residents have complained of the noise, particularly 
the constant whine / hum from the machine which, reportedly, can be intrusive in a 
range of wind directions. Figure 5 below shows a period dominated by turbine noise. 
Also plotted on the graph is the 10 minute period LA90.  


Figure 5: Site 3 – 00:57 
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 Figure 6 below shows the same period above but with the 1kHz third octave band 
trace plotted on the graph and also the spectral content of the period plotted on the inset 
graph. Figure 6 confirms the tonality of the whine at 1kHz and demonstrates how the 
dominance of the tonal noise within the overall A weighted noise trace can vary 
significantly over a short time period.  


Figure 6: Site 3 – 00:57 including spectral content 


 
 Figure 7 below shows a period from earlier in the evening when the turbine noise 
is dominant, though variable in decibel level and tonal dominance. Also plotted on the 
graph is the 250Hz third octave band trace. This represents the lower hum of the turbine 
which is not as prevalent at this site but can just be heard, in and out of audibility, in 
some parts of this extract. 
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Figure 7: Site 3 – 00:23 


 
 Figure 8 below shows another period where turbine noise, and particularly tonal 
turbine noise, is dominant. At the end of the period blade noise, a scraping sound, is 
clearly audible in the data.  


Figure 8: Site 3 – 01:38 
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3.0 Assessment of character 


 The above graphs give examples from three sites all with single 50kW wind 
turbines that generate a dominant and tonal noise source in otherwise rural 
environments. All turbines have caused complaints, at two sites there are multiple 
complainants. Whilst all sites have an overarching tonal character in common, each 
manifests differently. At site 1 the noise is dominant in the mid frequencies as a 
pulsating hum (315Hz). The tonal noise is very rhythmic and whilst there is a higher 
frequency whine this is far less intrusive. Both the higher frequency whine and the mid 
frequency hum are present at site 2. The site 2 turbine also frequently causes a 
‘resonant’ type noise, where the higher frequency whine becomes much stronger and 
the character changes from a pulsating tone to a constant tone, for a short period and 
temporarily. At site 3 the higher frequency whine is clearly dominant and only on a 
couple of occasions is the mid frequency hum discernible in the audio data. Noise from 
the turbine blades is also more prevalent at site 3. The blades generate a scraping type 
sound that is not always present. This contrasts with the highly tonal whine of the turbine 
which although variable in loudness is typically always audible in the data.  


 The table below provides a summary of the turbine noise at each site. The table 
provides an indication of tonality by comparing adjacent third octave bands. It then 
compares the LA90 of the turbine noise, as would be measured to test compliance, with 
the simplified noise limit of ETSU-R-97 to give an indication of nominal ‘acceptability’. 
This includes an assumption that the maximum 5dB tonal penalty would be applied to 
the turbine noise. 


 


Table 1: Summary of turbine noise levels at sites 1, 2 and 3 


Site / time Measured 
LA90,10min 


Difference 
between 
adjacent 1/3rd 
octave bands2 


Compliant?. 


Site 1 22:52 27.1 7dB / 16dB3 Yes, by 3dB (35-
27.1+5) 


Site 2 23:06 28.3 0.5dB / 7dB 


3dB / 11dB4 


Yes by 2dB 


Site 2 23:24 27.6 8dB / 12dB Yes by 2dB 


Site 3 00:57 25.2 5dB / 9dB Yes by 5dB 


Site 3 00:23 27.5 8dB / 14dB Yes by 2.5dB 


Site 3 01:38 26.8 7dB / 13dB Yes by 3dB 


                                            
2
 This indicates the difference between the 1kHz third octave band and the 800Hz third octave band 


followed by the difference between the 1kHz third octave band and the 1.25kHz third octave band unless 
otherwise specified.  The calculation is based on linear third octave band levels.  
3
 This is the difference between the 250Hz third octave band and the 200Hz third octave band followed by 


the difference between the 315Hz third octave band and the 400Hz third octave band. The tonal hum 
straddles the 250Hz and 315Hz third octave bands and hence is reflected in both third octave bands.  
4
 This is the difference between the 315Hz third octave band and the 250Hz third octave band and the 


315Hz third octave band and the 400Hz third octave band.  







  A simple aural analysis of the audio data confirms that subjectively the turbine 
noise character is highly tonal. This is supported by the comparison of third octave band 
data. Typically a difference of 8dB in the mid frequency third octave bands (160Hz – 
400Hz) and a difference of 5dB in the high frequency third octave bands (500Hz – 
10,000 Hz) indicates tonality. The table above confirms that at sites 1, 2 and 3 even with 
a maximum 5dB tonal penalty the turbine noise complies with a lower noise limit of 35dB 
LA90 by a minimum of 2dB.  


4.0 Discussion 


 The examples from sites 1, 2 and 3 and the analysis in the table above provide 
clear evidence that use of ETSU-R-97 limits inclusive of a tonal penalty does not provide 
sufficient protection for the local community. It is easy to demonstrate compliance with 
single examples, typically months of data is used to assess compliance. This allows 
periods of complaints to be averaged with periods that may not have generated 
complaints. The averaging process reduces the likelihood that a breach will arise. Thus, 
although the above table indicates compliance by a minimum margin of 2dB, this is likely 
to increase as more data is gathered and averaged. Compliance does not prevent 
complaints.  


 It is often argued that noise levels below 35dB(A) (Leq or L90) are so low as to be 
incapable of causing adverse impact. It is often argued that a minority of people will 
always complain and this argument is used successfully to undermine complaints that 
are indicative of unreasonable noise impact.  


4.1 Does noise have to be loud to be intrusive? 


 Anecdotally it is clear that sound does not need to be loud to be intrusive. Sound 
at a low level can cause extreme annoyance; a dripping tap or buzzing mosquito are two 
common examples. Colloquial commentary highlights the importance of context. It 
placing perspective of the absolute noise level on the situation and character of the area 
in which the noise occurs. Amorosano (2014) discusses eight sounds that are only 
annoying in the quiet section (of the library). She lists music though headphones, 
uncontrollable bodily functions (coughing, sniffing etc), eating (e.g. a packet of crisps), 
typing, writing (freshly sharpened pencil on paper), breathing and silence. Like turbine 
noise, these sounds may not be considered ‘loud’ but in context with very quiet 
background noise levels they become increasingly annoying and disturbing.  


It is widely accepted that a range of factors contribute to noise annoyance. They 
include: 


 Tonality – noise with discrete tones even if at a lower decibel level are more 
annoying than broad band noise. 


 Changes in noise level – changes in noise level will draw attention to the sound 
and are more difficult to acclimatise to than a noise with a steady non fluctuating 
decibel level. 


 Time of occurrence – noise that occurs at noise sensitive hours, for example at 
night time, is generally considered more annoying than noise that occurs during 
the daytime. Barron (2003, p.284) found that noise that occurred during night time 
was 10dB more annoying than noise occurring during daytime hours only. 


 Frequency (pitch) – at equal levels, high frequency sound is more annoying than 
low frequency sound. 


 Duration – sounds that last for longer are typically more annoying. 







 Irregularity – sounds that are impulsive or irregular (unpredictable) are more 
annoying than regular predictable sounds. 


 


The courts in the UK have ruled that noise need not be measurable to be 
considered a nuisance, see Godfrey v Conwy County Borough Council [2001] Env.L.R 
38. It follows that if the noise cannot be measured, i.e. separated from the ambient 
noise, it is not very ‘loud’ at least in comparison to other noise sources in the 
environment. However, by nature of its character the noise is obtrusive. Noise that has 
particular character does not therefore need to be ‘loud’ to be unreasonable.  


It becomes apparent when discussing noise issues with complainants that noise 
level is only one factor that contributes to noise annoyance; this is further supported by 
research (Pedersen, 2007). As noted in Cohen and Spacapan (1984): 


Although social surveys often report a positive relationship between 
noise intensity and the average level of felt annoyance, intensity 
alone seldom explains more than one-quarter of the variance in 
individual annoyance reactions (cf. McKennel, 1973). 


 The World Health Organisation (WHO) Guidelines for Community Noise (1999) 
are widely referenced in literature and provide threshold levels below which certain 
adverse affects of noise are not widely observed. It is noted that these guidelines are 
concerned primarily with transportation noise and within the guidelines there is a heavy 
caveat against the application of these guideline values to noise with specific character. 
As noted by Flindell and Walker (2004), approaches that apply threshold levels assume 
that the dose response relationship upon which they are based is accurate. Amplified 
music noise is used as an example of an annoying sound that occurs at relatively low 
sound levels but which causes annoyance. Music noise has parallels with wind turbine 
noise: both occur at relatively low levels, have particular noise character (tonality, 
amplitude modulation, rhythmic features) and typically disturb at night time when 
background noise levels are low. 


Flindell and Walker (2004, p.214) note that even where music noise is only just 
audible considerable annoyance can be caused and that: 


Practical experience suggests that some individuals can become 
increasingly sensitised to this type of auditory stimulus, so that even 
where they might at first have been able to ignore noise intruding at 
several decibels above the masked threshold level, they may, in 
time, find that they are becoming increasingly disturbed by any 
identifiable music noise which is only just audible.  


 Whilst studies have found that wind farm noise is more annoying at lower levels 
of noise than other industrial noise sources (Pedersen, 2009), this seems to be further 
exacerbated by the particular character and manifestation of turbine noise, particularly in 
smaller turbines. The noise at sites 1, 2 and 3 all contain features listed above as 
contributing to considerable annoyance. The turbine noise is tonal and contains higher 
frequency noise (the tonality at 1kHz coincides with the most sensitive range of human 
hearing). The turbine noise fluctuates in decibel level and loudness, it occurs at night 
time and when there are very low background noise levels, it is irregular and in most 
cases unpredictable and can continue for long periods of sustained impact. Compliance, 
as assessed above, considers only two of the many relevant factors contributing to 
annoyance: decibel level and tonality. The examples at sites 1, 2 and 3 patently 







demonstrate that simple application of a tonal penalty to the overall noise limit fails to 
enforce unreasonable impact. Compliance testing falls short both in assessing and 
enforcing targeted characteristics (tonality, decibel level) and neglects other character 
features that also contribute to and exacerbate annoyance. 


4.2 Complaints  


 Residents affected by sites 1, 2 and 3 have all complained to their local authority. 
Little has been done to resolve or reduce impact, “people will always complain”. Whilst 
complaints are often used to indicate the extent of a noise problem, evidence suggests 
that many will not complain and that in reality the mere presence of complaints is 
indicative of a much wider problem.  


 A report commissioned by Health Protection Agency (HPA) found that “for all 
noise sources the most common response is to take no action” (2010, p.34). The report 
notes that not everyone adversely affected by noise complains and that those affected 
are unlikely to complain to the noise polluter let alone make an official complaint to an 
authority (HPA, 2010, p.43). Miller (1971) states that “only a small percentage of those 
who are highly annoyed or disturbed actually register a formal complaint” and cites an 
equation devised by Tracor Staff (1971) that relates to 600 highly annoyed households 
in a community of 1000 households where 200 have complained. World Health 
Organisation (WHO) guidance to local authorities ‘Noise and Health’ advises that:  


15-25% of people identified as ‘highly annoyed’ by noise in social 
surveys are estimated to complain… the number of inhabitants in a 
community exposed to noise affects the number of complaints – and 
probably the importance attached to them by local authorities. (2000, 
p.a12).   


 The WHO (2000) guidance identifies an important aspect of complaints and 
community response. Where a local authority attributes little importance to a complaint it 
is unlikely that a resident will persevere and pursue resolution. Learned helplessness 
and demoralisation, the notion that nothing beneficial will result from any complaint, is a 
further issue that influences complaint statistics. The CIEH Survey of Local Authority 
Noise Enforcement Activity (2013) found that only approximately 6% of all noise 
complaints resulted in any action, either serving a notice, commencement of prosecution 
or some other remedy. Only 46% of local authorities responded to the survey.  


 Contrary to the assertion that people always complain, evidence suggests that it 
is rare for those affected to complain to the polluter or the local authority. A further and 
very serious issue in the UK is the requirement for property owners to declare any formal 
noise complaints on selling their property. This has clear consequences for the final 
selling price and it is understandable that once made aware of the prospect of falling 
house prices in an already turbulent market, potential complainants might be otherwise 
diverted. Where complaints do arise, evidence suggests that a wider problem exists. 


5.0 Conclusions 


 Noise measurements from three separate UK sites, each with the same model of 
single 50kW turbine, found turbine noise with specific intrusive noise characteristics. In 
each case the turbine noise has triggered complaints from local residents. Comparison 
against UK guidance ETSU-R-97 and the lowest attributable noise limit of 35dB LA90 
found that in each case turbine noise was compliant with the limit by a minimum margin 
of 2dB. This included a maximum attributable 5dB penalty for tonality. Noise character is 







a problem particularly with smaller wind turbines as illustrated by the examples at sites 
1, 2 and 3. The presence of noise character increases annoyance. Compliance testing in 
its current form fails to prevent complaints or adverse impact and significantly overlooks 
other character features that contribute to the onset of complaints. The findings from site 
1, 2 and 3 suggest that a revised approach to assessing noise impact, at least for 
smaller wind turbines, is needed. Threshold limits with decibel penalties fail to work in 
their current form. That complaints arise from this type and size of turbine and continue 
to arise in different locations suggests that a much wider problem exists. In the face of 
compliance residents have little recompense for interference with the right to respect for 
private and family life.  
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Summary     
A bylaw has been introduced in the town of Plympton-Wyoming, Ontario,  with the 
intention of restricting levels of wind turbine infrasound (0.1Hz to  20Hz).   Blade pass 
tones greater than 50dB are specified as an indication of excessive infrasound.  These 
tones normally have a fundamental frequency of around 1Hz, where the hearing 
threshold is not well known, but is probably about 130dB.  Restricting an average level 
to 80dB below median hearing threshold is an unusual requirement.   Blade pass tones 
have normally disappeared from the wind turbine spectrum by 10Hz, or lower.  The 
threshold at 10Hz is nearly 100dB  
 
Natural infrasound covers a frequency range from about 0.001Hz to 10Hz, but 
some occurrences produce higher frequencies of short duration.  It was decided 
to look at the overlap region between wind turbine infrasound and other infrasound in 
order to help assess the scientific basis of the Plympton-Wyoming bylaw. 
 
It was found that there is no evidence to support the bylaw. 
 


1. Introduction      
Much time and energy has been expended on assessing infrasound from wind turbines, 
leading to the general result that levels are very low, and not a health problem.  This 
confirms earlier conclusions. (Leventhall 2006)   Attempts which have been made to 
show a link between infrasound and effects on humans are based on higher levels and 
different frequencies, generally tonal, from those generated by wind turbines.   For 
example, Salt and Lichtenhan describe four mechanisms by which infrasound from wind 
turbines might affect people, but do not give frequencies or levels. (Salt and Lichtenhan 
2014) However, on checking the references in the Salt and Lichtenhan paper, Dobie 
showed that all those experimental levels which demonstrated effects were in the 
frequency range 30-50Hz at levels of 80 to 120dB.  (Dobie 2014) Salt and Lichtenhan’s 
paper, although including “wind turbine noise” in the title, is therefore not relevant to the 
actual noise from wind turbines. 
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Tribunals and similar legal hearings in a number of countries have concluded that wind 
turbine A-weighted noise, at agreed criterion levels, is not a cause of serious harm to 
health and this has led objectors to focus increasing attention on infrasound, making 
exaggerated claims about its effects.  We now have a very confused situation in which 
many people hold sincere beliefs about infrasound, but these beliefs are based on false 
information, which they have received from unreliable sources, typically the leading 
objectors to wind turbines.  
 
Infrasound has become the Godzilla of acoustics. 
 
An example is in the town of Plympton-Wyoming, Ontario, which has recently 
introduced limits on infrasound from wind turbines in Bylaw No. 62 of 2014, reproduced 
in Section 9 of this paper, where the most relevant parts of the bylaw are highlighted.    
Source:  http://plympton-wyoming.com/cmsfiles/2014-62.pdf    
 


2. Summary of Bylaw Conditions   
The main requirements to prevent excessive infrasound are given as: 
 
 1. Measurement range is from 0.1Hz to 20Hz. All measurements are inside the 
 complaint buildings.  Comment:  0.1Hz, one cycle in 10 seconds, is a very low 
 frequency 
 
 2. No wind facility shall emit Infra-sound in the frequency between 0Hz and 20Hz.   
 Comment:  This is a very clear statement.  No infrasound at all from wind 
 turbines! 
 
 3. Excessive Infra-sound occurs when measurements identify blade pass tones 
 and their harmonics, present during wind turbine operation, but not present when 
 the turbines are not operating. Comment: This relaxes the previous condition, 
 and focusses attention on blade pass tones, which are typically in the range of 1 
 to 10Hz, or lower.  It is not clear whether the complaint must be specific to 
 infrasound or generally on noise.  For example, are infrasound tests required if a 
 complaint is on audible amplitude modulation? 
 
 4. The limiting levels are when the blade pass tone, or any of its harmonics 
 are at a sound pressure level of 50 dB or more, when energy i s  averaged 
 over a period of one to several minutes or more….. Comment:  The blade pass 
 tones  are limited to 50dB.  A decibel  level should not be specified without also 
 specifying the measurement bandwidth. The measurement period is imprecise. 
 
 5. Additionally, the peaks of the sound pressure exceed this average by10 dB 
 or more.  Comment: how many peaks per measurement period are  permitted? 
 
 6. The difference between C-weighted and A-weighted levels is limited to 15dB 
 at any measurement point, inside or outside an occupied building. The 
 difference between an un-weighted (linear, L) sound level (including infrasound 
 from 0.1 Hz and above) and an A-weighted sound level is limited to 20 decibels 
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 at the  measurement point.  Comment:  It is likely that, in many locations, C-A 
 and L-A  are greater than these limits when the turbines are not operating, due to 
 high levels of natural infrasound around 0.1Hz. 
 
 7. No wind facility shall cause “Infrasonic Barometric Pressure Disturbance “ 
 (IBPD) where any cyclic pressure disturbance having amplitude at any given 
 frequency in the stated frequency range exceeds 2 milli-Pascal's  RMS (0.002 
 Pascal RMS) for a repeatable duration of 10 seconds or more in any 40-
 second period:  Here, given frequency means an identifiable repetition rate, 
 which is continuous for the 10-second measurement, having at least 2 full 
 cycles that exceed +/- 2.828  milli-Pascal peak (=0.002 Pa RMS). The IBPD 
 measurements shall be made with doors and windows closed. Note that 0.002 
 Pascal RMS is equivalent to 40dBZ.   Comment:  The meaning of IBPD is not 
 clear.  If it refers to the pressure pulses generated by the blade passing the 
 tower, then the pulses are the time variation of the sum of the blade tones. 
 The term dBZ is not normally defined down to 0.1Hz.   40dB Linear  down to 
 0.1Hz is likely to be exceeded with turbines off. 
 


3. Reasons behind these conditions.   
 The bylaw states: 
 


 "Infra-sound" means sound with energy in the frequency range of 0-20 Hz.       


 It is often considered to be inaudible for most people unless at a relatively  


 high amplitude but has been shown to be perceived via other senses at lower  


 amplitudes especially for complex non-steady ,non-sinusoidal pressure waves. 


 
The significant part of this statement is that infrasound “has been shown to be 
perceived via other senses at lower amplitudes especially for complex non-steady, 
non-sinusoidal pressure waves.” 
 
Therefore it is necessary to consider whether infrasound at a frequency of  around 1Hz 
and level of 50 – 60dB, is perceived by “other senses”. 
 


4. Perception of infrasound.   
The ear is the most sensitive receptor of  infrasound in the body.  Suggestions that 
infrasound can be felt, but not heard, are incorrect, and are part of the mythology of fear 
which has developed around infrasound. (Leventhall 2006)  Non-auditory perception 
through infrasound-induced body vibration occurs at levels about 30dB above the 
normal hearing threshold, as has been shown by experiments with both hearing and 
profoundly deaf subjects  (Yamada, Ikuji et al. 1983)   Infrasound induced sensation of 
the head occurs at levels well above hearing threshold  (Takahashi and Harada 2007).  
It has also been shown that infrasound just below hearing threshold  is not detected, 
whilst infrasound just above hearing  threshold causes sleepiness. (Landström, Liszka 
et al. 1982, Landström and Byström 1984) (Landström, Lundström et al. 1983) 


 
The effect of infrasound on the hair cells in guinea pig ears has been investigated by 
Salt and Hullar and an outer hair cell (OHC) response was shown to occur at 5Hz for 
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levels below the threshold for hearing perception by the guinea pig  (Salt and Hullar 
2010).  By extrapolating this over a wider low frequency range, based on assumed 
physical processes in the ear, and taking into account relative sensitivities of humans 
and guinea pigs,  Salt proposed a human OHC threshold of 100dB at 1Hz falling at 
40dB per decade (12dB/octave) to 100Hz. However, it is not known whether 
exceedance of the threshold has any adverse physiological effects. As Salt and Hullar 
say in their conclusions:  
 
  The fact that some inner ear components (such as the OHC) may 


  respond to infrasound at the frequencies and levels generated by 


  wind turbines does not necessarily mean that they will be perceived 


  or disturb function in any way. On the contrary though, if infrasound 


  is affecting cells and structures at levels that cannot be heard this 


  leads to the possibility that wind turbine noise could be influencing 


  function or causing unfamiliar sensations.  


 
It is five years since the paper was published, there has been no further clarification of 
this important point.  Perhaps this is because infrasound from wind turbine blade tones 
at residences is generally well below the OHC threshold.  Salt’s outer hair cell threshold 
is therefore not relevant to blade tone infrasound from wind turbines. 
 


5   Infrasound from wind turbines.    
 This has been measured a number of times in recent years, often following pressure 
from objectors.   A selection of measurements is as follows:  
 
UK  (Hayes 2006) 
Canada (Hepburn 2006) 
USA (O'Neal, Hellweg et al. 2011) 
Japan (Tachibana, Yanob et al. 2014) 
USA  (Walker, Hessler et al. 2012) 
Australia  (Evans, Cooper et al. 2013) 
Australia (Hansen, Zajamsek et al. 2014a) (Hansen, Zajamsek et al. 2013) (Hansen, 
Zajamsek et al. 2014b) 
Australia  (Cooper 2014) 
 
 
The analyses have been  mainly in one third octave bands although Walker, Hessler et 
al, and others, have shown very clear narrow band levels.  Fig. 1 is an example.  
(Walker, Hessler et al. 2012) In this spectrum, which is typical of wind turbine 
infrasound, the measurement  bandwidth is 0.05Hz.  
 
The upper trace is external noise from 0.1Hz to 1000Hz.  Blade pass tones are clearly 
visible, in the 1Hz to 5Hz range, on both the external and internal spectra at levels of 
50-60dB, which are well below hearing threshold.  The increase in the internal noise at 
around 10Hz to 30Hz is from building vibration induced by the cyclic pulses from the 
wind turbine.  Recently, S. Cooper has carried measurements which give similar results 
in the blade passing frequency range. (Cooper 2014). 
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6. Complex sounds.   
The bylaw states that infrasound is “perceived via other senses at lower amplitudes 
especially for complex non-steady ,non-sinusoidal pressure waves”.   Here, “other 
senses” means different senses to hearing and “lower amplitudes” means lower than 
the hearing threshold.  However, we are considering tones at around 1 – 5 Hz ,in the 
region of 50dB, where the hearing threshold is about 130dB -105dB.  There is no 
evidence that these low levels in the 1-5Hz region have any effect on humans.  The Salt 
OHC threshold is a potential limit, but this threshold is 100dB at 1Hz.  Therefore the Salt 
threshold does not provide evidence for limiting wind turbine blade tones to the levels in 
the bylaw. 


 
Complex sounds are sounds with a number of components.  It is possible that several 
sounds, which are separately below the hearing threshold, may have combined energy 
which exceeds the threshold.  However, this will not occur for the wind turbine tones of 
around 1Hz and its harmonics, as they are too low in level for their energy to approach 
the threshold.  Wind turbine tones fluctuate in level and anecdotal claims have been 
made of large fluctuations, but published measurements show a fluctuation of the peak 
at about 15dB above the average level (Bray and James 2011).  Other measurements 
have shown a comparable peak fluctuation for infrasound from wind turbines, but also 
noted that, when the turbines are not operating, there is a similar variation in 
background infrasound to that which occurs during wind turbine operation.  (Zajamsek, 
Hansen et al. 2014) 
 
Therefore it is concluded that the  statement in the bylaw referring to non-auditory 
perception is not relevant to blade tone infrasound from wind turbines. 


Fig 1  Shirley Wind Farm Spectra 
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7. Natural and other infrasound   
Levels of infrasound 
which occur from man- 
made sources in 
urban and industrial 
regions, and naturally 
in coastal and isolated 
areas, are similar to 
those from wind 
turbines  (Turnbull, 
Turner et al. 2012).     
Fig 2 shows levels 
measured by Turnbull, 
Turner et al.   The 
straight, sloping upper 
line is 85dBG, which is 
an approximate limit 
for audibility   The 
straight line below this 
is Salt's assumed 
outer hair cell 
threshold.   The lines 
below this are the 


spectra for various infrasound sources.  The natural beach infrasound and the artificial 
city infrasound are greater than the wind farm (WF) infrasound.  All sources, natural and 
man-made exceed the Salt threshold at the higher end of the infrasound region.  Note 
that the wind farm measurements are at only 100m and 200m from the wind farm and 
will be lower at normal separation distances.  


Measurements  at proposed windfarm  sites have  shown that third octave  background 
low frequency sound  levels increase when hub height wind speeds are at the turbine 
design value (Guldberg 2012).  These low frequency background levels are similar to, 
or greater than, the predicted low frequency wind turbine noise at neighbouring 
properties and are also below the normal hearing threshold.  Other current work has 
shown that at distances of 1.8km and 2.7km from the Macarthur wind farm in Australia, 
which has 145 turbines, there is no difference in infrasound levels from before 
construction to when the wind farm is operating.  (Evans 2013).  Infrasound from wind 
turbines can be extracted from background noise up to around 10km  from the wind 
turbines,  but this requires complex equipment and processing and does not imply that 
infrasound is significant at 10km.(Styles , England et al. 2005)   


Natural infrasound in the region of 0.2Hz is a common occurrence, originating in  
microbaroms1.  For example, microbarom 6 hour averages are in the region of 70 to 
90dB. (Waxler and Gilbert 2006),  whilst Shams shows microbarom power spectral 


                                            
1 Microbaroms are  infrasonic waves which are generated by  marine storms, when ocean 


surface waves radiate energy into the atmosphere.  The waves have a frequency of about 
0.2Hz (5 second period) and propagate for thousands of kilometres through the atmosphere, so 
that they are detected over land. 
 


 
Measurements of infrasound (SONUS)
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Fig 2 Measurements of infrasound (Turnbull, Turner 
et al 2012).   The top green line Is an 85dBG curve.   
The lower brown line parallel to this is the Salt 
threshold for outer hair cell activity. 
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density as high as 120dB at 0.2Hz.  (Shams, Zuckerwar et al. 2013).  We are not 
affected by this natural infrasound, which is at higher sound pressure levels than the 
wind turbine infrasound at 0.2Hz.  The whole body vibration frequency which is most 
sensitive for production of motion sickness is about 0.2Hz (Kennedy, Allgood et al. 
1987). Consequently, it has been suggested that 0.2Hz infrasound is especially noxious 
to humans, (Schomer, Erdreich et al. 2013), but the wide occurrence of microbaroms at 
higher levels than from wind turbines, at similar frequency to the sound from wind 
turbines, makes this unlikely.  Additionally, we produce high internal levels of 
infrasound, originating in heartbeat, breathing etc.   (Leventhall 2013). 


A common source of infrasound is from walking or jogging, as the resulting body 
movement leads to changes in the height of the ear.   Walking exposes us to infrasound 
at about 1Hz at a level of around 75dB  (Stead, Cooper et al. 2014).  This is greater 
than that from wind turbines at 1Hz. 


 


8  Conclusions.   
Science does not support the conditions in the Plympton-Wyoming bylaw, which is 
largely aimed at restricting blade passing tones.  There is no evidence that the very low 
level of blade passing tones affects humans, whilst there is evidence that it does not. 
 
The bylaw only serves to discredit the Town Councillors who adopted it, and those who 
advised them in its development. 
 


9. Appendix  
CORPORATION  OF THE TOWN OF PLYMPTON-WYOMING BY-LAW Number 62 of 2014 
Being a by-law to provide for the regulation of wind turbine noise within the Town of Plympton-
Wyoming 
 
WHEREAS section 9 of the Municipal Act, 2001, S.O.  2001, c. 25, as amended, provides that a 
municipality has the capacity, rights, powers and privileges of a natural person for the purpose of 
exercising its authority under this or any other Act; 
 
AND WHEREAS subsections  11 (2) and 11 (3) of the Municipal Act, 2001 provides that a municipality 
may pass by-laws respecting: in paragraph 5 of s.11 (2), Economic, social and environmental well-
being of the municipality; in paragraph 6 of s.11  (2), Health, safety and well-being of persons; in 
paragraph 7 of s.11 (2), Services and things that the municipality is authorized to provide under 
subsection (1 );  in paragraph 
8 of s.11 (2), Protection of persons and property; in paragraph 9 of s.11 (3), Animals;  in 
paragraph 7 of s.11 (3), Structures including fences and signs; 
 
AND WHEREAS subsection  14(1) of the Municipal Act, 2001 provides that a by-law is without effect 
to the extent of any conflict with, (a) a provincial or federal Act or a regulation made under such an 
Act; or (b) an instrument of a legislative nature, including an order, licence or approval, made or 
issued under a provincial or federal Act or regulation; 
 
AND WHEREAS subsection  14(2) of the Municipal Act, 2001 provides that, without restricting the 
generality of subsection 14( 1) of the Municipal Act, 2001, there is a conflict between a by-law of a 
municipality and an Act, regulation or instrument described in that subsection if the by-law frustrates 
the purpose of the Act, regulation or instrument. 
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AND WHEREAS section 128 of the Municipal Act, 2001 provides that a municipality may prohibit and 
regulate with respect to public nuisances, including matters that, in the opinion of Council are or could 
become public nuisances; 
 
AND WHEREAS section 129 of the Municipal Act, 2001 provides that, without limiting sections 9 and 
10 of the Act, a municipality may: (a) prohibit and regulate with respect to noise, vibration, odour, dust 
and outdoor illumination, including indoor lighting that can be seen outdoors; and (b) prohibit the 
matters described in clause (a) unless a permit is obtained from the municipality for those matters 
and may impose conditions for obtaining, continuing to hold and renewing the permit, including 
requiring the submission of plans; 
 
AND WHEREAS  in the opinion of Council of the Corporation of the Town of Plympton- Wyoming, 
certain kinds of noise are or could become a public nuisance; 
 
AND WHEREAS section 444 of the Municipal Act, 2001 provides that the municipality may make an 
order requiring the person who contravened the by-law or who caused or permitted the contravention 
or the owner or occupier of the land on which the contravention occurred to discontinue the 
contravening activity, and any person who contravenes such an order is guilty of an offence; 
 
AND WHEREAS section 447.8 of the Municipal Act, 2001 provides that a by- 
law of a municipality made under this or any other Act may, 
(a) adopt by reference, in whole or in part, with such changes as the council considers appropriate, 
any code, standard, procedure or regulation as it stands at a specific 
date, as it stands at the time of adoption or as amended from time to time; and 
(b) require compliance with any code, standard, procedure or regulation so adopted; AND WHEREAS 
the people have a right to and should be ensured an environment free from unusual, unnecessary, or 
excessive sound (i.e. noise) or vibration which may degrade the quality and tranquility of their life or 
cause nuisance; and 
 
AND WHEREAS  it is the policy of the Council to reduce and control such noise or vibration; 
 
NOW THEREFORE,  the Council of the Corporation of the Town of Plympton• Wyoming enacts as 
follows: 
 
Interpretation 
 
In this by-law: 
 
"A-weighted Sound Pressure Level" means the Sound Pressure Level modified by application of an A-
weighting network.   It is measured in decibels, A-weighted, and denoted "dBA"; 
 
"A-weighting" means the frequency weighting characteristic as specified in the International 
Electrotechnical Commission (IEC) Standard 61672, and intended to approximate the relative 
sensitivity of the normal human ear to different frequencies (pitches) of sound.  It is denoted as "A"; 
 
"Decibel" means a dimensionless  measure of Sound Level or Sound PressureLevel, denoted as dB; 
 
"Equivalent Sound Level" is the value of the constant sound level which would 
result in exposure to the same total A-weighted energy as would the specified time• varying sound, if 
the constant sound level persisted over an equal time interval. It is denoted Lcq and is measured in 
dB A-weighting (dBA); Other weightings including un-weighted time varying sound can also be 
expressed as equivalent sound levels. 
 
 
"Infrasonic Barometric Pressure Disturbance" (IBPD) refers to Barometric Pressure  Disturbances 
inside any home in the frequency range of from 0.2 Hz to 20Hz. 
 
"Infra-sound" means sound with energy in the frequency range of 0-20 Hz.  It is often considered to 
be inaudible for most people unless at a relatively high amplitude but has been shown to be perceived 
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via other senses at lower amplitudes especially for complex non-steady,  non-sinusoidal pressure 
waves. Modern utility scale wind turbines produce an infrasonic blade passage tone typically centered 
at a frequency of 1    Hz or lower. [E.G. a wind turbine with hub rotation of 10 rpm would have a blade 
pass frequency of 0.5 Hz.]  The most significant noise inside of a dwelling occurs from tones produced 
by the rotating blades of the wind turbine in the frequency range between 0.25 Hz and 10 Hz.  Most 
of this energy is below 3 Hz with sound pressures increasing as frequency decreased down to the 
blade pass frequency. 
 
"Inhabitants"  means one or more persons who reside in the Town of Plympton• Wyoming; 
 
"Low Frequency Noise"  (LFN) refers to sounds with energy in the lower frequency range of 20 to 200 
Hz. 
 
"Municipality" means the geographic area whose Inhabitants are incorporated as the Corporation of 
the Town of Plympton-Wyoming; 
 
"Noise"  means unwanted sound;  "Proponent" means a person who has been issued a Renewable 
Energy Approval for a Wind Facility; 
 
"Renewable Energy Approval or REA" means an approval authorizing the construction, installation, 
operation, use and retiring of a Wind Facility, issued pursuant to section 47.5 of the Environmental 
Protection Act, R.S.O. 1990, Chapter E.19; 
 
"Sound" is an oscillation in pressure, stress, particle displacement or particle velocity, in a medium with 
internal forces (e.g. elastic, viscous), or the superposition of such propagated oscillations, which may 
or may not cause an auditory sensation; 
 
"Sound Level" means the A-weighted Sound Pressure Level; 
 
"Sound Level Limit" is the limiting value described in terms of the one hour A• 
weighted Equivalent Sound Level; 
 
"Sound Pressure" means the instantaneous difference between the actual pressure and the average 
or barometric pressure at a given location. The unit of measurement is the micro pascal (µPa); 
 
"Sound Pressure Level" means twenty times the logarithm to the base 10 of the ratio of the effective 
pressure (µPa) of a sound to the reference pressure of 20 
µPa; 
 
"Wind Facility" means a renewable energy generation facility at which wind is used to generate 
electricity through the use of one or more Wind Turbines and associated infrastructure; 
 
"Wind Turbine" means (a) the structure that supports an electrical generator used to convert wind 
energy into electricity, (b) the electrical and mechanical 
equipment, including electrical generators, used to convert wind energy into electricity, and (c) the 
based and foundation to which the structure mentioned in clause (a) is attached; 
 
2.  Regulation 
 
(a) A Proponent shall ensure that a Wind Facility for which the Proponent has been issued an REA, 
is operated in compliance with the REA, specifically the Sound Level Limits stated in the REA. 
 
(b)  A Proponent shall submit an electronic copy of final versions of the following to the clerk of the 
Municipality at the same time as it is being submitted to an office of the Ontario Ministry of the 
Environment: 
 
(i)  Acoustic Audit Report -  lmmission, if one is required by an REA issued to the Proponent for a 
Wind Facility; 
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(ii) Acoustic Audit Report-  Emission, if one is required by an REA issued to the Proponent for a 
Wind Facility; 
 
(iii)  A record of any complaint alleging an Adverse Effect due to noise caused by the operation of a 
Wind Facility operated by the Proponent pursuant to an REA, if such record is required to be created 
and provided to an office of the Ontario Ministry of the Environment by the REA. 
 
(c) A Proponent shall provide the clerk of the Municipality with a toll-free number and email address 
for noise complaints at least 60 days prior to generating electricity for the first time, at the Wind 
Facility for which the Proponent has been issued an REA.


(d) No Wind Facility shall make, cause or permit the emission of Infra-sound in the frequency between 0 
Hz and 20 Hz.  Infra-sound is deemed to be excessive when measurements  inside of dwellings, using 
instruments suitable for sound pressure measurements  at frequencies of 0.1 Hz to 20 Hz identify blade 
pass tones and their harmonics, present during wind turbine operation, when the following conditions are 
present and limits are exceeded: 
 
i)   Tests inside a dwelling at locations associated with complaints show that there is a tone at the blade 
pass frequency (or its harmonics) during periods of wind turbine operation that are not present when 
wind turbines are not operating confirms the presence of wind turbine blade pass tones and/or 
harmonics. 
 
ii) If the blade pass tone, or any of its harmonics, produce a sound pressure level of 50 dB or more when 
energy averaged over a period of one to several minutes or more, and, 
 
iii) The crests (peaks) of the sound pressure exceed this average by 10 dB or more. 
 
 
(e) No Wind Facility shall make, cause or permit the emission of LFN, where the difference between a C-
weighted sound level and an A-weighted sound level is greater than 15 decibels at any measurement 
point inside or outside an occupied structure, or the difference between an un-weighted sound level 
(including infrasound from 0.1 Hz and above, using an instrument rated to measure infrasound down to 
0.1 Hz) and an A-weighted sound level is greater than 20 decibels at any such measurement point. 
 
 
(f) No Wind Facility shall make, cause or permit IBPD, where any cyclic pressure disturbance having 
amplitude at any given frequency in the stated frequency range exceeds 2 milli-Pascal's  RMS (0.002 
Pascal RMS) for a repeatable duration of 10 seconds or more in any 40-second period: 
 
 
i) Given frequency: Means an identifiable repetition rate, which is continuous for the 10-second 
measurement, having at least 2 full cycles that exceed +/- 
2.828  milli-Pascal peak (=0.002 Pa RMS). The IBPD measurements shall be 
made with doors and windows closed. Equivalence: 0.002 Pascal RMS is equivalent to 40dBZ. 
 
 
(ii) Measurement Approach:  Micro-Barometer transducers may be used in conjunction with modern 
digital Oscilloscopes and Spectral Analysis equipment to perform this measurement. Some special 
purpose microphones may also be used (Infrasonic microphones). Standard noise measurement meters 
cannot generally be used to make this measurement. 
 
(iii) Source Identification: The source of IBPD can be identified as required by incorporating Cross-
Correlation  techniques available in modern spectral analysis equipment, in conjunction with optical or 
other correlation devices or remote transducers. 
 
 
(g) Without limiting the generality of the foregoing, no Wind Facility shall emit or cause or permit the 
emission of a nuisance resulting from any act listed herein, within the geographical  limits of the Town of 
Plympton-Wyoming,  except as permitted by Section 3.
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(h) The Wind  Facility  and  associated   equipment   shall,  at all times,  conform  to Ministry  of 
Environment    Noise  Guidelines.   An analysis,   prepared   by a qualified acoustician, shall  be presented   
to demonstrate    compliance   with  these  noise standards and be consistent   with  all Ministry  of the  
Environment   Noise Guidelines   then  in force. 
3.   Exemptions Granted by the Municipality 
 
(1) Application to the Municipality 
 
Notwithstanding anything contained in this by-law, any person may make application to the Municipality 
for an exemption from any of the provisions of this by-law with respect to any source of sound and the 
Municipality may refuse to grant any exemption or may grant the exemption applied for or any exemption 
of lesser effect and any exemption granted shall specify a time period during which it is effective and 
may contain such terms and conditions as the Municipality deems appropriate. 
 
(2) Details of Application to the Municipality 
 
The application mentioned in subsection (1) shall be made in writing, in the form attached as Schedule 1,     
and shall contain: 
 
 
(a) The name,  address and telephone number of the applicant; 
(b) A description of the source and location of sound in respect of which exemption is sought; 
(c) A statement of the particular provision or provisions of this by-law from which the exemption is sought; 
(d) The period of time, of a duration not in excess of six months, for which the exemption is sought; 
(e) The reasons why the exemption should be granted; 
(f)  A statement of the steps, if any, planned or presently being taken to bring about compliance with the 
by-law; 
 
(3) Breach 
 
Any breach of the terms or conditions of an exemption granted by the Municipality that is caused or 
permitted by the applicant shall render the exemption null and void. 
 
4.     Severability 
 
If a court of competent jurisdiction  should declare any section or part of a section 
of this by- law to be invalid, such section or part of a section shall not be construed as having persuaded 
or influenced Council to pass the remainder of the by-law 
and it is hereby declared that the remainder of the by-law shall be valid and shall remain in force. 
 
 
s.    Offence and Penalties 
 
(a) Every person who contravenes any provision of this by-law is guilty of an offence. 
 
(b) A person who is convicted of an offence under this by-law is liable, for each day or part of a day that 
the offence continues, to a minimum fine of $500 and a maximum fine of $10,000, and the total of all 
daily fines may exceed 
$100,000. 
 
(c) A person who is convicted of an offence under this by-law is also liable to pay all reasonable costs 
incurred by the Municipality in conjunction with
obtaining   the conviction   of that  person.   With  respect  to the costs  of acoustical   testing  performed   
to obtain  the  conviction,    the costs  will only  be considered reasonable   if the acoustical   testing  
was  performed   under  the supervision  of an engineer   licensed  to practice  engineering   in the  
Province of Ontario  who  meets  the definition   of Acoustical   Consultant   set out  in the REA  for the  
person's  Wind  Facility; 
(d)  The court in which the conviction has been entered and any court of competent jurisdiction 
thereafter may make an order prohibiting the continuation or repetition of the offence by the person 
convicted, and such order shall be in addition to any other penalty imposed on the person convicted. 
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6.    Enforcement 
 
This by-law shall be enforced by a By-law Officer of the Town of Plympton• Wyoming in accordance with 
Part Ill of the Provincial Offences Act, R.S.O. 1990, c.P.33. 
 
A By-law Officer may enter on land at any reasonable time for the purpose of carrying out an inspection 
to determine whether or not this bylaw is being complied with. Entry to any place actually being used as 
a dwelling unit shall be subject to the requirements of the Municipal Act, 2001, as amended. 
 
7.   This by-law may be referred to as the Wind Turbine Noise By-Law. 
 
a.  This by-law 37 of 2014 be withdrawn and that all other by-laws or parts of by-laws 
inconsistent with this by-law are hereby repealed. 
 
9.    This by-law shall come into full force and effect on the date of the final passing thereof. 
 
Read a first and second this 24th day of September, 2014. 
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Summary   


The use of cumulative wind farm noise conditions is discussed in good practice guidance 
issued by the Institute of Acoustics. Despite an increase in the number of assessments which 
require consideration of cumulative noise, the use of cumulative conditions is still relatively rare. 
The use of such conditions has the potential to unlock ‘noise budget’ which has been allocated 
to wind farm schemes which do not need it. There are however a number of concerns relating 
to the practicality of such conditions and their ability to meet the key acoustic and planning 
requirements of a condition, whilst also being workable in practice. 
 
This paper discusses some of the strengths and weaknesses of cumulative noise conditions 
and provides an example of how a cumulative noise condition might work. Ultimately, operators 
seeking to comply with a cumulative noise condition may need to be able to react first to noise 
complaints and will need to ensure that they have the flexibility to be able to react to changes in 
noise the output from other nearby turbines, should this occur. The complexity and inherent 
risks associated with cumulative conditions will mean that such conditions are only viable on 
certain wind farm schemes where a new operator is confident that there is noise budget 
available. Given the disadvantages of cumulative conditions it may be prudent for applicant to 
seek other ways to derive suitable noise limits if more straightforward options are available. 
 
The use of cumulative noise conditions may still be desirable, in certain circumstances, to 
enable the maximisation of electricity generation whilst still ensuring the protection of residents 
and other wind farm operators. With relatively few examples of cumulative noise conditions in 
England, Scotland and Wales there is no widespread agreement on how such a condition 
should be constructed. As with all wind farm noise conditions, the exact wording of any 
cumulative noise conditions will need to be very carefully considered to ensure that they are 
robust and enforceable. 


1. Introduction In England, Scotland and Wales an increasing number of wind farm noise 


assessments involve consideration of cumulative noise impact. The relevant guidance for wind 
farm noise assessments in the UK, ETSU-R-97 ‘The assessment and rating of noise from wind 
farms’ i provides some guidance on cumulative issues. Notably, ETSU-R-97 states that the 
noise limits that it suggests should relate to total wind turbine from all developments in an area. 


The brief discussion of cumulative noise assessment in ETSU-R-97 was perhaps appropriate 
given the scale of the wind energy industry at the time of writing and may also have reflected 
most people’s views on the likely number of wind farm developments that would be proposed in 
the future.  
 
Notwithstanding the scale of the industry in the mid 1990’s cumulative wind farm noise started 
to become more important as the number of wind farm developments increased and the 
proximity to neighbouring wind farms assumed increasing importance. To put this rising 
relevance of into some context Figure 1 shows, for each year since 2006, the proportion of 







ETSU-R-97 assessments undertaken by TNEI Services which required consideration of 
cumulative noise. 
 
Figure 1 – Proportion of ETSU-R-97 assessments requiring consideration of cumulative noise 


 
 
At the Institute of Acoustics third meeting dedicated to wind farm noise, held in 2007, Jiggins 
and Mckenzieii discussed how cumulative noise could be predicted, taking account of directivity 
and presented some solutions on how noise related planning conditions could take account of 
cumulative impacts.  
 
In May 2013 the Institute of Acoustics (IOA) published ‘A good practice guide to the application 
of ETSU-R-97 for the assessment and rating of wind turbine noise’iii (GPG). The GPG presents 
guidance on the application of ETSU-R-97 and has been endorsed by the IOA Council and 
Governmentiv. Section 5 of the GPG provides detail on how cumulative noise impacts should be 
assessed and also provides several potential ways of resolving cumulative noise issues and 
approaches to deriving noise related planning conditions. 
 
The GPG reiterates that the noise limits established using ETSU-R-97 during the development 
process relate to total wind farm noise for all the wind turbines in an area. This total noise limit 
can be considered to represent the ‘noise budget’. 
 
In certain instances the entire noise limit is effectively allocated to a single development, 
regardless of whether that development is likely to use it all, and this process can mean that 
there is no noise budget available for subsequent developments in the area. The GPG 
suggests several approaches which can be used to derive noise limits which ensure that the 
total noise limit is not exceeded. 
 
One approach to setting noise limits presented in the GPG is the concept of cumulative 
conditioning. The use of such conditions effectively places responsibility for cumulative noise 
impacts on the operator of the new development (i.e. the new wind farm operator would need to 
ensure that total wind turbine noise levels, including the contribution of any existing turbines, 
will meet the limits). The GPG states (in paragraph 5.7.5): 
 
‘...it has been suggested that a planning condition could be constructed that places cumulative 
impacts responsibilities on any subsequent wind farm developers, i.e. if noise levels from the 
existing wind farm increase (but are maintained within the existing wind farm’s noise conditions) 
then noise levels from the second wind farm will have to reduce in compensation to ensure that 
cumulative noise limits are not breached.’ 
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The GPG acknowledges that drafting of such conditions may be complex and that it may be 
difficult for such conditions to meet the legal requirementsv of planning conditions in England, 
Scotland and Wales. 
 
Since the GPG was published, cumulative conditions have been suggested for a number of 
wind turbine developments and the response of decision makers and key consultees has been 
mixed. This paper will examine some of the concerns that have been raised and look put these 
into the context of an outline cumulative condition. 
 
Whilst this paper is written with cognisance of the acoustic and planning guidance in England, 
Scotland and Wales it may be relevant in other countries where guidance is based on similar 
principles.  
 


2. When might a cumulative condition be desirable 


The GPG presents a number of approaches which can be used to resolve cumulative issues, 
some of which are more complicated than others. The best approach can vary depending on 
the wording of any existing conditions and the stage at which the proposed scheme(s) are at in 
the planning process. With ‘standard’ noise related planning conditions (like the example 
condition included in Annex B of the GPG) now spanning several pages there is often an 
appetite to choose the most straightforward approach available. In some instances however a 
simple, GPG compliant approach is not available or would constrain the size / operation of a 
proposed wind farm. 


 
There can be situations where a developer of a new scheme (wind farm B) is confident that an 
existing operational development (wind farm A) is operating well within its own noise limits, for 
example predictions or compliance monitoring might suggest it is using 36dB of a 40dB limit (all 
references in this paper relate to 10 minute LA90 values unless otherwise stated). Predicted 
noise for wind farm B suggests noise from the new turbines will be 32dB. Accordingly, 
predictions of the likely cumulative level (calculated as part of the planning application) suggest 
that total cumulative noise will be 37.5dB (assuming that the receptor can be downwind of both 
schemes simultaneously). 
 
In this example, predictions of the likely cumulative noise are below the noise limit, however 
any noise limits will need to accord with the one of the key objectives set out in the GPG (as 
expressed in summary box 21): 
 
‘Whenever a cumulative situation is encountered, the noise limits for an individual wind farm 
should be determined in such a way that no cumulative excess of the total ETSU-R-97 noise 
limit would occur’. 
 
One way to achieve this aim would be to set noise limits at least 10dB below the limit given to 
wind farm A. This would mean that even if wind farm A were to use its full noise limit wind farm 
B would have a negligible impact1  on the ability of wind farm A to meet it’s own limits; 
cumulative noise levels would also still be within the total ‘noise budget’. Some would argue 
that there might be difficulties in demonstrating compliance with a limit which is potentially set 
below the existing background noise levels, this is discussed further in Section 3. Adoption of 
the minus 10dB approach may also prevent full usage of the ETSU-R-97 limit so it is not 
necessarily the best approach to maximise power generation. 
 
Figure 2 illustrates the scenario described above and it can be seen predicted noise for wind 
farm B exceeds the Noise Limit Minus 10dB. To mitigate the exceedance it would be necessary 


                                            
1
 On the basis that 40dB + 30dB = 40.4dB and that the increase of 0.4dB is unlikely to be perceptible or 


measureable in the field. 







to reduce noise from Wind Farm B (potentially reducing the number of turbines or meaning that 
the turbines would need to operate in a low noise mode for a proportion of the time), this 
despite the fact that both wind farms could operate concurrently and meet the ETSU-R-97 limit.  
 
Figure 2 – Cumulative Noise Scenario 


 


 
In this scenario, a cumulative condition could be considered as it would maximise the 
generation of energy whilst also protecting noise sensitive receptors by ensuring that the 
appropriate noise limit is met.  
 
All the examples presented in this paper assume, for simplicity, that the property being 
considered is simultaneously downwind of both wind farm A and wind farm B; but for some 
properties this will not be the case. Where a property is it between two wind farms it can further 
reduce the proportion of the noise limit that the operational wind farm A can use for a given 
wind direction, potentially making more of the noise budget available for wind farm B. Whilst a 
series of ‘upwind’ and ‘downwind’ noise limits have sometimes been used to account for this 
fact, the use of a cumulative condition would provide maximum flexibility for operators to make 
the most of any directivity attenuation which is occurring at key properties.  
 


3. Key considerations        


Whilst the principle behind cumulative conditions has merit, concerns have been expressed 
regarding the enforceability of conditions. For such a condition to be usable it would need to 
satisfy both the relevant planning and acoustic requirements and also be workable in practice. 
The three requirements are very much interlinked and are discussed in turn below.                   
                                                    
3.1 Planning requirements In England and Wales planning conditions must meet the tests set 
out in the National Planning Policy Statementvi, whilst in Scotland they must satisfy the same 
tests which are set out in Circular 4/1998 ‘The use conditions in planning permissions’vii . 
Conditions should be: 


• Necessary; 


• Relevant to planning; 


• Relevant to the development to be permitted; 







• Enforceable; 


• Precise; and 


• Reasonable in all other respects. 


Whilst the tests contained within the NPPF and Circular 4/1998 are the same, the later provides 
significantly more detail on their meaning so has been referenced, where appropriate, below. 


Circular 4/98 explains that ‘Sometimes a condition will be unenforceable because it is in 
practice impossible to detect an infringement’, this is a concern which is sometimes raised 
regarding cumulative conditions and this will be discussed further in Section 3.2. 


The circular also notes that ‘It is unreasonable to impose a condition worded in a positive form 
which developers would be unable to comply with themselves, or which they could comply with 
only with the consent or authorisation of a third party’. Clearly, this could be a significant 
limitation of a cumulative condition given that total wind turbine noise levels will be influenced 
by turbines operated by one or more third parties. One potential way to alleviate this limitation 
is to have a ‘backstop position’ which, if satisfied, would demonstrate that the proposed 
development was not contributing to the exceedance of the ETSU-R-97 noise limits. This could 
be achieved by adopting a backstop position requiring the development to operate 10dB below 
the ETSU-R-97 limits. 


3.2 Acoustic requirements Determining the specific noise from a wind farm development can 
be difficult, particularly when noise from the wind turbines is low at a location where 
background noise levels are high or where the site specific noise limits are set below the 
average background noise level. This is recognised in the IOA GPG Supplementary Guidance 
Note 5 which notes: 


 
‘...where the shut-down noise approaches the operational noise, the level of shut-down noise 
has an increasing effect on the calculated turbine noise such than when the difference between 
the two is 3 dB or less, it may no longer be appropriate to use this correction [subtracting noise 
measured with the turbines off from noise with the turbines on to determine the specific noise] 
with any degree of accuracy and some other method of determining turbine noise in the 
presence of high levels of background noise may need to be agreed with the planning 
authority.’ 
 
As more planning conditions are set based on limits which are set below the total ETSU-R-97 
noise limits, the issue of being able to accurately determine the specific noise will become 
increasingly important. This is not however an issue specific to cumulative conditions, for 
example, ETSU-R-97 suggested that where turbine noise was below 35dB at the nearest 
properties (at wind speeds up to 10m/s at 10m height) a flat limit of 35dB could be applied at all 
wind speeds regardless of background noise levels. Compliance with this flat 35dB limit this 
can be difficult to verify in areas where background noise is high. The SGN does go on to 
suggest one solution to this issue: 
 
‘In such cases where noise limits are less than ETSU-R-97 limits (e.g. apportionment of noise 
impacts due to cumulative impacts) compliance measurements may need to be undertaken in 
closer proximity to the wind farm to ensure background noise levels do not unduly influence the 
readings.’ 
 
It is however not clear how this would fit in with most modern conditions, some of which 
specifically request compliance monitoring at the complainants property. Furthermore, even if 
the specific noise levels at an agreed proxy location could be determined, most modern 
conditions do not specify how those levels would be extrapolated to the nearest properties to 
enable comparison with the noise limits. This is an area which may benefit from further 
discussion but again, it is not specific to cumulative conditions. 
 







SGN5 also notes that: 
 
‘In the event that the typical background noise is greater than the turbine noise limit, and if the 
additional contribution of the turbine noise to the prevailing background is difficult to discern 
with confidence from the data, then it is likely that compliance with the ETSU-R-97 limits would 
be demonstrated.’ 
 
In a situation where there is no difference between measurements made with and without the 
turbines operating it may therefore be reasonable to assume that the contribution of those 
turbines is 10dB below the total measured noise level (it is however worth noting that, 
depending on the levels of background noise this is not necessarily the same as being 10dB 
below the ETSU-R-97 noise limit). 
 
The question has been raised as to whether it is necessary for an operator to be able to 
determine the specific noise from other developments in the area. Whilst this might be useful 
information to have, it may not be readily available as other operators are unlikely to be willing 
to turn their turbines off to enable the calculation of the specific noise. Assuming that is it not 
possible to determine the specific contribution of the other turbines in the area consultants may 
need to make the cautious (and potentially unrealistic) assumption that all noise measured 
during compliance monitoring is turbine noise. 
 
Figure 3 illustrates potential results of compliance monitoring using the example numbers 
presented in Figure 2. The graphs shows that total noise (background noise plus noise from all 
the turbines) meets the noise limit and compliance monitoring, should it be required, may not 
need to include a correction for background noise.  
 
Figure 3 – Compliance Monitoring Scenario


 


 
The first scenario is based on a location where likely cumulative noise levels are well below the 
noise limits (there was a minimum margin between predicted levels and the noise limit of 2.7dB 
in Figure 2). It is worth exploring a situation where the margin is much smaller. Figure 4 shows 
another Cumulative Noise Scenario where noise from Wind Farm A is 2dB higher. 
 







Figure 4 – Cumulative Noise Scenario 2


 


 
The Likely Cumulative Noise level is still within the ETSU-R-97 Noise Limit so when it is 
assessed against the guidance in ETSU-R-97 it would be considered acceptable, but would a 
cumulative condition be appropriate in this case? 
 
Figure 5 shows results which could be expected during a compliance monitoring assessment 
 


Figure 5 – Cumulative Noise Scenario 2


 


The graph shows that in this scenario, Total Noise exceeds the noise limit. Typically operators 
would then repeat the monitoring with the turbines switched off to determine the specific noise 
but the operator of Wind Farm B may only be able to turn their own turbines off. In this instance 
that additional monitoring shows that Wind Farm B is having an influence as demonstrated by 







the difference between the light blue and the orange lines. The Wind Farm B operator may not 
however be able to determine the exact contribution of the background noise so it can not apply 
the background noise correction. In this scenario the operator of Wind Farm B may need to 
accept that there is an exceedance of the cumulative condition.  
 
To mitigate the exceedance the operator of Wind Farm B would need to reduce the noise 
emitted by its turbines until total noise drops below the noise limit. In reality this mitigation may 
not actually be required (as it may be background noise that is causing the exceedance) but 
this is a potential risks for an operator who accepts a cumulative condition. 
 
It may be that the exceedance is being caused by the operation of Wind Farm A and that, as a 
result, there is no amount of mitigation that the operator of Wind Farm B can employ that will 
enable them to meet their cumulative noise limit. This is another potential risk involved with the 
adoption of cumulative conditions and it would also potentially fail the planning test of 
reasonableness as the condition would be relying on the actions of a third party over whom the 
operator has no control. 
 
It has been suggested that the condition could include a ‘back stop position’ which could be 
adopted in the event that it is not possible to demonstrate cumulative compliance with the 
ETSU-R-97 limit. This could involve Wind Farm B seeking to demonstrate that it can comply 
with the ETSU-R-97 noise limit minus 10dB. If the operator was able to demonstrate that there 
was no difference between measurements made with and without their turbines on it may be 
reasonable to assume that they must be operating at least 10dB below the measured noise 
level and would therefore be having a negligible effect. 
 
3.3 Practical requirements 


Aside from the practicality of the acoustic elements of cumulative conditions, planning 
conditions need to be workable from the operators perspective. Many wind energy projects are 
financed by third parties and, understandably, most financial bodies are very risk adverse. 
During due diligence work it is likely that funders will investigate all potential ‘what if’ scenarios, 
if there is a cumulative condition with a backstop position a funder will be keen to ensure that 
the project is still viable should the development need to comply with the backstop position. 


 
The ability of the development to operate at the backstop position is therefore an important 
consideration for the developer and, once again, there is a potential cross over into the 
planning requirements. Circular 4/98 states: 
 
‘Avoidance of Onerous Requirements 
Even where a condition would not be so unreasonably restrictive as to be ultra vires... For 
example, a condition which ... which would obviously make it difficult to finance the erection of 
the permitted building by borrowing on mortgage, should be avoided on these grounds.’  


Ultimately it is not the role of acousticians to determine whether a proposed development is 
financially viable but clearly it is something that developers should consider carefully before 
proposing, or accepting, a cumulative noise condition. 


4.0  Review of case recent case law  


Since the IOA GPG was published there have been two Public Inquiries where cumulative 
conditions have been discussed in detail whilst a decision for a third site which is referenced in 
the IOA GPG has been issued. Each of the three sites is discussed briefly below. 
 
4.1 Rowantree Wind Farm This wind farm was referred in the IOA GPG as an example of 
where a cumulative condition was proposed but the decision was pending. The decisionviii was 
issued in 2013 at which time the appeal was dismissed and planning permission refused. 







Notwithstanding the decision, the Reporter had put forward a schedule of planning conditions 
for the Scottish Ministers to use should they choose to act against his advice and allow the 
appeal. The conditions included a cumulative noise condition about which the Reporter noted:  
 
‘In summary, in the very narrow range of circumstances that apply at Threeburnford, it would be 
possible to isolate the specific noise from Rowantree or Toddleburn. The proposed noise 
condition would therefore be reasonably necessary, precise, enforceable and reasonable.’ 
  
4.1 Sneddon’s Law This consented wind farm is to be located close to the operational Whitlee 
Wind Farm. The wind farm was originally consented in June 2012 with limits set based on the 
ETSU-R-97 noise limits (which has already been allocated to Whitlee Wind Farm) minus 10dB.  
 
In March 2013, an application was made to remove several noise conditions and replace them 
with alternatives which included a cumulative noise condition. In October 2014 the appeal was 
allowed and the decision noticeix contained extensive commentary on several of the planning 
and acoustics considerations discussed in Section 3. The reporter commented that it might be 
difficult to demonstrate that a development was operating 10dB below the full ETSU-R-97 noise 
limits and questioned the robustness of undertaken measurements at a proxy location and 
using this to determine compliance with limits set at a property further away.  
 
The decision notice also ponders whether the cumulative noise limit should relate to total noise 
(noise from all the turbines plus background noise or just the noise from the turbines), the 
validity of the later approach seemingly being dependant on whether it would be possible to 
arrange a shutdown of all the turbines in the area to determine background noise levels (thus 
allowing the calculation of noise from the turbines only). 
 
The situation at Sneddons Law is perhaps somewhat unique as owing to the nature of the 
application the Reporter was not considering the acceptability of the scheme but instead which 
noise conditions should be used on a scheme which was already consented. Ultimately the 
Reporter concluded that: 
 
‘the revised condition 29, as proposed by the appellant and as imposed by me with some 
modifications, can operate to ensure that the noise levels from the two wind farms together are 
no greater than those which could be experienced by neighbouring residents from Whitelee 
alone.’ 
  
4.1 Tullymurdoch Wind Farm This wind farm was granted consent, following an appeal in 
September 2014 and a cumulative noise condition was adopted. Noise issues were discussed 
in detail at the Inquiry although the reporter only included a concise summary of the discussion 
relating to the use of cumulative noise conditions within the appeal decision noticex. The format 
of the condition attached to the Tullymurdoch Wind Farm consent is similar to the example 
presented in Section 5.   
 


5.0 Structure of planning conditions 


This section sets out one approach which could be used to construct a cumulative noise 
condition. In essence the development would be given two different noise limits, the first being 
a cumulative noise limit which would relate to total noise resulting from the development itself  
operating concurrently with the other consented developments named in the condition and a 
second ‘backstop’ limit which would relate solely to the noise from the development itself. 
 
Compliance monitoring, if required, would look at the two noise limits sequentially, if the 
development could not demonstrate compliance with either limit it would fail to comply with the 
conditions and mitigation would be required. Following implementation of the mitigation 







compliance monitoring would be undertaken again and this process would be repeated until 
compliance with one or other limit is demonstrated. 
 
Figure 6 provides an overview of how such a condition would work. In this example there is one 
existing wind farm (WFA) which has been consented with limits set equal to the ETSU-R-97 
limits and one proposed wind farm (WFB), the backstop limits are set 10dB below the ETSU-R-
97 noise limits. 
 


Figure 6 – Flowchart representing the stages of a cumulative condition 


 


6.0 Conclusions 


At a time where cumulative noise assessments are becoming more common, and more 
complex, it is important that suitably worded robust and enforceable noise related planning 
conditions are used to adequately control wind turbine noise. IOA GPG sets out several 
methods to do this, some of which are now becoming widely used and many of which are now 
well understood. 
 
The use of cumulative conditions remains controversial and whilst conditions have been 
adopted by decision makers there is no general agreement on how or whether such conditions 
should be used and, if so, how they should be worded. 







 
Compliance monitoring of operational wind farms is complex and it can be hard to accurately 
extract the contribution of a single wind farm, this can be even more difficult to achieve where 
there are several operational developments in the an area. Most of the challenges involved with 
compliance monitoring are however not exclusive to sites controlled using cumulative noise 
conditions. 
 
There are a number of disadvantages to using cumulative conditions and, as a result, they are 
not suitable for use on all sites and it may be appropriate for them to only be considered where 
a more straightforward approach is not available. Cumulative conditions are likely to be lengthy 
and complicated and they need to carefully drafted to ensure they meet the acoustic, planning 
and practical requirements which are necessary to ensure the condition is workable. In the 
event that compliance monitoring is required at a site consented with a cumulative noise 
condition the assessment may be lengthy and expensive. In certain circumstances the 
approach taken during compliance monitoring may also need to be cautious if it may not be 
possible to accurately determine the exact contribution of background noise.  Developers and 
operators will also need to ensure that the scheme is still viable if the existing wind farms do 
use more of the ETSU-R-97 noise limit than expected. 
 
Nevertheless, in certain circumstances, the use of cumulative conditions has the potential to 
help developers utilise spare ‘noise budget’, maximising the potential to generate energy whilst 
also protecting residents and existing operators.  
 
Cumulative noise conditions may be particularly relevant where the following conditions exist: 


- There is available ‘noise budget’ which has been allocated to, but is not being used by, a 
consented wind farm development; and 


- Other forms methods for deriving site specific noise limits as set out in the IOA GPG 
(such as apportionment, demonstration of the controlling property principle or significant 
headroom and negotiation) are not applicable. 


 
It seems likely that, in the absence of further guidance on cumulative conditions, that they will 
continue to be a source of disagreement between experts and that, as a result, they will be 
used sparingly. Given the increasing importance of cumulative noise impacts and that there is 
now some case law relevant to cumulative conditions it could be a topic which could benefit 
from further discussion in the IOA GPG (which notes in its preface that ‘The IOA will keep the 
document under review, and consider updating when significant changes to current good 
practice have occurred’). 
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Summary  


A cross-sectional epidemiological study was initiated by Health Canada to investigate the 
prevalence of health effects or health indicators among a sample of Canadians exposed to wind 
turbine noise (WTN) using both self-reported and objectively measured health outcomes. The 
sample was drawn from communities in Ontario (ON) and Prince Edward Island (PEI) where 
there were a sufficient number of dwellings within the vicinity of wind turbine installations. One 
participant between the ages of 18-79 years was randomly selected from each household. The 
final sample included 1238 participates (606 males, 632 females) living between 0.250 and 
11.22 km from operational wind turbines. The response rate was 78.9% and did not significantly 
vary across sampling strata or between provinces. Modelled A- and C-weighted WTN levels 
reached 46 dBA and 63 dBC, respectively, however, dBC analysis yielded limited additional 
value as results were highly correlated with dBA (r=0.94). Sample characteristics were relatively 
homogenous, with some minor differences found in age, employment, type and ownership of 
dwelling. WTN exposure was not found to be related to hair cortisol concentrations, blood 
pressure, resting heart rate or any of the measured sleep parameters (i.e., sleep latency, sleep 
time, rate of awakenings, sleep efficiency). Self-reported results obtained through an in-person 
questionnaire do not provide support for an association between increasing WTN levels and 
self-reported sleep disturbance, use of sleep medication, or diagnosed sleep disorders. 
Similarly, no significant association was found between WTN levels and self-reported migraines, 
tinnitus, dizziness, diabetes, hypertension, perceived stress or any measure of quality of life. 
Statistically significant exposure-response relationships were observed between increasing 
WTN levels and an increase in the prevalence of long term high annoyance towards several 
wind turbine features, including: noise, shadow-flicker, visual impacts, blinking lights and 
vibrations. The influence of background noise on annoyance and the association between WTN 
annoyance and other reported and measured outcomes is presented. 
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1. INTRODUCTION 


In Canada, jurisdiction for the regulation of noise is shared across many levels of government. 


Health Canada's mandate with respect to wind power includes providing science-based advice, 


upon request, to federal departments, provinces, territories and other stakeholders on the 


potential impacts of WTN on community health and well-being. Provinces and territories, 


through the legislation they have enacted, make decisions in relation to areas including 


installation, placement, sound levels and mitigation measures for wind turbines. 


Globally, wind energy is relied upon as an alternative source of renewable energy. In Canada 


wind energy capacity has grown from approximately 137 Megawatts (MW) in 2000 to 9,698 


megawatts (MW) in 2015 (CANWEA, 2015). At the same time, there has been concern from 


some Canadians living within the vicinity of wind turbine installations that their health and well-


being are negatively affected from exposure to WTN. 


The scientific evidence base in relation to WTN exposure and health is limited, which includes 


uncertainty as to whether or not low frequency noise (LFN) and infrasound from wind turbines 


contributes to the observed community response and potential health impacts. Studies that are 


available differ in many important areas including methodological design, the evaluated health 


effects, and strength of the conclusions offered (Krogh et al. 2011; Mroczek et al. 2012; 


Nissenbaum et al. 2012; Pawlaczyk-Luszczyriska et al. 2014; Pedersen and Persson Waye 


2004, 2007; Pedersen et al. 2009; Shepherd et al. 2011; Tachibana et al. 2012). 


In July 2012, Health Canada announced its intention to undertake a large scale epidemiology 


study in collaboration with Statistics Canada. The study, entitled the: Community Noise and 


Health Study was launched to support a broader evidence base on which to provide federal 


advice and in acknowledgement of the community health concerns expressed in relation to wind 


turbines. 


2. EXPERIMENTAL DESIGN 


The study was undertaken in two Canadian provinces, Ontario (ON) and Prince Edward Island 


(PEI), where there were a sufficient number of dwellings within the vicinity of wind turbine 


installations. The study consisted of three primary components: an in-person questionnaire, 


administered by Statistics Canada to randomly selected participants living at varying distances 


from wind turbine installations; collection of objectively measured outcomes that assess hair 


cortisol, blood pressure and sleep quality; and, more than 4000 hours of WTN measurements 


conducted by Health Canada to support the calculation of WTN levels at residences captured in 


the study scope. 


2.1 Calculation of outdoor WTN levels at dwellings 


Sound pressure levels were estimated at each receptor using both ISO 9613-1 (ISO, 1993) and 


9613-2 (ISO, 1996) as incorporated in the commercial software CadnaA version 4.4 


(Datakustik® 2014). The calculations included all wind turbines within a radius of 10 km, and 


were based on manufacturers' octave band sound power spectra at 10 metre height, 8 metres 
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per second wind speed for favourable propagation conditions. The few dwellings beyond this 


distance were assigned the same calculated WTN value as dwellings at 10 km. The 


manufacturers’ data was verified for consistency using on-site measurements of wind turbine 


sound power. To support the assessment and reporting of data, and permit comparisons to 


other studies, residences were grouped into different categories of calculated outdoor A-


weighted WTN levels as follows: <25; 25−<30; 30−<35; 35−<40; and 40−46. 


2.2 Calculation of outdoor nighttime background sound levels at dwellings 


As a result of certain meteorological phenomena (atmospheric stability and wind gradient) 


coupled with a tendency for background sound levels to drop throughout the day in rural/semi-


rural environments, WTN can be more perceptible at the receptor during nighttime (Pedersen et 


al. 2010 a, b; van den Berg 2011, 2013). It is possible to estimate nighttime sound pressure 


levels in Canada using the provincial noise regulations for Alberta, Canada (AUC 2013), which 


estimates ambient noise levels in rural and suburban environments. When modelled in 


accordance with these regulations, estimated levels can range from 35 dB to 51 dB, based on 


dwelling density per quarter section, which represents an area with a 451 m radius, and 


distance to heavily travelled roads or rail lines. In ON, road noise for the six lane concrete #401 


Highway was calculated using the US Traffic Noise Model (Federal Highway Administration 


(FHWA) TNM® 1998) module in the CadnaA software. This value was used when it exceeded 


the Alberta noise estimate (AUC 2013). 


2.3 Questionnaire development 


During early stages of development, a draft questionnaire in both English and French underwent 


pilot testing by Statistics Canada in the form of in-home interviews on a sample of 24 adults 


living near wind turbine installations in ON and Quebec. The location and participants involved 


in the pilot testing were not part of the final study sample. The final questionnaire reflected 


feedback following pilot testing and the collective input from subject matter experts and 


professionals with expertise in the field of community noise, social surveys, and direct physical 


health measures. The questionnaire underwent additional modifications subsequent to a 60 day 


public consultation period on the study design. To support the integrity of the study, the 


consultation did not include the questionnaire itself, but rather identified the themes addressed 


within the study. 


The final questionnaire consisted of modules on demographics, noise annoyance, health 


effects, medication use, specific illnesses, sleep disturbance, and prevalent chronic disease. In 


addition to these modules, validated psychometric scales were incorporated, without 


modification, into the questionnaire. Self-reported stress was assessed using the Perceived 


Stress Scale (PSS) (Cohen et al. 1983), Quality of Life was assessed with the World Health 


Organization’s (WHO) Quality of Life- BREF (WHOQOL-BREF) (WHOQOL Group 1998; 


Skevington et al. 2004) and the Pittsburgh Sleep Quality Index (PSQI) (Buysse et al. 1989) was 


used to measure self-reported sleep quality. 


A computer-assisted personal interviewing (CAPI) technique was applied to capture 


questionnaire responses from participants. CAPI allows for custom interviews for every 
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respondent based upon their individual characteristics and survey responses. Its functionality 


includes the ability to automatically skip questions not applicable to a respondent, in addition to 


embedded checks for the identification of inconsistent or out-of-range responses. For the latter, 


on-screen prompts automatically identified invalid entries allowing for immediate feedback to the 


participant and correction of inconsistencies. Encryption software was applied to ensure the 


confidentiality of the data. The final questionnaire is publicly accessible in Canada’s two official 


languages, French and English, through the Statistics Canada website (Statistics Canada 


2014). 


2.4 Data collection 


The survey data was collected by 16 Statistics Canada trained interviewers between May and 


September, 2013. Interviewers introduced the study as the Community Noise and Health Study. 


The purpose of the study, the general content and the time commitment were communicated to 


potential participants at which time it was also noted that participation was voluntary and that 


any information provided would be kept confidential under the authority of the Statistics Act 


(Statistics Act, R.S.C. 1985, c. S-19). Once a roster of all adults (between the ages of 18 and 79 


years) living in the dwelling was compiled, one individual from each household was randomly 


invited to participate in the study. No substitutions were permitted under any circumstances.  


Detailed information on the study methodology, including the 60-day public consultation and 


peer review process is available on the Health Canada website. The detailed methodology for 


the study was also published by Michaud et al. (2013). 


2.5 Statistical analysis 


The analysis for dichotomous (categorical) endpoints (e.g., proportion of respondents who were 


highly annoyed to WTN, highly sleep disturbed, etc..), continuous endpoints (e.g., WHOQOL-


BREF domains, hair cortisol, PSS, blood pressure and heart rate), and repeated measures 


endpoints (e.g., sleep actigraphy) all follow very closely to the description as outlined in Michaud 


et al. (2013), which gives a summary of the pre-data collection study design and objectives, as 


well as proposed data analysis. All models (for categorical, continuous and repeated measures 


endpoints) were adjusted for provincial differences. Province was initially assessed as an effect 


modifier. When the interaction between WTN and province was significant, separate models 


were reported for each province. When the interaction was not statistically significant, province 


was treated as a confounder in the model.  


For the analysis of dichotomous endpoints, in cases when cell frequencies were small (i.e. <5) 


in the contingency tables or logistic regression models, exact tests were used as described in 


Agresti (2002) and Stokes et al. (2000). When the logistic regression model was fit, the 


Nagelkerke pseudo R2 and Hosmer-Lemeshow (H-L) p-value are reported for all models. The 


Nagelkerke pseudo R2 is a measure of the explained variance in the model and is referred to as 


a generalization of the coefficient of determination. When the p-value from the H-L goodness of 


fit test is >0.05 this indicates there is no statistically significant difference between the modelled 


and observed data.  
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In the analysis of repeated measures (longitudinal data) endpoints, data were modelled using 


linear mixed effects models (LMM), or generalized linear mixed models (GLMM) for counts. The 


generalized estimating equations (GEE) method, as available in Statistical Analysis System 


(SAS) procedure PROC GENMOD, was applied to the repeated measures data (Liang and 


Zeger, 1986; Stokes et al. 2000). PROC GENMOD addresses continuous or discrete responses 


based on a quasi-likelihood approach when modelling correlated responses. The within-subjects 


correlations were examined by comparing the quasi-likelihood information criterion (QIC) based 


on GEE with different working correlation matrix structures (unstructured, compound symmetry 


and autoregressive of first order), where smaller QIC values are considered to be a better fit of 


the model. As well, the within-subject correlations were examined graphically for the 


identification of obvious patterns. The simplest model with the best fit which follows the pattern 


as observed in the graphs is chosen to model the within-subject variability. The advantage of 


the GEE method is that they use all available data to estimate individual subject variability, but 


are not sensitive to the number of missing values.  


For all types of endpoints when building the multiple regression models, all potential variables 


that were significant in the univariate analysis at the 20% level were considered for entry into 


the models. Variables remained in the final model if they were significant at a 10% level. 


Statistical analysis was performed using SAS version 9.2. A 5% statistical significance level is 


implemented throughout unless otherwise stated. In addition, Bonferroni corrections (for 


categorical endpoints) and Tukey corrections (for continuous and repeated measures 


endpoints) are made to account for all pairwise comparisons to ensure that the overall Type I 


(false positive) error rate is less than 0.05. 


The study was approved by the Health Canada and Public Health Agency of Canada Review 


Ethics Board (Protocol # 2012-0065 and #2012-0072). 


3. RESULTS 


Health Canada has completed its preliminary analysis of the data obtained. Research findings 


are presented below in accordance with the study component in which they were obtained i.e. 


in-person, self-report questionnaire findings, objectively measured responses, and noise 


measurements and calculations. As with other studies of this nature, a number of limitations and 


considerations apply to the study findings including: 


•results may not be generalized to areas beyond the sample as the wind turbine 


locations in this study were not randomly selected from all possible sites operating in 


Canada; 


•results do not permit any conclusions about causality; and, 


•results should be considered in the context of all published peer-reviewed literature on 


the subject. 
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3.1 Outdoor WTN levels at dwellings 


3.1.1 A-Weighted 


More than 4000 hours of WTN measurements conducted by Health Canada supported the 


calculations of A-weighted WTN levels at all 1238 dwellings captured in the study sample. 


Calculated outdoor A-weighted WTN levels for the dwellings in the study reached 46 dBA for 


wind speeds of 8m/s for favourable propagation conditions. This approach is the most 


appropriate to quantify the potential adverse effects of WTN. The calculated WTN levels are 


likely to be representative of yearly averages with an uncertainty of about +/- 5dB. 


3.1.2 Low frequency noise 


Wind turbines emit LFN, which can enter the dwelling with little or no reduction in energy 


potentially resulting in rattles in light weight structures and annoyance (ANSI, 1995). Although 


the boundaries of LFN are not fixed, it generally includes frequencies between 20Hz and 200Hz. 


C-weighted sound levels can be a better indicator of LFN in comparison to A-weighted levels, 


and were calculated in order to assess the potential LFN impacts. 


Calculated outdoor dBC levels for dwellings ranged from 24 dBC and reached 63 dBC. Three 


(3)% of the dwellings were found to exceed 60 dBC. No additional benefit was observed in 


assessing LFN because C- and A-weighted levels were so highly correlated. Depending on how 


dBC was calculated and what range of data was assessed, the correlation between dBC and 


dBA ranged from R=0.84 to R=0.97. Figure I illustrates the correlation when the entire dataset is 


used (R=0.94). It was therefore not surprising that the relationship between annoyance and 


WTN levels was predicted with equal strength using dBC or dBA and that there was no 


association found between dBC levels and any of the self-reported illnesses or chronic health 


conditions assessed (e.g., migraines, tinnitus, high blood pressure, etc.). 
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Figure I. Correlation between calculated outdoor A- and C-weighted WTN levels 


 


Sound pressure levels were found to be below the recommended thresholds for reducing 


perceptible rattle and the annoyance that rattle may cause (ANSI, 1995). As LFN is generally 


considered to be an indoor noise problem, it was of interest to better understand how much 


outdoor LFN makes its way into the dwelling. At a selection of representative dwellings, Health 


Canada measurements showed an average of 14dB of outdoor WTN was blocked from entering 


a dwelling at low frequencies (16 Hz - 100 Hz) with closed windows compared to an average 


reduction of 10dB with windows partially open (data not shown). 


3.2 Study population and participation 


The study locations were drawn from areas in southwestern ON and PEI where there were a 


sufficient number of dwellings within the vicinity of wind turbine installations. Twelve (12) and 6 


wind turbine developments were sampled in ON and PEI, representing 315 and 84 wind 


turbines respectively. All potential dwellings within approximately 600 m of a wind turbine were 


selected, as well as a random selection of dwellings between 600 m and 10 km. From these, 


one person between the ages of 18 and 79 years from each dwelling was randomly selected to 


participate. 


Table I shows the final sample size distributed as a function of distance to the nearest wind 


turbine. Of the 2004 potential locations identified a priori from the address registry, 1570 were 


found to be valid dwellings during data collection. Of these, a total of 1238 households 


participated, resulting in an overall participation rate of 78.9%. Participation rate was similar 


regardless of proximity to wind turbines and equally high in both provinces. 
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 Distance to nearest wind turbine (km)   


 ≤0.55 0.55−<1 1−<2 2−<5 >5 overall CMH 


p-value
a
        


Range of WTN 


(dB) 


37.4-


46.1 


31.8-43.6 26.3-40.4 14.6-


30.9 


0-18.2   


Total potential 


dwellings
e
 143 887 781 95 98 2004 


 


       ON 76 718 669 60 80 1603  


       PEI 67 169 112 35 18 401  


Total number of 


potential 


dwellings out-of-


scope n(%)
f
 48 (33.6) 158 (17.8) 189 (24.2) 19 (20.0) 20 (20.4) 434 (21.7) 


 


ON 29 (38.2) 109 (15.2) 166 (24.8) 9 (15.0) 14 (17.5) 327 (20.4) <0.0001
b
 


PEI 19 (28.4) 49 (29.0) 23 (20.5) 10 (28.6) 6 (33.3) 107 (26.7) 0.5263
b
 


Demolished 26 (18.2) 25 (2.8) 18 (2.3) 5 (5.3) 8 (8.2) 82 (4.1) 0.0142 


Vacant 16 (11.2) 55 (6.2) 56 (7.2) 5 (5.3) 6 (6.1) 138 (6.9) 0.3812 


Unoccupied 


seasonal 2 (1.4) 36 (4.1) 61 (7.8) 7 (7.4) 1 (1.0) 107 (5.3) 


 


>79 years of age 4 (2.8) 35 (3.9) 50 (6.4) 2 (2.1) 5 (5.1) 96 (4.8)  


Other
c
 0 (0.0) 7 (0.8) 4 (0.5) 0 (0.0) 0 (0.0) 11 (0.6)  


Final number of 


potential 


participants
d
 


95 729 592 76 78 1570  


Participants n (%) 71 (74.7) 583 (80.0) 463 (78.2) 58 (76.3) 63 (80.8) 1238 (78.9) 0.9971 


ON 34 (72.3) 488 (80.1) 396 (78.7) 42 (82.4) 51 (77.3) 1011 (79.2)  


PEI 37 (77.1) 95 (79.2) 67 (75.3) 16 (64.0) 12 (100.0) 227 (77.2)  
a
 The Cochran Mantel-Haenszel chi-square test is used to adjust for province unless otherwise indicated, 


p-values <0.05 are considered to be statistically significant; 
b
 Chi-square test of independence; 


c
 Other 


out-of-scope locations included dwellings under construction, institution, unavailable to participate and 
were suppressed here to protect the identify of individual participants; 


d
 Potential participants from 


locations established to be valid dwellings (equal to the difference between “Total potential dwellings” and 
“total number of potential dwellings out of scope”) used in the derivation of participation rates.


e
 Total 


potential dwellings is further broken down by total potential dwellings in each province.
f
 Total number of 


potential dwellings out of scope (given as a percentage of total potential dwellings) is broken down by 
province, as well it is equal to the sum of Demolished, Vacant, Unoccupied, Seasonal, >79 years of age, 
and Other. The percentage of dwellings that are Demolished, Vacant, Unoccupied, Seasonal, >79 years 
of age, and Other are based on the total number of potential dwellings in the area. CMH, Cochran Mantel-
Haenszel; dB, decibel; km, kilometer; ON, Ontario, PEI, Prince Edward Island. 


3.3 Questionnaire results 


Results are presented in relation to WTN levels. For findings related to WTN annoyance, results 
are also provided by proximity to allow for comparisons with other studies. WTN is a more 
sensitive measure of exposure level and allows for consideration of topography, wind turbine 
characteristics and the number of wind turbines at any given distance. To illustrate, two similar 
dwellings may exist in similar environments located at the same distance from the nearest 
turbine operating in areas with 1 small and 75 large wind turbines respectively. These dwellings 
would be treated the same if the analysis was conducted using only distance to the nearest 
wind turbine, however, they would be completely different in terms of their WTN exposure 
levels. 


The following were not found to be associated with WTN exposure: 
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•self-reported sleep (e.g., general disturbance, use of sleep medication, diagnosed sleep 
disorders); 


•self-reported illnesses (e.g., dizziness, tinnitus, prevalence of frequent migraines and 
headaches) and chronic health conditions (e.g., heart disease, high blood pressure and 
diabetes); and 


•self-reported perceived stress and quality of life. 


While some individuals reported some of the health conditions above, the prevalence was not 
found to change in relation to WTN levels. 


3.3.1 Self-reported sleep 


Long-term sleep disturbance can have adverse impacts on health (Knutson et al. 2009; 
McEwen, 2006; Zaharna and Gulleminault, 2010) and the WHO has proposed limits for 
protecting against noise-induced sleep disturbance (WHO, 1999, 2009). Self-reported sleep 
disturbance has been shown in some, but not all, studies to be related to exposure to wind 
turbines (Knopper and Ollson, 2011; McCunney et al., 2014; Pedersen, 2011). 


The Pittsburgh Sleep Quality Index (PSQI) is a frequently used questionnaire for providing a 
validated measure of reported sleep pathology where scores can range from 0-21 and a global 
score of greater than 5 is considered to reflect subjective sleep pathology (Buysse et al. 1989). 
The PSQI was administered as part of the overall questionnaire, which also included questions 
about the use of sleep medication, prevalence of sleep disorders diagnosed by a healthcare 
professional and how sleep disturbed people were in general over the last year (i.e. percentage 
highly sleep disturbed). None of these measures were found to be related to WTN levels (see 
Table II). 


3.3.2 Self-reported health effects 


As presented in Table II, results related to the reported diagnosis with a number of health 
conditions. None of these conditions were found to be associated with WTN levels. These 
conditions included, but were not limited to chronic pain, high blood pressure, diabetes, heart 
disease, dizziness, migraines and tinnitus. 


3.3.3 Self-reported stress 


Exposure to stressors and how people cope with these stressors has long been considered by 
health professionals to represent a potential risk factor to health, particularly to cardiovascular 
health and mental well-being (Sapolsky et al. 2000; Stansfeld and Marmot, 2002). The PSS is a 
validated questionnaire that provides an assessment of the degree to which situations in one's 
life are appraised as stressful (Cohen et al. 1983). Average PSS scores were not found to be 
related to WTN levels. 
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Table II. Self-reported measures related to sleep and illness as a function of WTN levels 


 WTN (dBA)   


Variable 
<25 25−<3


0 
30−<35 35−<40 40-46 


overall 
CMH


b
 


p-
value N 84


a
 95


a
 304


a
 521


a
 234


a
 1238


a
 


Health compared to one 
year ago (n, %Worse) 


d
 


17 
(20.2) 


12 
(12.6) 


46 
(15.1) 


90 
(17.3) 


51 
(21.8) 


216 
(17.5) 


0.1724 


Migraines (n, %) 
18 


(21.4) 
24 


(25.3) 
56 


(18.4) 
134 


(25.8) 
57 


(24.4) 
289 


(23.4) 0.2308 


Dizziness (n, %) 
19 


(22.6) 
16 


(16.8) 
65 


(21.4) 
114 


(21.9) 
59 


(25.2) 
273 


(22.1) 0.2575 


Tinnitus (n, %) 
21 


(25.0) 
18 


(18.9) 
71 


(23.4) 
129 


(24.8) 
54 


(23.2) 
293 


(23.7) 0.7352 


Chronic Pain (n, %) 
20 


(23.8) 
23 


(24.2) 
75 


(24.8) 
118 


(22.6) 
57 


(24.5) 
293 


(23.7) 0.8999 


Asthma (n, %) 8 (9.5) 
12 


(12.6) 22 (7.2) 43 (8.3) 
16 


(6.8) 
101 


(8.2) 0.2436 


Arthritis (n, %) 
23 


(27.4) 
38 


(40.0) 
98 


(32.2) 
175 


(33.7) 
68 


(29.1) 
402 


(32.5) 0.6397 


High Blood Pressure (n, 
%) 


24 
(28.6) 


36 
(37.9) 


81 
(26.8) 


166 
(32.0) 


65 
(27.8) 


372 
(30.2) 0.7385 


Use of  high blood 
pressure in previous 
month (n, %) 


26 
(31.3) 


34 
(35.8) 


84 
(27.6) 


163 
(31.3) 


63 
(27.0) 


370 
(29.9) 0.4250 


History of high blood 
pressure in family (n, %) 


44 
(52.4) 


49 
(53.8) 


132 
(45.5) 


254 
(50.6) 


121 
(53.8) 


600 
(50.3) 0.6015 


Chronic bronchitis, 
emphysema, COPD (n, %) 3 (3.6) 


10 
(10.8) 17 (5.6) 27 (5.2) 


14 
(6.0) 


71 
(5.7) 0.7676 


Diabetes (n, %) 7 (8.3) 8 (8.4) 
33 


(10.9) 46 (8.8) 
19 


(8.2) 
113 


(9.1) 0.6890 


Heart disease (n, %) 8 (9.5) 7 (7.4) 
31 


(10.2) 32 (6.1) 
17 


(7.3) 
95 


(7.7) 0.2110 


%Reporting high sleep 
disturbance


e 
(n, %) 


13 
(15.7) 


11 
(11.6) 


41 
(13.5) 


75 
(14.5) 


24 
(10.3) 


164 
(13.3) 0.4300 


Diagnosed sleep disorder 
e.g., sleep apnea or 
insomnia (n, %) 


13 
(15.5) 


10 
(10.5) 27 (8.9) 44 (8.4) 


25 
(10.7) 


119 
(9.6) 0.3102 


Weekly use of sleep 
medication (n, %) 


16 
(19.0) 


18 
(18.9) 


39 
(12.8) 46 (8.8) 


29 
(12.4) 


148 
(12.0) 0.0083 


Restless leg syndrome (n, 
%) 7 (8.3) 


16 
(16.8) 


37 
(12.2) 


81 
(15.5) 


33 
(14.1) 


174 
(14.1)  


Restless leg syndrome 
(ON) 4 (6.7) 


15 
(17.4) 


27 
(11.0) 


78 
(17.3) 


28 
(16.5) 


152 
(15.0) 


0.0629
f
 


Restless leg syndrome 
(PEI) 


3 
(12.5) 


1 
(11.1) 


10 
(16.9) 3 (4.2) 5 (7.8) 


22 
(9.7) 


0.1628
f
 


Use of medication for 
anxiety or depression (n, 
%) 


11 
(13.1) 


14 
(14.7) 


35 
(11.5) 


59 
(11.3) 


23 
(9.8) 


142 
(11.5) 0.2470 


QoL past month
g
        


             Poor (n, %) 
9 


(10.8) 3 (3.2) 21 (6.9) 29 (5.6) 
20 


(8.6) 
82 


(6.6) 
0.9814 


             Good (n, %) 
74 


(89.2) 
92 


(96.8) 
283 


(93.1) 
492 


(94.4) 
213 


(91.4) 
1154 


(93.4) 
 


Health past month 
g
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        Dissatisfied (n, %) 
13 
(15.5) 


13 
(13.7) 


49 
(16.1) 


66 
(12.7) 


36 
(15.4) 


177 
(14.3) 


0.7262 


        Satisfied (n, %) 
71 


(84.5) 
82 


(86.3) 
255 


(83.9) 
455 


(87.3) 
198 


(84.6) 
1061 


(85.7) 
 


PSQI mean 


6.22 
(5.32, 
7.11) 


5.91 
(5.05, 
6.77) 


6.00 
(5.51, 
6.50) 


5.74 
(5.33, 
6.16) 


6.09 
(5.55, 
6.64) 


5.94 
(5.72, 
6.17) 


0.7497 
(ANOV


A) 


PSQI >5
h
 (n, %) 


40 
(49.4) 


45 
(48.9) 


138 
(46.5) 


227 
(44.4) 


106 
(46.7) 


556 
(46.0) 


0.4740
i
 


PSS mean(95%CI) 


11.68 
(10.23, 
13.13) 


 


11.17 
(9.77, 


12.57) 
 


11.30 
(10.49, 
12.11) 


 


11.40 
(10.73, 
12.08) 


 


12.27 
(11.39, 
13.15) 


 


 0.6606
i
 


a
Columns may not add to total due to missing data; 


b
The Cochran Mantel-Haenszel chi-square test is 


used to adjust for provinces unless otherwise indicated, p-values <0.05 are considered to be statistically 
significant; 


c
Highly sensitive includes the two ratings: “very” and “extremely” sensitive; 


d
Worse consists of 


the two ratings: "Somewhat worse now" and "Much worse now"; 
e
High sleep disturbance consists of the 


two ratings: “very” and “extremely” sleep disturbed; 
f
Chi-square test of independence; 


g
Quality of Life and 


Satisfaction with Health were assessed with the two stand alone questions on the WHOQOL-BREF. 
Reporting “poor” overall Quality of Life reflects a response of “poor” or “very poor”, and “good” reflects a 
response of “neither poor nor good”, “good” or “very good”. Reporting “dissatisfied” overall Satisfaction 
with Health reflects a response of “very dissatisfied” or “dissatisfied”, and “satisfied” reflects a response of 
“neither satisfied nor dissatisfied”, “satisfied” or “very satisfied”; 


h
an overall score above 5 on the PSQI is 


considered to represent subjective sleep pathology; 
i
analysis performed using logistic regression. CMH, 


Cochran Mantel-Haenszel; dB, decibel; km, kilometer; ON, Ontario, PEI, Prince Edward Island. 


3.3.4 Self-reported annoyance 


Annoyance is defined as a long-term response (approximately 12 months) of being "very or 
extremely annoyed" as determined by means of surveys. Reference to the last year or so is 
intended to distinguish a long term response from one's annoyance on any given day (ISO, 
2003). 


Statistically significant exposure-response relationships were found between increasing WTN 
levels and the prevalence of reporting high annoyance. Figure II illustrates that these 
associations were found with annoyance due to noise, vibrations, blinking lights, shadow and 
visual impacts from wind turbines. In general, annoyance (of any type) increased with increasing 
exposure to WTN levels. A statistically significant increase in annoyance was found when WTN 
levels exceeded 35 dBA. 
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Figure II. Percentage highly annoyed by features associated with wind turbines 


 


Figure II illustrates the observed prevalence in reported high annoyance to several features associated with wind turbines. There 


was a tendency for annoyance to increase significantly when WTN levels exceeded 35dBA. 


Figure III illustrates the prevalence in high annoyance with WTN in ON and PEI as a function of 
WTN levels and distance to the nearest wind turbine. At the highest WTN levels (40-46 dBA in 
both provinces), the following percentages of respondents were highly annoyed by WTN: ON-
16.5%; PEI-6.3%. Overall, the pattern of response was similar; however the prevalence of WTN 
annoyance was 3.29 times higher in ON versus PEI (95% confidence interval, 1.47 - 8.68). 
Assessed as a function of distance, annoyance was observed to drop at distances between 1-
2km in ON, compared to PEI where almost all of the participants who were highly annoyed by 
WTN lived within 550m of a wind turbine. Investigating the reasons for provincial differences is 
outside the scope of the current study. 
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Figure III. Percentage highly annoyed by WTN in ON and PEI 


 


Figure III illustrates the prevalence of high annoyance with WTN in southwestern ON and PEI expressed as a function of WTN 
levels (top panel) and distance to the nearest wind turbine (lower panel). While the pattern of response was similar in both 
provinces, the prevalence of WTN annoyance was statistically higher in ON. Fitted results shown. 


Additional findings related to reported WTN annoyance included the observation that it was 
statistically higher in the summer, outdoors and during evening and night time (data not shown).  


Considering the difference between background nighttime sound levels and WTN levels, WTN 
annoyance significantly dropped in areas where calculated nighttime background noise 
exceeded WTN by 10dB or more (figure IV). 
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Figure IV. The influence of background nighttime sound levels on the percentage highly 
annoyed by WTN 


 


Figure IV illustrates the influence that modelled outdoor background nighttime sound pressure levels was found to have on the WTN 
annoyance. Background sound levels were calculated following the Alberta noise regulation (AUC, 2013). Results are shown as a 
function of degree to which background sound levels exceeded WTN levels modelled for wind speeds of 8 meters/second at 10 
metre heights, for favourable propagation conditions. There was a significant decrease in the audibility of wind turbines when 
background levels exceeded WTN levels by at least 5 dB (data not shown), and a decrease in annoyance when the difference 
exceeded 10 dB. The prevalence of high annoyance between groups with the same letter in the figure are statistically similar 
(P>0.05), whereas groups with different letters are statistically different (P<0.05). All p-values are Bonferroni adjusted for pairwise 
comparisons. Green and red lines represent the upper and lower 95% confidence intervals, respectively. 


3.3.4.1 Annoyance and health  


Irrespective of WTN levels (or the proximity between the dwelling and the wind turbines) WTN 
annoyance was found to be statistically related to several self-reported health effects including, 
but not limited to, blood pressure, migraines, tinnitus, dizziness, scores on the PSQI, and 
perceived stress. WTN annoyance was also found to be statistically related to measured hair 
cortisol, systolic and diastolic blood pressure. In many cases, these associations were also 
observed with road traffic noise annoyance. The associations found between WTN annoyance 
and other health endpoints were no longer significant in any of the final multiple regression 
models, which adjust for all variables known to have an effect on the factors being assessed 
(e.g. BMI, smoking status, age, income, other annoyances, etc…). 


3.4 Personal benefit and WTN annoyance 


Figure V illustrates the audibility of WTN and observed prevalence of WTN annoyance among 
participants that reported to benefit from having wind turbines in the area. Personal benefit 
could include rent, payments or other indirect benefits through community improvements. WTN 
annoyance was significantly lower among the 110 participants who received personal benefit. 
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Figure V. Response to WTN among participants that personally benefit from having wind 
turbines in the area 


 


 


Figure V illustrates the influence that personal benefit was found to have on the reported audibility of wind 
turbines from inside or outside the dwelling (top panel) and annoyance with WTN (lower panel). 
Annoyance reflects the percentage of participants reporting to be either very or extremely (i.e. highly) 
bothered, disturbed or annoyed by WTN while at home. Results are shown as a function of modelled 
outdoor A-weighted WTN levels for wind speeds of 8 meters/second at 10 metre heights, for favourable 
propagation conditions. * 0.01< P ≤0.05; **0.001< P ≤0.01. 


3.5 Objectively measured results 


3.5.1 Measures associated with stress  
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Hair cortisol, blood pressure and resting heart rate measures were applied in addition to the 
PSS to provide a more complete assessment of the possibility that exposure to WTN may be 
associated with physiological changes that are known to be related to stress (Russell et al. 
2012; Stansfeld and Marmot, 2002). 


Cortisol is a well-establish biomarker of stress (Sapolsky et al. 2000), which is traditionally 
measured from blood and/or saliva. However, measures from blood and saliva reflect short term 
fluctuations in cortisol and are influenced by many variables including time of day, food 
consumption, body position, brief stress, etc., that are very difficult to control for in an 
epidemiological study (Broderick et al. 2004; Edwards et al. 2001; Hennig et al. 2000). To a 
large extent, such concerns are eliminated through measurement of cortisol in hair samples as 
cortisol incorporates into hair as it grows. With a predictable average growth rate of 1 cm per 
month (Wennig, 2000), measurement of cortisol in hair makes it possible to retrospectively 
examine months of stressor exposure. Therefore cortisol is particularly useful in evaluating the 
potential impact that long term exposure to WTN has on one of the primary biomarkers linked to 
stress (Russell et al. 2012). 


An excerpt from the final multiple linear regression analysis for hair cortisol and scores on the 
PSS is presented in Table III. Other variables found to be related to PSS scores or cortisol 
concentrations included age, gender, incomes, BMI, age, smoking status, hair treatment, 
audibility of other noise sources, migraines, dizziness, chronic pain and diagnosed sleep 
disorders (data not shown). 


Table III. Multiple linear regression models for perceived stress and hair cortisol (excerpt) 


  Perceived Stress Scale Hair cortisol (ng/g) 


Variable 
Groups in 
Variable


 LSM (95% CI)
a p-


value
c LSGM (95% CI)


b p-
value


c 


  (R
2
=0.21, N=987)* (R


2
=0.14, N=528)* 


WTN levels 
(dBA) 


<25 
13.67 (11.88, 


15.46) 0.8614 
150.54 (96.94, 


233.77) 0.5416 


25−<30 
13.84 (11.92, 


15.75)  
182.20 (118.52, 


280.10)  


30−<35 
13.18 (11.69, 


14.67)  
191.12 (135.63, 


269.33)  


35−<40 
13.15 (11.75, 


14.55)  
181.63 (132.24, 


249.48)  


40−46 
13.48 (12.03, 


14.92)  
160.25 (115.70, 


221.96)  


*Overall R
2
 values for the full model. For presentation purposes, only results obtained related to WTN 


levels are shown. 
a 


LSM, least squares mean and 95% confidence interval (CI) as determined by the 
multiple linear regression model; 


b
 LSGM least square geometric mean and 95% CI;


 c
 p-value for the 


parameter in the model after adjusting for all other parameters in the multiple linear regression model. 


Hair cortisol was positively correlated with the PSS scores (Pearson r=0.13, p=0.0007) 
regardless of WTN exposure. When examining each of the WTN categories, a positive 







17 
 


correlation between PSS and hair cortisol is significant only in the following WTN categories: 
25−<30 dB (r=0.35, p=0.0137) and 40−46 dB (r=0.20, p=0.0270). Nevertheless, in fitting a 
regression line relating hair cortisol to PSS and accounting for WTN exposure and province, the 
slope is positive and significant (slope=0.02, SE=0.01, p=0.0008). This indicates that higher 
levels of PSS are correlated with higher levels of hair cortisol. Similarly, while self-reported high 
blood pressure (hypertension) was associated with higher measured blood pressure, no 
statistically significant association was observed between measured blood pressure, or resting 
heart rate, and WTN exposure (Table IV).  


Table IV. Multiple linear regression models for resting blood pressure and heart rate 
(excerpt) 


  Systolic Blood Pressure Diastolic Blood Pressure Heart Rate 


Variable 
Groups 


in 
Variable


 
LSGM (95% CI)


a 
p-value


b 
LSGM (95% CI)


a 
p-value


b 
LSGM (95% CI)


a 
p-value


b 


  
(R


2
=0.23, N=810)* (R


2
=0.19, N=815)* (R


2
=0.11, N=990)* 


WTN 
Levels 
(dB) 


<25 


113.38 (109.17, 


117.76) 
0.4990 


67.98 (64.90, 


71.21) 
0.5006 68.24 (64.98, 71.66) 0.5223 


25−<30 


116.82 (112.36, 


121.45) 
 


70.20 (67.01, 


73.55) 
 70.59 (67.38, 73.95)  


30−<35 


116.53 (113.13, 


120.03) 
 


69.92 (67.26, 


72.70) 
 69.72 (67.17, 72.37)  


35−<40 


115.30 (112.17, 


118.52) 
 


69.66 (67.11, 


72.30) 
 69.56 (67.21, 71.99)  


40−46 


116.25 (112.83, 


119.77) 
 


70.34 (67.71, 


73.06) 
 70.71 (68.20, 73.32)  


*Overall R
2
 values for the full model. For presentation purposes, only results obtained related to WTN 


levels are shown. 
a
 LSGM least square geometric mean and 95% CI;


 b
 p-value for the parameter in the 


model after adjusting for all other parameters in the multiple linear regression model. 


3.5.2 Actigraphy measured sleep outcomes 


Sleep was measured using the Actiwatch2TM, which is a compact wrist-worn activity monitor that 
resembles a watch. This device has advanced sensing capabilities to accurately and objectively 
measure activity and sleep information over a period of several days. This device is considered 
to be a reliable and valid method of assessing sleep in non-clinical situations (Ancoli-Israel et al. 
2003; Sadeh 2011). The following measured sleep impacts were considered: sleep latency (how 
long it took to fall asleep); wake time after sleep onset (the total duration of awakenings); total 
sleep time; the rate of awakening bouts (calculates how many awakenings occur as a function 
of time spent in bed); and sleep efficiency (total sleep time divided by time in bed). 


Sleep efficiency is especially important because it provides a good indication of overall sleep 
quality (Ancoli-Israel et al. 2003). Sleep efficiency was found to be very high at 85% and 
statistically influenced by gender, body mass index (BMI), education and caffeine consumption. 
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The rates of awakening bouts, total sleep time or sleep latency were further found in some 
cases to be related to: age, marital status, closing bedroom windows, caffeine consumption, 
BMI, physical pain, having a stand-alone air conditioner in the bedroom, self-reports of restless 
leg syndrome and being highly annoyed by the blinking lights on wind turbines. 


While it was found that many variables had a significant impact on measured sleep, calculated 
outdoor WTN levels near the participants' dwelling was not found to be associated with any of 
the sleep endpoints measured with actigraphy (data not shown). 


4. CONCLUSIONS AND DATA AVAILABILITY 


Including both self-reported and physically measured health effects together provides a more 
complete overall assessment of the potential impact that exposure to wind turbines may have 
on health and well-being. The overall conclusion to emerge from the study findings is that the 
study found no evidence of an association between exposure to WTN and the prevalence of 
self-reported or measured health effects beyond annoyance. Collectively, the findings related to 
annoyance suggest that health and well-being effects may be partially related to activities that 
influence community annoyance, over and above exposure to WTN. Therefore, efforts that aim 
to identify and mitigate high levels of annoyance with wind turbines may have benefits that go 
beyond annoyance. 


Detailed descriptions of the above results will be submitted for peer review with open access in 
scientific journals and should only be considered final following publication. All publications by 
Health Canada related to the study will be identified on the Health Canada website 
http://www.hc-sc.gc.ca/ewh-semt/noise-bruit/turbine-eoliennes/scientific-journal-publications-
scientifique-eng.php.  


Raw data originating from the study is available to Canadians, other jurisdictions and interested 
parties through a number of sources: Statistics Canada Federal Research Data Centres, the 
Health Canada website (acoustical data), open access to publications in scientific journals and 
conference presentations. Plain language abstracts outlining the research and identifying the 
scientific journals where papers can be found will further be published to the Departmental 
website. 
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Summary   


The directivity of wind turbine noise is of widespread interest and has received attention over 
an extended period. The reason for this is partly that noise optimization procedures can be 
implemented in order to increase the efficiency of the power output. Although directivity of 
horizontal axis wind turbines (HAWTs) are well understood, the directivity pattern around 
vertical axis wind turbines (VAWTs) are less well investigated.  
This paper presents measurements of directivity on a 200 kW VAWT, a so called H-rotor, with 
variable speed and a tower height of 40 m. The turbine, which is situated in a flat agricultural 
landscape close to Falkenberg at the Swedish west coast, is one of the world’s largest today 
operational VAWTs. Experimental results as well as a theoretical model based on the turbulent-
boundary-layer trailing-edge (TBL-TE) noise suggest higher noise levels upwind of the rotor 
and the lowest noise levels in the perpendicular directions. Moreover, modulation analysis of 
the measurements indicates the presence of modulations but the results are inconclusive. 


1. Introduction   


The need for renewable energy has prompted the development of wind power. Wind turbines 
can be categorized by the orientation of their axis of rotation into two groups: horizontal axis 
wind turbines (HAWTs) and vertical axis wind turbines (VAWTs). Even though the HAWT has 
by far been the most successful concept, with the large and economically feasible turbines of 
today, the VAWT concept has advantages. VAWTs typically have fewer moving parts and a 
generator located at ground level, which could ultimately lead to higher availability and lower 
maintenance cost [1]. Furthermore, in [2] it has been indicated that the concept is more suitable 
for up-scaling than the HAWT concept. Also, the VAWT concept has potentially lower noise 
emission [1]. 
 



mailto:erik.mollerstrom@hh.se

mailto:kbolin@kth.se

mailto:fredrik.ottermo@hh.se

mailto:lars.baath@hh.se

mailto:jonny.hylander@hh.se





Noise is considered as one of the disadvantages with wind turbines. The definition of noise is 
simply unwanted sound [3]. Distinguishing noise from sound is to a large extent subjective, but 
sound from wind turbines is generally considered as unwanted and may therefore be referred 
to as noise. Extensive research has been presented regarding noise from wind turbines. For 
example, interesting work can be found in [4] where sound modelling, masking and propagation 
has been studied and in [5] where the human response to wind turbine noise has been 
investigated. However most research has been aimed at the more common HAWT concept and 
little attention has been given to the alternative VAWT which has shown potential for lower 
noise levels. Work that has been done regarding noise from VAWTs include [6] and [7] where 
numerical methods are used to simulate aerodynamic noise from VAWTs and which for both 
studies indicates lower noise levels compared to HAWTs. In [8] the noise characteristics of a 
model VAWT was investigated and the applicability of different noise prediction models was 
examined. Furthermore, the frequency distribution of VAWT noise was studied in [9]. 
 
Noise directivity, i.e. quantification of the noise distribution depending on direction, is of interest 
for wind turbines. For example, awareness of strong variation in directivity would allow for 
programing the turbine to operate in a less efficient mode with lower noise emission for certain 
wind directions. Directivity from HAWT noise has been studied in [10], where most noise seem 
to radiate upwind and downwind of the rotor. However, the swishing effect from amplitude 
modulation is most obvious in the perpendicular directions. Similar experimental studies on 
VAWTs are absent. 
 
The VAWT we consider in this study is the so called H-rotor which is a Darrieus-type [11] 
turbine with straight blades. A 200 kW VAWT (hereafter referred to as the T1-turbine) was 
designed and erected by the company Vertical Wind AB in 2010. The turbine, which is located 
just outside of Falkenberg at the west coast of Sweden, is today owned by Uppsala University 
and the subject of research in a variety of fields. This particular VAWT has a direct drive 
permanent magnet synchronous generator which is mounted at the bottom of the tower and 
connected to the rotor by a steel shaft. The rotor consist of three 24 m long straight blades that 
are connected to the shaft by two struts each, both blades and struts are made out of 
fiberglass. The blades are fixed, but the variable speed of the turbine is used to control the stall 
effect so that the rated power can be obtained between the rated wind speed and the cut-out 
wind speed. This can be said to be a sort of active stall power control. Furthermore, it has a 
tower made out of laminated wood, which from the start was free standing, but after two years 
was complemented with support from three guy-wires. The T1-turbine is a first prototype and 
the noise level was not considered during design. If commercially produced, means to minimize 
noise would probably be taken, for example by altering the blade shape and choosing a blade 
profile developed to minimise noise rather than the standard blade profiled used for the T1-
turbine. 


 


Table 1: Properties of the T1-turbine. 


Rated power 200 kW 


Turbine diameter 26 m 


Tower height (incl. foundation) 40 m 


Wing length 24 m 


Swept area 624 m2 


Cut-in wind speed 4 m/s 


Rated wind speed 12 m/s 


Cut-out wind speed 25 m/s 


Survival wind speed 60 m/s 


Rotational speed 16-33 rpm 


Power regulation Stall 


Rotation (seen from above) Counter-clockwise 


Wing/strut material Fiberglass 
composite Tower material Laminated Wood 







 


 


 
Figure 1: The T1-turbine. 


  


 


2. Theory                                                                            


Noise from operating wind turbines can be divided into aerodynamic and mechanical noise. 
Aerodynamic noise is of broadband character and occurs when the air flows around the blade 
and originates from various complex flow phenomena and generally increases with tip speed 
and hence the most sound is produced at or close to the tip of the blade. Mechanical noise 
originates from the relative motions of mechanical components in the gearbox, the generator, 
yaw drives, cooling fans, hydraulics and power electronics. For modern turbines the 
aerodynamic noise is generally dominant and in [12] it is shown that for a modern HAWT the 
most noise is created close to the wing tip when the blade travels downwards towards the 
receiver, a result of the directivity of aerodynamic noise emitted from a moving airfoil [3]. The 
characteristically swishing sound of a wind turbine is due to amplitude modulation and has 
been proven to be the sound feature from wind turbines that is the most annoying [3]. This mid 
frequency phenomena (400-1000 Hz) is created by the directivity of the trailing edge noise. 
 
VAWTs usually has lower tip speed ratio (TSR) than HAWTs. The entire length of a VAWT 
blade travels at tip speed, which for a HAWT is only true for the actual blade tip. Since it has 
been shown that most of the aerodynamic noise from a HAWT is generated close to the tip 
[12], the blade velocity where noise is produced is lower for a VAWT then for a HAWT, an 
argument for lower levels of aerodynamic noise. However, the reality is more complex, mainly 
due to larger angles of attack and the unsteadiness of the flow. An additional difference is that 
VAWTs usually has support arms carrying the blades, a feature not needed for HAWTs. 
However, the support arms can be made streamlined, in which case they will not be expected 
to generate much noise. Furthermore the drive train of a VAWT can be located at ground level 
which limits mechanical noise propagation [1]. 
 


 


2.1 Noise directivity prediction model 


Directivity of noise emitted from modern HAWTs has been studied quite thoroughly by 
Oerlemans et al [10, 12]. In general, aerodynamic noise from wind turbines are caused by both 







inflow-turbulence and airfoil self-noise. However, in [12] it was found that the directivity pattern 
was only compatible with the trailing-edge self-noise directivity, in particular the turbulent-
boundary-layer trailing-edge (TBL-TE) noise contribution. We assume here that the modelling 
presented in [10], based on the empirical model for airfoil self-noise of [13], may be relevant to 
VAWTs as well. For small VAWTs (low Reynolds numbers) laminar-boundary-layer vortex-
shedding noise has been observed to be important [8], but for the current turbine the Reynolds 


number is of the order of      , so the TBL-TE is expected to be dominant here. 
 
A complication when considering VAWTs is that the angle of attack momentaneously becomes 
quite large, even during normal operation. For the optimal TSR of 3.8, and utilizing a simple 
model where the flow is unperturbed by the turbine, the angle of attack ranges up to 15°. A 
static situation with such a high angle of attack would imply a stalling airfoil. However, the angle 
of attack in the VAWT application is constantly changing, giving rise to a dynamic stall effect, 
which means that flow separation will effectively be delayed. The formulas of [13] refer to the 
static situation, and some modifications are expected to be necessary in order to apply these 
formulas to the current dynamic stall situation. The proposed modification is outlined and 
motivated below. 
 
In [8] it was observed that the dynamic stall effect seems to constitute a measurable source of 
noise, probably due to large force fluctuations when the flow eventually separates. This was 
however only observed for low TSR, indicating that strong flow separation will not occur for the 
higher TSR of 3.8 considered here. In [14] dynamic stall was measured at different frequencies, 
and in particular a linear lift curve was maintained up to 15° at a reduced frequency k = 0.05, a 
frequency close to the one for the current situation (the amplitude of the oscillation was 
however larger in [14]). We therefore propose to use, as an estimate to account for dynamic 


stall, the low angle parametrization of the suction side   , as defined in [13], for the entire range 
of angles of attack. 
 
In this estimate the simplest possible approach is adopted regarding air flow and conditions 
along the blade span. The flow is assumed to be unperturbed by the turbine and no wind shear 
is taken into account. The basic empirical equation for the sound pressure due to the TBL-TE 
noise for an airfoil [12, 13] is 
 


   
      


  
 
                


           
 (1) 


 
where    is the displacement thickness of the boundary layer at the trailing edge, M is the blade 
Mach number, L is the blade span and r the distance from the source of observer. The angles 


are defined in [13],   being, for example, the angle between the blade chord line and the 
source-observer line. When calculating r and the angles the motion of the air flow should be 
taken into account, using retarded coordinates for the source. In this estimate, however, 
retarded coordinates have not been used, but the error is expected to be small for the short 
distances and moderate wind speeds considered here. 
 


There are three contributions to   , one from the suction side, one from the pressure side and 
one additional term due to the angle of attack. The last two contributions are proportional to the 


suction side displacement thickness,   
 , which is much larger than the pressure side 


displacement thickness   
  even at small angles of attack. We therefore use      


  in (1) in the 


calculations, and the formula for   
  reads  ([13], untripped boundary layer, here used for all 


angles) 
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where the angle of attack α is given in degrees, and   
  is the displacement thickness for zero 


angle of attack, as parameterized in [13] as a function of the chord Reynolds number. 
 
The turbine data used in this directionality calculation are given in table 2. Positioning the 
observer at a certain horizontal distance D to the hub, at different angles to the wind directions, 


the angles   and  , and source-observer distance r are determined as a function of the turbine 
dimensions and the blade azimuth angle β. The squared pressure (1) is then averaged 
over all angles β. The overall constant in equation (1) is not known (and not of interest in this 
directionality analysis); a constant is eventually fit in order to plot the result along with the 
measurement in figure 4. 
 


Table 2: Turbine and wind data used in model 


Hub height 40 m 


Blade length 24 m 


Blade cord 0.75 m 


Radius 13 m 


TSR 3.8 


Wind speed at hub height 6 m/s 


 


2.2 Measuring sound pressure level from a wind turbine 


When recording noise from a wind turbine, the sound recorded        consists of the sound 


pressure level due to the wind turbine noise       as well as the background sound       which 


are related by [3]: 
 


                  
                     (3) 


 
Recording with the wind turbine sequentially turned on and shut down, (3) can be used to 
separate the wind turbine sound pressure level from the total sound pressure level, if the wind 
and background sound conditions are unchanged. In reality, the conditions are never 
unchanged. By keeping track on the wind speed and using long enough recordings, however, 
the effect of wind speed can be taken into account and the effect of background sound 
conditions will be evened out. 
 


3. Setup and observations 


 


3.1 Experimental setup 


The microphones used were DBX-RTA-M measuring microphones normally used for reference 
measurements of wide bandwidth noise. These microphone is nearly omni-directional and has 
a very straight spectral response in the range of 20-20 000 Hz. The microphones were fitted 
with wind protection muffs and mounted on supports, 1.5 m above ground. The field recorder 
used were FOSTEX-2LE which samples with 24 bits sampling depth and at a speed of 44100 
samples per seconds, which is sufficient to measure signals at the higher end of the hearable 
sound spectrum. The equipment was calibrated on site by recording the sound from a portable 
sound meter calibrator emitting 94 dB (±0.5 dB) at 1 kHz. 
 


3.2 Data processing 


Data recorded from each of the instruments was read into Matlab as a wav-file from the 
compact flash card used in the digital recorder. The calibration recordings were used to ensure 
correct mapping of the wav-data to sound pressure. Each microphone was time adjusted to 
become synchronized before representative background sequences and wind-turbine-turned-







on sequences were selected. Time segments with disturbing noise from trucks and other 
vehicles passing by the nearby road was excluded from the analysis. Sound pressure levels in 
dB(A) from the wind turbine was then calculated from the difference in mean sound power of 
the wind turbine and background sequences. 
 


3.3 Observations 


The T1-turbine is situated in a plain field with a heavy trafficked freeway 750 m to its southwest. 
Interfering noise from this freeway was evened out due to the distance and was approximately 
at the same level for all microphones during the entire recording. Furthermore there is an 
industrial recycling center located nearby with its access road just 70 m from the turbine. 
Interfering noise from trucks, cars and tractors passing by were cut out during data processing. 
Eight microphones sets were placed at 45° intervals at a distance of 40 m from the tower base. 
Then a recording was performed with the turbine first turned on for 30 minutes, then turned off 
for 30 minutes. Wind speed, wind direction and atmospheric conditions for both turbine and 
background recordings was measured with a 40 m high measurement mast situated 100 m 
from the turbine and logged together with the electrical output from the turbines own control 
system. 
 
The experimental measurements were performed between 13:35 and 14:35, on 2015-01-20. 
The wind speed at hub height varied between 4 m/s and 9.5 m/s with a mean wind speed of 6.4 
m/s when the wind turbine was turned on and 7.1 m/s when recording background noise. 
Recalculating for 10 m above ground the mean wind speeds were 5.2 m/s and 5.7 m/s for 
turbine and background segments respectively. The higher wind speed of the background 
recording will lead to a slight underestimation when calculating the portion of noise coming from 
the wind turbine. Since exactly the same time sequences are analyzed for all microphones, this 
will have a negligible impact on the relative results between the microphones and thus the 
directivity. The wind direction was close to eastern, with minute averages ranging from 79° to 
83° (mean 81°) counting clockwise from north. The turbine was operating at the lower limit 
rotational speed, staying within 15.8-16.2 rpm during the entire operational time. The humidity 
was just above 100%, with moderate snowing. The temperature was within 0.5°C to 1.5°C and 
the pressure was steady at 101.2 kPa during the entire measurement. 
 


 
Figure 2: The microphones location relative the turbine base and mean wind direction during measurements. Note 


that the camera is not directly above the turbine, thus displacing the rotor from the base in the picture. 


 







 


4. Results 


 


4.1 Noise directivity 


In figure 3 the noise directivity measurements are presented as a polar plot. In figure 4 the 
same results can be seen plotted together with the theoretical directivity pattern from “2.1 Noise 
directivity prediction model”. The experimental results follow the theoretical pattern reasonably 
well, with the highest sound pressure levels upwind of the rotor and the lowest levels in the 
perpendicular directions. With the exception of the upwind maximum value, the experimental 
extreme points are found at an angle slightly higher than that of the theoretical model. 
Furthermore, the minimum value found at approximately 270° is not as low for the experiments 
as the theoretical model. 
 
The difference between the experimental results and the theoretical model is probably due to a 
combination of the limited amount of measurement data and the simplifications made in the 
theoretical model. For example, it would be interesting to include the turbulence inflow noise 
which according to [12] has a directivity that differs substantially from that of the TBL-TE noise 
modelled in this work. 
 


 
Figure 3: The noise directivity from the experimental measurements. Upwind is 0°. Radial axis unit in dB(A). 


 







 
Figure 4: The noise directivity from experiments (blue) compared to theory (red) 


 


4.2 Amplitude modulations analysis 


Amplitude modulations of the wind turbine were estimated using the Lundmark calculation 
procedure [15], which has also been used by Larsson and Öhlund [16]. This procedure is 
based on an FFT algorithm of the sound levels (LAeq125ms) and calculates RMS values for 
different frequencies. Larsson and Öhlund used a threshold of RMS>0.4 [16] to detect 
thresholds and the same limit was used in this paper. In total 1600 segments (200 in each 
direction) were analyzed, in half of these samples the turbine was operational and the other half 
the turbine was still. The probability distributions of the maximum amplitude modulations in the 
frequency interval 0.6-1.7 Hz are shown in figure 5 for each direction separately. As can be 
seen lower amplitude modulations are probable when the turbine is off. The modulation 
threshold of 0.4 is exceeded for 22% of the segments when the turbine is on and 14% when the 
turbine is off. A nearby factory was causing audible impulsive noise at a 1 Hz modulation 
frequency which is probably responsible for the modulations in the sound when the turbine was 
not operating.  
 


 
Figure 5: Probability distributions of the amplitude modulations in the eight directions, blue bars show the turbine 


turned on and red bars show the turbine turned off.   


 







An ANOVA, comparing the distributions with turbine on/off, shows a statistically significant 
difference (p<0.05) for five directions indicating that the recordings contain amplitude 
modulations from the turbine. However, when examining the peak in modulation frequency only 
100 out of 800 segments had the peak at the blade passing frequency (0.8 Hz) which indicates 
that the turbine is not the source of the modulations. Consequently, the amplitude modulation 
analysis show inconclusive results and would probably benefit from renewed measurements 
and further analysis before the presence of amplitude modulations from the vertical axis turbine 
can be confirmed or not.         
 


5. Conclusions 


 
The theoretical model of TBL-TE noise suggests higher noise levels upwind and the lowest 
noise levels in the perpendicular directions. This model is supported by the noise directivity 
measurements which follows this pattern. Analyzing amplitude modulations indicate the 
presence of modulations but the results are inconclusive. 
 
Noise origination from VAWTs is more complex compare to that of HAWTs, and the less 
explored nature of VAWT noise makes it more difficult to predict. For example, lack of 


empirically established modelling of the displacement thickness    during dynamic stall ads 
uncertainty. Addressing VAWTs, the static relations commonly used when evaluating HAWT 
noise are clearly inadequate as the displacement thickness and thereby also the sound levels 
gets exaggerated. 
 
The noise characteristics of VAWTs needs to be investigated further and the 200 kW VAWT 
creates an opportunity doing so utilizing arguably the largest operational VAWT existing today. 
In addition of further investigation of the noise directivity, examples of future work on the T1-
turbine could be quantification of the aerodynamic noise sources using a microphone array. 
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Summery 
Wind turbine facilities are becoming more remarkable energy after east Japan 
earthquake.   But health effect from exposure to wind turbine is unclear at the 
present moment.   We report a cross-sectional study according to the 
health-related quality of life of individuals resulting in the southern part with wind 
farm in Japan.   Self-administered questionnaires, which included mental health 
and sleep disorder, were delivered to all households through post office.   Most 
residents had favorable feeling to wind turbine systems, but statistically significant 
differences were noted in some domain scores, and some residents exposed to 
wind turbine noise also reported significantly lower sleep quality.   We explored 
which the subjective and objective evaluation are consistent with situation of sleep.   
There were some relationship between quality of sleep and the distance from the 
wind turbine facility.   On the other hand, we measured sound level occurred by 
wind turbine outdoors, and we calculated the correlation with presumptive level of 
noise and the distance from the wind turbine.   Furthermore, some volunteers 
participated to record of sleep pattern using sleep actigraphy, measures of sleep 
situation were obtained from 18 volunteers from residents.   We report the result of 
this pilot study that the correlation between the distance from wind turbine and sleep 
pattern. 
 
1. introduction   People has begun to worry about the health impacts of 
exposure to a perceived environmental hazards creates symptom expectations after 
east Japan earthquake “Fukushima” in Japan.   Wind energy is a important 
component of future strategies for clean power supply, but there are some reports 
that the infrasound produced by wind turbines causes health complaints in nearby 







residents1).   Furthermore, opposition to the construction of turbines is often 
founded on media reports that a number of people living within the vicinity of wind 
farms experience a range of nonspecific symptoms such as sleep disturbance, 
headaches, ear problems, dizziness, nausea, and heart palpitations2)3).   Thus 
increasing numbers of complains about sleep disturbance and adverse health 
effects have been documented, but there is no report that the mechanism could 
explain the experience of such nonspecific symptoms for example “annoyance”.   
In this study we report current situation of south wind farm island in Japan through a 
cross-sectional study according to the health-related quality of life of individuals 
residing in the island.   Moreover we report the correlation between the distance 
from wind turbine institution and sleep pattern using sleep senser “actigraphy”. 
 
2. Study design 
2.1 Study field   “Nagashima-cho” is small island closed to southern island 
“Kyushu” in Japan.   The residency is about 9000 people, most of the area is 
mountain, and the south area of the island is within 30 km far from atomic energy 
plant “Sendai”.   There are 26 vicinity of wind turbine in this island, its product 
about 10,000 MW per year.   They have pride for wind turbine facility and call their 
island “the town of wind turbine”. 
 
2.2 Method 1; Questionnaire survey   A couple of our original self-administered 
questionnaires, which included the evaluation of depression (K-6 questionnaires), 
poor self-rated question, information on sleep quality, and night sleepiness (Table 
1)4), were delivered to all households in this town through post office.   And 
residencies reply it into a post at will. 
 
2.3 Method 2; Sleep monitoring   A total of 40 volunteers from residents (20 
women, 20 men) have attached sleep sensor watch “actiwatch 2 ” made by Phillips 
for a week.   We could analyze 18 data of residents (8 women, 10 men) and we 
had compared two groups by the distance from wind turbine facility and residence.   
One is the residents who live the area within 1500m of the vicinity of wind turbine, 
the other is the residents who live without 1500m from wind turbine facility.    
 
2.4 Statistical analysis   Multivariate logistic analysis were performed for the 
symptom of depression and poor self-rated health after controlling for gender, age, 
during of residence, time of residence on holiday, smoking or non-smoking, be or 
not be at work, having room in their budget.   Model is random section model as 58 
area is second level.  
 
3. Results 
3.1 Result of questionnaire survey   Recovery rate of questionnaires is 19.0% 
and efficiency percentage is 16.9% after excluding answer which is furniture 







vibrated by wind turbine, from reflecting of wind turbine and residency in nursing 
home.   The odds rate of hear wind turbine noise for K6 is high (OR 2.33, 95%CI 
1.41-3.84, p=0.001), and for poor self-rated health is high (OR 1.72, 95%CI 
1.20-2.48, p=0.003).   On the other hand, significant relationship between view of 
wind turbine and nocturnal awakening were identified.   Significant relationship 
between hear wind turbine noise and early morning awakening (OR 1.871, 95%CI 
1.187-2.951, p=0.007) and sleep inertia were identified.    But there is no 
significant relationship according to analysis for 569 residents who answered have 
agreeable feeling for wind turbine. 
 
3.2 Result of Sleep monitoring   Average is 49.7 year old, average sleep hours 
is 380.5 min, average sleep efficiency is 93.3.   The number of residents who live 
the area within 1500m of the vicinity of wind turbine is 7, the number of residents 
who live without 1500m from wind turbine facility is 11.   There is no significant 
relationship between distance from wind turbine facility and sleep hours, sleep 
efficiency.     
 
4. Conclusions   This study demonstrated that viewing information about 
southern small island with the vicinity of wind turbines.   The residents of this 
island are interested in energy because they live within about 30 km from atomic 
energy institution.   Thence most residents in this island hope the change energy 
source from atomic energy to renewable energy.   This is one of the reason that 
high rate of favorite impression for wind turbine system.    
   Low frequency sound is consistently present in the environment caused 
variously by air turbulence, ocean waves, traffic, and other machinery.   It may be 
audible at sufficiently high pressure levels, but it sometimes occurs when the 
frequency of a sound wave is below the low frequency limit of audible sound 
(approximately 20 Hz).   Some findings according to wind turbine noise on media 
reports are nonspecific symptom, there is no scientific evidence which support a 
direct pathophysiological link between the generation of infrasound by wind turbine 
and health complains.   Actually, we couldn’t measure unknown sound by vicinity 
of wind turbine.   From the above, the main problem by low frequency sound from 
wind turbine is audible low frequency sound (approximately 20~100 Hz).   Low 
frequency sound from wind turbine institution is intermittent, residents are exposed 
to its 24 hours.   The agreeable opinion for infrasound is change by the method of 
pre-information proved by sham-study5).   Furthermore, agreeable feelings for 
audible low frequency sound affected by other factor, for example residents in 
Denmark have favorable impression for wind turbine facility because of its 
economical benefits.   And hence, the impression for wind turbine system depends 
on the timing and method of giving information for residents.  
   Given the lack of evidence for a direct pathogenic link between any aspect of the 
operation of wind turbines and symptom reporting, this study suggests promising 







future direction for future research and we expect that the decision making the 
minimum set back distance for wind turbines from residences in Japan. 
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Summary   
This paper gives examples of the sound from wind turbines in the outdoor 
environment, and in the indoor environment. These are compared to other sounds 
occurring in the environment, such as road traffic or overhead aircraft, and to the 
sounds produced in a typical municipal library and by a typical refrigerator. In 
summary, the paper shows that wind turbines do alter the acoustic environment, 
both outside homes and inside homes presenting a greater difference at low 
frequencies than other sound sources normally met. 


1. Introduction  Classical problem solving for systems suggests that when a 
working system experiences a failure, look for changes in its environment. As an 
example, if an engine that has worked well for some time suddenly experiences 
distress, look for what has changed.  Was the oil change schedule altered? Has a 
bearing reached end of life? This paper applies a similar approach to look for what 
has changed when distress occurs in the human system. 


When wind turbines are installed in the environment of humans, a common finding 
based on face-to-face interviews conducted by the author, with many people, is that 
some report discomfort, at varying degrees, ranging from mild annoyance, to severe 
adverse health impacts. The healthy human system experiences distress.  Interviews 
reveal when people leave the wind turbine environment, their distress diminishes, 
but when they return, so does the impact. What change is causing the distress? 


Rather than trying to discount the discomfort, this paper looks for changes in the 
environment wind turbines create based on research into the sound and it’s special 
characteristics as received where the humans live. The sound from wind turbines is 
compared to other sounds in the environment to examine the differences based on 
analyzing recordings of actual sound monitoring. We will look at sound from wind 
turbines, vehicular traffic, aircraft, wind, and people, to identify differences.  We will 
look too at the way the sound is monitored, to see if that can have an impact. 


Finally, through examination of the special characteristics of the sound generated by 
wind turbines that are different from the sound from other sources, a reason for the 
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discomfort people experience is offered. The links between the changes in the 
environment wind turbines create and the human condition is explored. 


2. Background                                                                            
 
2.1 What do we mean by “the sound” from a wind turbine? Questions of how 
much sound wind turbines emit, and how that sound compares to other sound 
sources has been around for a long time. Almost everyone who has been following 
the information cloud surrounding wind turbines has heard the common expressions: 


• The sound from wind turbines at your home is less than from your refrigerator 
or air conditioner. 


• The sound from a wind turbine is comparable to a quiet library. 


• The background noise of the wind “masks” the sounds emitted by wind 
turbines. 


• The sound level produced by typical wind farms is so low that it would not be 
noticeable in most residential areas. 


So, what does it mean when we speak of “the sound” from wind turbines? It is often 
represented by a single value, representing the amplitude in the range our hearing is 
most sensitive, the A-weighted value. But, should we not also consider the “quality” 
of the sound and it’s special characteristics? The nature of human hearing is that we 
respond to a very wide range of sound inputs, and often it is differences in sound, 
and differences in the characteristics of the sound that gives them a recognizable 
signature. We can hear a whisper of a companion or a whimper from a restless 
baby. We can recognize the voice of someone we know in a crowded room. Most of 
us can whistle a familiar tune that sticks in our head. Our hearing responds better to 
differences than just to volume, and our mind responds to specific tones, or repetitive 
patterns more than to a random sound. Sound is far more than “volume.” 
2.2.What have we learned already?  From previous work, we have learned that: 


• At distances of more than 500 metres to a kilometer, the sound from wind 
turbines are rich in low frequency sound (sound less than 200 Hz) and 
infrasound (sound less than 20 Hz), while the higher frequencies are 
attenuated to be comparable to background, 


• low frequency sound travels longer distances than high frequency sound 
• low frequency easily passes through most building materials, even while 


higher frequency sounds are attenuated 
• WHO states low frequency sound warrants special consideration 
• the special characteristics of the sound from wind turbines makes them 


recognizable even when the volume is low 
 
Further adding to the confusion is the fact that most regulators base sound level 
limits on A-weighted values, often found by considering only the octaves centred 
from 63 Hz to 8000 Hz. All this means sound levels at different octaves are adjusted 
as follows: 


• sound from octaves at frequencies below 63 Hz is ignored 
• 63 Hz – measured sound reduced by 26.2 dB 
• 125 Hz – measured sound reduced by 16.1 dB 
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• 250 Hz – measured sound reduced by 8.6 dB 
• 500 Hz – measured sound reduced by 3.2 dB 
• 1000 Hz – measured sound considered as is 
• 2000 Hz – measured sound augmented by 1.2 dB 
• 4000 Hz – measured sound augmented by 1.0 dB 
• 8000 Hz – measured sound reduced by 1.1 dB 
• sound from octaves at frequencies above 8000 Hz is ignored 


 
As a result low frequency and infrasound are reduced or ignored by most regulators, 
as are higher frequencies, on the assumption that those sounds are not considered 
part of the normal hearing range as used in spoken communication. 
 
2.3 What will we not do? What this document will resist doing is to identify a single 
value of the sound intensity for any of the sources. Generating a single value by 
somehow adding together the octave contribution across the spectrum of sound 
produced by a source neglects the impact of the special characteristics of the sound. 
If a sound is cyclical (displaying a repeating pattern) or tonal (with a discernable pitch 
at one or more frequencies) it is more recognizable than a sound that is constant, 
and evenly distributed across all frequencies. Generally regulators recognize that if a 
sound has special characteristics of recognizable tonality, a cyclical nature, or 
impulsiveness (like a hammer blow or a gunshot) then the sound is penalized, yet, 
some regulators specifically do not consider sound from wind turbines which have a 
recognizable repetitive “swoosh” which modulates the sound at all frequencies as 
being cyclical. Yet, it is the cyclical, repetitive nature of sound from wind turbines that 
seems to make them most recognizable. 
 
To those who hoped this document would produce a simple answer to the question 
about how the sound from a wind turbine compares to other sources, an apology 
must be given in advance. Instead, this document proceeds at a somewhat 
“pedestrian” rate, trying to give the reader a better understanding of why there is no 
simple answer, and why a response must be conditioned with “it depends.” 


3.0  The Cases The cases have been selected from hundreds of sound samples 
recorded over the years, using the instrumentation and methodology described 
below. Although a visual representation of the sound as a function of frequency is 
displayed for each sound, the visual display cannot fully represent the full acoustic 
quality of each sample. The presentation first goes through a set of charts to show 
the impact of wind turbines or no wind turbines at different power levels at different 
locations in the same environment. Then, it goes through a set of charts to try to 
demonstrate a comparison of the impacts of wind turbines versus traffic, or overhead 
aircraft. 
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3.1 Impact of Wind Turbine on Soundscape Outdoors at Rural Sites  
 


 
 
This chart demonstrates that low frequency sound is present in the environment at a 
higher level than in the normal audible range. The TLE site in the samples above is 5 
km from the nearest wind turbine. However, the range of frequencies humans 
communicate at is typically in the rage of hundreds to thousands of Hz. Our hearing 
is generally considered to be insensitive to frequencies below about 20 Hz or above 
about 20,000 Hz, although this will vary among individuals. The 5 unweighted sound 
level readings shown in the chart show similar patterns. The sites are within a 7 km 
radius, and the turbines at any site are visible from the others.  
 
The readings were taken using an Earthworks M30BX microphone mounted 1.5 
metres above ground with a 90 mm diameter primary and 450 mm diameter 
secondary wind screen, digitized using a M-Audio Fast Track USB Audio Interface, 
and recorded on a Macintosh iBook G4 computer running the Audacity Digital Audio 
Editor program. The limiting feature in the system was the frequency response of the 
microphone, which is listed as 9 Hz to 30,000 Hz, with 3 dB down points at about 5 
Hz and 40,000 Hz. The system was calibrated before and after each recording 
session using a Lutron 941 - 94 dB 1 kHz sound calibrator. 
 
The signal processing was done using the Electroacoustics Toolbox version 3.5, 
which permits calculating and plotting calibrated FFT data at selected bandwidth and 
resolution. The FFT calculation averages 10 sets of calculations to derive the result 
plotted. These plots shown above used a 8613 Hz span, with 17,228 calculations to 
produce a 0.5 Hz resolution.  
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On a day the turbines were at a very low power (July 24 on the chart), with an output 
of 1 to 2 MW for the entire 110 turbine array (rated at 181 MW) the sound levels are 
similar at an outdoor recording site, (identified as SCH) a home at an approved 
setback distance from the turbines, as at the TLE site at frequencies above 1000 Hz. 
However, at lower frequencies, the sound at the SCH site, home of a “receptor”, the 
sound levels are about 15 dB higher than at a TLE site 5 km from the turbines. At a 
day the turbines were at a moderately high power (July 28 on the chart) the array 
output ranged from 105 to 127 MW (58 to 70% of maximum) in the hour before and 
after the recording was taken. For this day even though the sound level had risen at 
the site remote from the turbines, the sound level at the approved receptor was now 
some 20 dB higher than the sound at the site 5 km from the turbines. 
 
3.2 Cars, Trucks, and Turbines (Outdoor Sound)  
 


 
 
This chart shows the plot of the FFT for a car and a truck passing the TLE site. The 
road is located about 75 metres from the sampling location. One feature the car and 
truck display makes clear is the necessity to actually listen to recordings taken to 
discern if there are other sounds present. Both the car and the truck recordings 
exhibit the presence of insects, and the traces show peaks at about 5244 Hz and 
8564 Hz, which are likely due to the insect presence, as it is also present in 
background recordings. The traces show that the sound from the wind turbine at the 
SCH monitoring site, when the array was at a power level ranging from 58 to 70% 
output, exceed the sound of either the truck and car pass for all frequencies below 
about 400 Hz, and are about 10 dB higher than even the truck for frequencies below 
about 40 Hz. 
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3.4 Overhead Helicopter Air Ambulance (as heard outdoors) 
 


 
 
 
Similarly, the Ornge helicopter air ambulance passes directly over our home as it 
flies from London en route to the local hospital. Recordings of the air ambulance 
overhead shows that it too has a significant amplitude for about 15 seconds as it 
passes overhead, a low frequency tonal characteristic, and yet, one would not want 
a regulation to prohibit air ambulance flights to save lives. The awakening it 
produces (on a rare night flyover) is usually the opportunity for a simple prayer of 
“God-speed, I wonder what happened?” Note that the wind turbine is louder than the 
air ambulance for frequencies below about 10 Hz. 
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3.5 Impact of Wind Turbines on Sound Inside a Home 
 
Interesting as the study of sound outside a home might be, as previously presented 
in this paper, the truth is that people tend to live indoors, and that is generally where 
they go to seek rest, and sleep. As I spoke to people about wind turbines in their 
environment, many puzzling statements led to a study of the conditions inside a 
home, instead of just focusing outside. The results were presented in a paper 
presented to the Acoustical Society of America, fall 2014 session, and the paper is 
currently undergoing peer review prior to consideration for issuance in the Journal of 
the Acoustical Society of America.  
 
Briefly, the puzzling statements included ones such as: 


• we	  were	  unable	  to	  sleep	  in	  our	  bedroom,	  but	  when	  we	  moved	  out	  of	  doors	  into	  a	  
tent,	  we	  were	  able	  to	  sleep	  better.	  


• My	  husband	  is	  unable	  to	  sleep	  in	  our	  bedroom,	  but	  when	  he	  moved	  downstairs	  into	  
a	  recreation	  room,	  he	  gets	  a	  bit	  more	  sleep.	  


• I’ve	  tried	  everything,	  even	  lying	  in	  bed	  with	  my	  head	  at	  the	  footboard,	  and	  my	  feet	  at	  
the	  headboard,	  to	  try	  to	  get	  some	  sleep.	  


 
In summary, the paper presented explains that what was found was that room 
conditions exist inside homes, particularly ones with rooms that tend to be cubic, 
typical of older Ontario farm homes (which have smaller square rooms with high 
ceilings) resulting in preferred frequencies matching wavelength and the room 
dimensions. These generate peaks in waves inside homes. 
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The chart was prepared using a higher resolution in the Electroacoustics Toolbox, to 
give a resolution of 0.125 Hz, which permits a more detailed low frequency 
examination and a clearer display of tonality. The chart shows that comparing the 
sound conditions in the same room on days when neighbouring wind turbines are off, 
compared to being at moderate power, result in peaks in sound level at the room 
mode frequencies, and accentuating the forcing function presented by the sound 
from wind turbines entering the home. Note also the strong peaks in the high power 
case representing the blade pass frequency for these turbines. As a result, 
conditions in side the home are actually more changed and peaked than the 
conditions outside. As expected for room conditions, the corner of the room displays 
a higher sound level than the centre of the wall, and the lowest sound level in the 
room is actually in the centre of the room. 
 
The room modes study went further to examine the conditions inside the same room 
as surrounding turbine output changed, in particular as the room window was 
cracked open only about 2 inches (5 cm) for ventilation, as would be typical in the 
summer time. The results are shown in the chart below. 
 


 
The chart shows that although the variation above about 500 Hz is minor, as the 
frequency falls, the difference caused with rising turbine power continues to grow. 
Also, the presence of the room condition variations is more noticeable as the turbine 
power rises.  
 
For more details on the difference caused by the room mode variations, the reader is 
referred to the paper planned for issuance in for the Journal of the Acoustical Society 
of America. Copyright restrictions prevent going into more detail here. 
 







 9 


 
3.6 Snow Plow on Highway (As Heard Indoors) 


 
 
This chart has little to do with wind turbines, but was recorded using the same 
technique as the previous wind turbine profiles. What this chart shows is a recording 
of a snow plow scraping snow from a paved highway, recorded from a distance from 
about 75 metres to about 600 metres as the plow passed the house. The intent of 
presenting this record is to show that there are other sound sources in the 
environment that have a similar low frequency amplitude as do wind turbines. This is 
a caution to anyone who might be inclined to want to see a restriction passed that 
simply limits the emission of low frequency noise. 
 


   
Snow Plow Approaching and Receding (behind a sound absorbing cloud of snow) 
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Any restriction needs to consider the frequency of the sound, the duration of the 
sound intrusion, and special characteristics of the sound. While the snow plow may 
have a frequency distribution amplitude similar to wind turbines, and a tonal peak, a 
restriction from plowing the roads would not be desirable to most rural dwellers. It 
may be true that when the snow plow passes our home (generally at about 5:30 AM) 
it will often awaken sleepers, but the duration of the pass by is short, less than 5 
minutes in the night, and it is a reassuring sound, as it means that the roadway is 
open and safe for travel.  
 
Comparison of this chart and the previous room conditions chart shows that the 
sound from the snow plow is less than that produced by the wind turbines at powers 
above 1% output for most frequencies below about 30 Hz. 
 
3.7 Library, Refrigerator, or Wind Turbines 
 


 
Finally we get to the beginning question, are wind turbines really as quiet as a public 
library, or your refrigerator, or other sounds in your environment? The intent of this 
chart is to answer the question. To provide a response, recordings were made of the 
sound: 


• in the stacks of the Port Elgin Branch of the Bruce County Library below a 
ventilating diffuser (a busy spot with folks chatting, going up and down stairs, 
and moving chairs),  


• 1 metre away (that’s close!) from an operating Whirlpool Energy Star Frost 
Free refrigerator, with everything else off in our kitchen 


• inside two bedrooms of a home in a bedroom with wind turbines at approved 
setbacks, in once case with the window closed, with then cracked open 2 
inches (5 cm) typical of a summer night. 
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And the answer? Well, sort of, if you A-Weight the sound, and neglect octaves below 
63 Hz, as the Ontario regulations do. In fact, what the recording showed is how noisy 
the refrigerator or library actually are. Few would sleep in the library routinely as a 
matter of choice. Fewer still would sleep with their head 1 metre away from a full 
sized refrigerator. Looking at the chart, the busy library, with a sound level of some 
44 dBA-Leq, and some very tonal points from the air conditioning system is indeed 
noisy. The library is noisier than the wind turbines at frequencies above about 20 Hz. 
The refrigerator, at 1 m, is noisier than the wind turbines at frequencies above about 
200 Hz. 
 
However inside the home with wind turbines as neighbours, the sound level in the 
bedroom at the pillow end of the bed, where the occupant’s head would lie, or even 
in the centre of the room if the window is cracked open, becomes some 25 dB higher 
than the refrigerator at frequencies below 20 Hz, and noisier than the library at 
frequencies below about 10 Hz.  
 
4.0 Concluding Observations 
 
The charts in this document show the sound from wind turbines is indeed rich in low 
frequency, exceeding the low frequency contribution received from the wind in the 
environment, of a helicopter flying directly overhead, of refrigerators, or libraries, and 
of most highway traffic. The charts show that the sound from wind turbines shows 
tonal characteristics. The charts also show that inside homes, room conditions cause 
a greater variation across a room than in the outdoor environment, and result in 
intensity increases at room mode frequencies, a function of the room size, and 
exciting source. 
 
What the charts cannot show is the duration of the wind turbine sound, which can 
continue for hours at a time, particularly at night, when meteorological conditions 
favour higher wind turbine output, and be significantly greater than other sound 
sources in the environment. Neither do the charts properly identify the cyclical nature 
of the sound, rising and falling repeatedly, which makes them particularly 
recognizable. These durations and repetitive patterns (amplitude modulation) are 
apparent from the audio recordings that form the basis for this document though, 
which were made in a rigorous manner. 
 
It is suggested that the information displayed in these charts provides a firm 
argument that use of A-weighting and of considering only octaves from 63 Hz to 
8000 Hz does not provide an adequate regulatory environment for wind turbines.  
 
Some regulators recognize that special audible characteristics of wind turbines 
should be addressed. New Zealand Standard NZS6808-2010 states, “5.4.2. Wind 
turbine sound levels with special audible characteristics (such as, tonality, 
impulsiveness, and amplitude modulation) shall be adjusted by arithmetically adding 
up to +6dB to the measured noise at a noise sensitive location. This adjustment is a 
penalty to account for the adverse subjective response likely to be aroused by 
sounds containing such characteristics.” 
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While the issues are identified, the regulations do not necessarily deal effectively 
with the issue. For example New Zealand Standard NTZ-6808-2010 states, “C5.5.2 
The World Health Organization recognizes that adverse noise effects can be 
increased by sound with a large proportion of low frequency components.” However, 
all stakeholders, including the wind turbine industry, influence development of 
regulations. 
 
The Standard goes on to diminish the issue. “Measurements show that wind turbine 
sound does not contain a large proportion of low frequency components. As sound 
propagates from a wind farm (or any other source) the higher frequency components 
are attenuated quicker than the low frequency components. At a distance from any 
sound source it is often lower frequency components that are audible, albeit at a low 
sound level, Wind farm low frequency sound at a noise location which is tonal or has 
amplitude modulation would be penalized for special audible characteristics.” 
 
This document does give evidence that the wind turbine contribution to the 
environmental noise at low frequencies particularly is indeed above other sound 
sources, suggesting that they provide a basis for recognition in the New Zealand 
Standard. 
 
The Ontario Noise Guidelines for Wind Farms (2008) state, “the information (for 
acoustic emission of wind turbines) must include the sound power levels, frequency 
spectra in octave bands (63 to 8000Hz), and tonality at integer wind speeds from 6 
to 10 m/s.” The guidelines go on to note, “Should the manufacturer’s data indicate 
that the wind turbine acoustic emissions are tonal, the acoustic emissions must be 
adjusted by 5 dB for tonality … otherwise the prediction should assume that the wind 
turbine noise requires no adjustments for special quality of sound.” This document 
shows that measurement confirms that tonal acoustic emissions do occur; even if 
they are not indicated by the manufacturers data, suggesting that they may develop 
over time due to blade wear as an example. 
 
The Ontario guidelines specifically exclude cyclical sound from wind turbines, noting, 
“No special adjustments are necessary to address the variation in wind turbine 
sound level (swishing sound) due to the blade rotation, see Section 4. This temporal 
characteristic is not dissimilar to other sounds to which no adjustments are applied. It 
should be noted that the adjustments for special quality of sound described in 
Publication NPC-104, Reference [1], were not designed to apply to sounds exhibiting 
such temporal characteristic.” 
 
This document shows that using only the octave bands from 63 to 8000 Hz as well 
as A-weighting those sounds results in a regulatory environment that is not 
protective, as both A-weighting, and restricting the octave bands does not address 
the large proportion of low frequency components that is specifically identified by the 
World Health Organization as a source of adverse noise effects, which is noted in 
the New Zealand Standard. The audio recordings made to support this document 
demonstrate that the cyclical nature of the wind turbines is not similar to other 
sounds to which no adjustments are applied, it is indeed a “signature” quite specific 
to wind turbines, and the cyclical penalty from Publication NPC-104 should apply. 
The exclusion of the variation in sound from wind turbines should be revisited. 
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This document demonstrates that a revision to the regulatory environment for wind 
turbines is justified. The basis for neglecting the low frequency components and the 
cyclical (or amplitude modulation) nature of the sound by regulators that they are 
minimal has been proven to be faulty. The document also provides a part of the 
information called for by the Conclusion on Page 10 or the report of the Ontario Chief 
Medical Officer of Health, which states, “The review also identified that sound 
measurements at residential areas around wind turbines and comparisons with 
sound levels around other rural and urban areas, to assess actual ambient noise 
levels prevalent in Ontario, is a key data gap that could be addressed.” 
 
This fact that thousands of complaints have been filed with the Ontario Ministry of 
the Environment regarding noise from wind turbines and adverse impacts on scores 
of citizens have been reported is confirmation of the result of regulations that are not 
protective. This document is provided in good faith, as a demonstration of the 
evidence that shows there are reasons of changed conditions brought about by wind 
turbines that are not addressed by current regulations, which call for their review. 


References 
 
Palmer, W.K. (2015) Room modes – a predictor of wind turbine annoyance, 
presented at the 168th meeting of the Acoustical Society of America, Indianapolis, 
October 2014, and submitted for review in Nov. 2014 for consideration of inclusion in 
a future issue of the Journal of the Acoustical Society of America. 
 
Ontario Ministry of the Environment and Climate Change, Publication NPC-104, 
Sound Level Adjustments. 
 
Ontario, Ministry of the Environment, Noise Guidelines for Wind Farms, October 
2008. 
 
New Zealand Standard, NZS 6808:2010, Acoustics Wind Farm Noise. 
 
Ontario, Chief Medical Officer of Health (CMOH) Report, May 2010, The Potential 
Health Impact of Wind Turbines. 








6th International Meeting 
on 


Wind Turbine Noise 
Glasgow  20-13 April 2015 


Environmental Impact Assessment and Management Plan on Wind 
Turbine Noise in South Korea 


Young Min Park   Korea Environment Institute, Korea.                                                        
E-mail: ympark@kei.re.kr 


Kyoung Min Kim   Korea Environment Institute, Korea. 
E-mail: kmkim@kei.re.kr 


Summary 


In South Korea, a wind power plant is a target of the environmental impact assessment, but 
there is a no clear standard for wind turbine noise. The environmental impact assessment is 
essential because wind turbine noise can affect the human body, as it contains low-frequency 
sound. In this study, we want to look into the research cases of low-frequency sound generated 
by wind power plants in major countries in the same field, regulatory standards for the noise 
and consider measurement and assessment methods for the wind power plants, which can be 
applied to the environmental impact assessment in Korea. Finally, we suggest a management 
plan on wind turbine noise. 


1. Introduction  According to the Global Wind Energy Council, world wind power market in 


2013 recorded a total of 318.1GW including accumulated installed capacity of 35.3GW like Fig 
1. However, it decreased about 21.8% compared with the previous year because of reduced 
demand that was caused by the European financial crisis and global economic recession. 


 


 
Fig 1 Market forecast for 2014-2018 


 
Meanwhile, Asia has emerged as the first place ahead of European countries in 2013 as in Fig 
2, and Chinese installation capacity came close to 100GW. On the other hand, South Korea 
shows a pool number which is approximately 0.5GW (accumulated). But the country has a plan 
to increase a capacity up to 18.2% of new renewable energy until the year 2035 in order to 
develop a key energy source. 
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Fig 2 Interactive infographic – cumulative installed wind power capacity per country in 2013 


 
The aim of this study, to look into the research cases of low-frequency sound generated by 
wind power plants in major countries in the same field, regulatory standards for the noise and 
consider measurement and assessment methods (include management plan) for the wind 
power plants, which can be applied to the environmental impact assessment in Korea. 


2. Preceding studies and environmental impact assessment case 


2.1 Characteristics and health effects  Wind turbine noise can only audible middle and high-
frequency band as shown in Fig 3, in the low frequency band, is lower than the hearing 
threshold, a characteristic that cannot be heard. 


In Denmark, the predicted result of indoor low-frequency sound the (wind speed 8m/s, outdoor 
noise 44dB(A) criteria), depending on the scale of wind power generation facility there was a 
study that compared to the audible threshold (Bo Søndergaard, 2014). Result of the 
comparison, the 100 Hz or more can be audible (because wind turbine noise is higher than the 
audible threshold) as shown in Fig 3 (a). However, in the low frequency region below 100 Hz, it 
cannot hear (because lower than the audible threshold). 
In Japan there are cases where measured outdoor radiation noise of the wind farm, the result 
that the frequency analysis is the same as (b) in Fig 3 (TACHIBANA, 2014). There are 
approximately 4dB reduced are characteristic to each time you increase by octaves. And the 
following infrasound region 20 Hz not is able audible, because lower the evaluation curves of 
low-frequency noise provided by Moorhouse et al. (2009). 
 


Fig 3 Comparison of in and out-door wind turbine noise levels with the hearing threshold 


(a) indoor wind turbine noise levels 


 


(b) Outdoor wind turbine noise levels 







In Australia was survey the impact on quality of life for the wind turbine noise in the target 25 
adults that are resident within 1,000~3,500m from the Wind farm. The study uses the 
WHOQOL (World Health Organization’s Quality)-Bref scale was developed to measure the 
quality of life, findings were as Table1. Residents near by Wind farm, showing all of the area 
(physical, psychological, social, living environment) a significantly lower result is quality of life 
than the residents and patients of a standard population (David MCBRIDE etc., 2014). However, 
sample size is small; it is insufficient to explain the relation between wind turbine noise and 
health. 
 


Table 1 Comparison of WHOQOL scores 


Group Physical Psychological Social Environmental 


Wind Farm 42.43 48.67 59.67 53.63 


Community 73.50 70.60 71.50 75.10 


Outpatient (LIDO) 61.47 65.37 62.89 67.93 


Inpatient (LIDO) 51.55 64.04 63.36 66.99 


 


2.2 Wind turbine noise measurements  Method of measuring the wind turbine noise is using 
standards IEC64100-11 in most countries. However, this method does not include a method for 
measuring low-frequency sound. 
Wind turbine noise is measured at the position of (H+D/2) as shown in Fig 4. Here, H is the 
height from the center of the wind turbine rotor to the ground (m), D means the wind turbine 
rotor diameter (m). The measurement height can be seen that it is located near the floor to 
minimize the effects of wind. Wind speed affecting the wind turbine noise is measured at a 
height of 10m from the ground. This measurement method is effectively used for the sound 
power measurement. However, it is not suitable for measurement of (measured at a certain 
height) low-frequency sound or environmental noise.  


 


 
Fig 4 Measurement position of Wind turbine noise (IEC 61400-11), ref. NREL(2011) 


 
Sound power levels from a wind turbine typically vary with the speed of a wind turbine 
(ICAN Acoustics, 2013) 
 
• At 4m/sec (ref height of 10m) the sound power level could be 95dB(A) 
• At 9m/sec (ref height of10m) the sound power level could be 104dB(A) 


2.3 Environmental impact assessment in major countries  The wind turbine noise 
regulations and environmental impact assessment of major countries, still has an only 
regulation to audible sound. For the low-frequency sound, it is reality is presents a 
recommendation value. 


Procedures that are most often used as an evaluation standard of wind turbine noise are an 
ETSU-R-97(The Assessment and Rating of Noise from Wind Farms) and NZS6808. The 
environmental impact assessment process of wind turbine noise that is presented in both 
procedures is shown in Fig 5. 







 
(a) ETSU-R-97 


 
(b) NZS 6808 


Fig 5 Wind Turbine Noise Assessment Procedure 


 
The assessment procedure (represented graphically in Figure 4-(a)) consists of the following 
steps:  
 


 Predict noise levels from all turbines (existing and proposed) at the nearest receptors;  
 Determine a study area;  
 Identify potentially affected properties;  
 (If required) Undertake a measurement survey consisting of simultaneous measurement 


of background noise levels at representative properties with wind speed and direction at 
the proposed turbine site;  


 Analyse the data to remove rain affected and atypical data, and derive the noise limits 
for the scheme;  


 Update noise predictions & assess compliance with the noise limits for a candidate 
turbine, and provide design advice if compliance with the limits is considered unlikely.  


 
The main purpose of this procedure is to set out the noise data required, and the subsequent 
analysis needed to allow a decision maker to make an informed decision to assess compliance 
with ETSU-R-97 (Institute of Acoustics, 2013). 
 
Wind turbine noise regulatory standards of major countries are as follows. 
 
In the UK, using according to ETSU-R-97, is not exceed 5 dB (A) above the background noise, 
is regulated wind turbine noise in the daytime 35~40dB, night 43dB. However, the wind speed 
is prescribed following a 12m/s at a height 10m. 


In New Zealand in accordance with NZS6808 using min10,90AL  is regulated wind noise based on 


the background noise as shown in Fig 6. The High amenity area requiring silence such as a 
hospital, it is understood that it is applied more enhanced regulated. 
 







 
Fig 6 NZS 6808 noise limits 


 
In Denmark, control standards of wind turbine noise in response to wind speed and 
regionalization are defined as follows (Danish ministry of environment, 2011). 
 
The total noise impact from wind turbines may not exceed the following limit values: 
1) At the most noise-exposed point in outdoor living area no more than 15 meters from 
dwellings in open countryside: 
(a) 44 dB(A) at a wind speed of 8 m/s. 
(b) 42 dB(A) at a wind speed of 6 m/s. 
2) At the most noise-exposed point in areas with noise-sensitive land use: 
(a) 39 dB(A) at a wind speed of 8 m/s. 
(b) 37 dB(A) at a wind speed of 6 m/s. 
 
The total low-frequency noise from wind turbines may not exceed 20 dB at a wind speed of 6 
and 8 m/s indoors in dwellings in open countryside or indoors in areas with noise sensitive land 
use respectively. 
 
On the other hand, if the wind power generation facility capacity is equal to or greater than 
100MW on the basis of the Environmental impact assessment Act in Korea, will be subject to 
environmental impact assessment (less than 100MW is small environmental impact 
assessment carried out). 
 
Noise environment impact assessment accompanying the development projects of wind power 
generation facilities are include below. 
 


 Status survey – Distribution of residential area and noise ·vibration (including the 


separation distance) 
 Prediction of the effects of noise and vibration due to enforcement of wind power 


generation facility business (during the construction, operation at the time) 
 Development of noise and vibration reduction proposal 
 Post environmental impact study plan 


 
The "Environment evaluation guidelines for onshore wind development projects" in 2014 was 
carried out to minimize the influence of the ecological damage and living environment. 
Evaluation of noise and vibration field of this guideline is to apply the ‘regulatory standards of 
community noise and vibration’ based on the Noise and vibration control laws (Table 2). 
However, it has applied the environmental standards (dB (A)) which the low frequency sound is 
not considered, it is impossible to prevent the health effects of the human body that are 
expected in response to the continuous wind noise exposure. 
 


 







Table 2 Guideline values for community noise (Place of business) in Korea 


[unit: dB(A)] 


Specific environment Morning, Evening 


(05:00~07:00, 


18:00~22:00) 


Day time 


(07:00~18:00) 


Night time 


(22:00~05:00) 


Dwelling, Conservation areas, 


SchoolㆍHospitalㆍLibrary, etc. 


50 55 45 


Other areas 60 65 55 


 


3 Environmental impact assessment and Post management plan 


Major developed nations have environmental assessment guidelines and they carry out various 
researches on human health effects about wind turbine noise. However, South Korea does not 
have enough studies on wind turbine noise with the assessment guidelines. In particular, 
precise evaluation of the low-frequency sound, which may affect human health, is needed. 
Therefore, this study recommends the Environmental impact assessment and post 
management plan on the wind turbine noise. 


3.1 Noise Limits  Noise limit radiated from the wind power plant to facilities which needs 
calmness such as school and hospital is below 40dB(A) (excluding background noise) and that 
of low-frequency sound is less than Overall value of 1Hz ~ 80Hz 90dB(G). Here is, 
Characteristic of G is a correction on human sense (ISO 7196) specifically infrasonic sound 
between 1 ~ 20Hz. And a low frequency band may be different because each country has 
different regulations. 


Wind turbine noise level when the environmental impact assessment is done, excluding the 
background noise, expected noise level is 40dB(A) or less. When considering the background 
noise, where background noise is 40dB (A) less than the 43dB (A) and less than 40dB (A) at 
least where the background noise can be predicted with synthetic noise exceeds 3dB (A) than 
the background noise. 


3.2 Separation distance  The environmental effect of wind turbine noise has been promoted 
continually research. However, a clear reduction measures has not been prepared. 


In order to minimize the environmental impact on the current wind turbine noise, it is best to 
ensure proper separation between the wind farm and residential area. For proper separation 
distance, the criteria are different for each country. 
In Germany, it is divided into affected noise areas less than 500m and 1000m respectively 
(DNR, 2005). 
In the French National Academy of Medicine, it is recommended that the wind power 
generation facility away from residential areas 1500m or more. 
Therefore, with regard to the area within the 500m are to limit the location (Table 3). And 
recommend the 1500m more spaced installation by taking into consideration the low-frequency 
characteristics (long the propagation distance). 
 


Table 3 Separation distance from the Wind Farm 


Section Separation distance 


Residential area Within 500m : Established the Immigration measures 


Within 1500 m: Consultation of residents (existing areas) 


1,500m ~ (recommended) 


Livestock and 


breeding facility 


(except the grass) 


Within 500m : Established the Immigration measures 


Within 1000 m: Consultation of residents (existing areas) 


1,000m ~ (recommended) 







3.3 Post management plan  After the establishment of wind farm, post-environmental impact 
assessment and monitoring on the change of wind turbine noise level are carried out. 
Monitoring should be recorded quarterly because results can be different depending on season 
(because temperature and wind speed affect wind turbine noise). 


 In order to analyse the relation between accumulated wind turbine noise and impact on health 
as well as prepare for complaints from residents, questionnaire survey should be done and 
people should receive a regular medical check-up. 


4.0 Conclusions 


This study suggests the environmental impact assessment and management plan and low 
frequency sound generated from wind power facilities. In order to reflect the result on policies, 
however, accumulated documentation is required on human health effects and comprehensive 
environmental assessment guidelines for low-frequency sound of wind turbine noise 
(measurement, evaluation and etc.) must be prepared. Regarding complaints that occurs after 
the installation of wind power facilities, proactive management plan on the low-frequency sound 
is needed because it is difficult to solve the issue by measuring existing environmental noise. 
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Summary
The IOA has now published its GPG and six SGN’s, which are being widely used in
practice for wind turbine noise assessment. Work is currently underway by the IOA
AM working group to derive a metric to quantify AM. UK Government is about to
commission a research project, and the IOA will work closely with the appointed
researcher to help develop a rating and penalty scheme to deal with AM.


1.0 Introduction
Wind turbine noise assessment has come a long way in the last five years in the
United Kingdom, and the completion of an Institute of Acoustics sponsored initiative
to produce Good Practice Guidance has done much to codify extant practice. In this
paper the hurdles overcome on the path to the production of the Institute of
Acoustics (IOA) Good Practice Guide (GPG) and six Supplementary Guidance Notes
(SGN) will be reported, noting how the IOA separated the technical and the policy
elements of the process. The paper will then consider how to bridge the gap
between the current IOA programme of work providing a metric and methodology to
quantify and assess the amplitude modulation within turbine noise, and a full rating
method that can relate dose response from justified complaints in order to set
appropriate thresholds and penalties.


2. Background


2.1 Good Practice Guidance
In the UK, noise assessments for wind farm developments are undertaken using the
methodology set out in ETSU-R-97 ‘The Assessment & Rating of Noise from Wind
Farms’ published in September 1996. The Government Department of Energy and
Climate Change (DECC), which has policy responsibility for ETSU-R-97, wrote to the
UK Institute of Acoustics (IOA) in Summer 2011 to invite them to produce a ‘Good
Practice Guide’ (GPG). A noise working group was formed (IOA-NWG), and less
than two years later in May 2013, ‘A Good Practice Guide to the Application of
ETSU-R-97 for the Assessment and Rating of Wind Turbine Noise’ was duly
published. My paper to the Wind Turbine Noise 2013 conference in Denver details
the work undertaken up to the production of the GPG.







2.2 Supplementary Guidance
Following the publication of the GPG, the IOA NWG continued to produce six
Supplementary Guidance Notes (SGN). The purpose of these notes was to provide
additional guidance on topics covered in the GPG, along with examples and case
studies.  The topics covered are listed in Table 1, and are to be read in conjunction
with the GPG.


Table 1. Supplementary Guidance Notes
Number Title Content


1 Data Collection
Equipment specifications;


measurement surveys: Practical
considerations and set-up guidance


and examples.


2
Data Processing &


Derivation of ETSU-R-97
background curves


Data filtering, processing and
regression analysis for different types


of noise environments.


3 Sound Power Level Data Manufacturer’s data and warranties
analysis.


4 Wind Shear Wind speed references and long-
term data analysis.


5 Post Completion
measurements


Examples, considerations and
strategies.


6
Noise Propagation over
water for on-shore wind


turbines


Noise propagation for on – shore
turbines, or those close to the shore


over large bodies of water.


2.3 Amplitude Modulation
The IOA-NWG was not able to find any good practice on the assessment and rating
of amplitude modulation (AM) at the time of producing the GPG, and recognised that
more research was needed. A recommendation was made to IOA Council to
undertake more work on AM, and an AM working group was formed in 2014 as a sub
group to the IOA-NWG. Other papers will be presented at WTN2015 covering the
activities of the sub group. This paper will report on the work expected to be funded
by the UK Government starting in spring 2015 to answer the questions of how much
AM is too much, and what form should a penalty scheme take?


3.0 SGN Production
In keeping the GPG as concise as possible, a large amount of detail was stripped
out from the earlier GPG consultation draft which the IOA-NWG felt was useful
information in its own right. It was therefore decided to create a number of notes to
contain this information. Following the same procedure as that adopted for the
GPG’s production, six draft documents were published for consultation in early 2014,
and the set of six SGN’s were published in Summer 2014. As with the GPG, the







SGN’s were subject to peer reviews before consultation and before final publication.
The SGN’s were subject to a minor review in winter 2014, and the second issue of
the SGN’s should be published by Easter 2015. It is still the intention of the IOA to
seek formal endorsement of the SGN’s from the various Government Departments.
The SGN material was first presented as part of the GPG consultation, to which
there were over 50 consultation responses. Several of these responses sought to
challenge the very basis of the ETSU-R-97 methodology, but this aspect was outside
the scope of the IOA-NWG. All of the material submitted in support of these opinions
was considered by the IOA-NWG to be based on flawed arguments and anecdotal
evidence, and subject to repeated rebuttal at Public Inquiries (part of the UK
planning process).
The IOA limited the review to technical aspects to ensure that the guide was limited
to scientific evidence on the methodology only. Noise limits for wind farms are set by
the Government in the UK, and take account of a number of factors, balancing the
impacts of wind farms against the wider climate change agenda. In restricting the
scope of the working group, it was possible for the IOA-NWG to gain a consensus
view on the methodology. It is unlikely that this could have been achieved had the
scope included discussion on the limits – the original ETSU-R-97 working group
could not agree on suitable limits, and a compromise was reached based on the
knowledge of noise impacts at the time. Subsequent Governments have reviewed
the limits and continue to support them, although clarity has been provided that the
limits should be seen as exactly that; limits that should not be exceeded. Each
scheme should be assessed on its merits, and it is of note that recent decisions on
large UK wind farms have been turned down where the schemes were within the
limits.
There were substantially fewer responses for the SGN consultation, and no
fundamental challenges were made to the notes proposed. No new evidence had
emerged on the methodology since the GPG was published, so few changes were
made to the SGN’s prior to publication. The UK approach is considered to closely
follow the approach taken in most other countries where guidance exists.


4.0 Amplitude Modulation
The focus of the last five years or so in wind farm noise assessment has shifted
away from wind shear to that of amplitude modulation. A number of research
projects have already been completed and many more will be reported on shortly.
The IOA AM working group was set up to review the available evidence, and to
produce guidance on the technical elements for the assessment of AM in wind
turbine noise. The overarching aim of the group is to develop the technical elements
of an assessment method for amplitude modulated noise from wind turbines and
wind farms.
This will be:


· based on best available science;


· based on the most up-to-date psycho-acoustic and technical information on
modulation available;


· provided in the format to allow straightforward inclusion in ‘standard’ forms of
planning conditions for wind turbines [subject to thresholds or penalties set by







others];


· accompanied by software where necessary to allow the condition to be
implemented by all parties.


To achieve this, the assessment method will need to contain a means of
characterising a sample of amplitude modulated wind turbine noise data, with an
agreed format and length, by means of a single metric uniquely defining the level of
AM within it. Other papers at the conference will report on the group’s progress to
date.
In the same manner that the GPG was produced, the thresholds and penalty system
were excluded from the work scope. The IOA has lobbied the UK Government to
consider funding a research project to advise on thresholds and penalties, which is
expected to be out to tender at the time of writing. I am hoping to report the early
progress of this project with my conference slides.
The IOA AM working group has considered what this research should cover. It is
expected that this research project will review all research into the human response
to amplitude modulation in wind farm noise and from other noise sources in
residential environments, and look to see if a robust relationship can be established,
and the conflicting evidence rationalised. Dose response studies undertaken to date
have been on a small scale and under different test conditions; as a result, it has
been difficult to compare studies and draw conclusions on them. For example,
Renewable UK published their research in December 2013, and derived a penalty
scheme from the results of a small number of laboratory listening tests. A derivative
of this method has now been accepted on a high profile wind farm in the UK
(Denbrook), but this is still subject to legal challenge at the time of writing.
The review will then need to consider the format and thresholds for a penalty
scheme. Using the metric determined from the IOA AM Group’s work, the format for
a penalty scheme will be considered. A number of key aspects will need to be
resolved to get to the penalty scheme. This will include the threshold of acceptability
of the AM, the duration of the AM, the frequency of occurrence, and other non-
acoustic factors which influence human response. It is expected that the
measurements will continue to be external rather than internal as this is the planning
convention for most noise sources, but the scheme will need to consider whether a
reduction in the overall noise level is sufficient to alleviate the impact from AM noise
(as is used in the ETSU-R-97 penalty for tonal noise), or whether the penalty should
be to alleviate the AM at source by either reducing the operating speed or pitch
angle of the blades to reduce the AM level.
Any scheme to mitigate excessive AM could reduce the power generating capacity of
the turbines, so the penalty scheme will require the backing of Government to ensure
that a balance is struck. It is not anticipated that this research project will reveal a
clear ‘threshold’ for AM. The response to a noise varies from person to person, and
is affected by many factors including our attitude towards it. Dose response curves
are routinely used in deciding where to set noise thresholds, and it therefore follows
that those who have the highest annoyance at the lowest levels of exposure are
likely to be disappointed from any subsequent decision on the ‘threshold’. The
ultimate decision will involve more than just technical considerations.







5.0 Conclusions
The IOA has now published its GPG and six SGN’s, which are being widely used in
practice for wind turbine noise assessment. Work is currently underway by the IOA
AM working group to derive a metric to quantify AM. UK Government is about to
commission a research project, and the IOA will work closely with the appointed
researcher to help develop a rating and penalty scheme to deal with AM.
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Summary 
The present paper provides an overview of operating schemes to maximize farm-
level annual energy production in noise constrained environments.  


First, a general methodology is presented at the single turbine level to design 
efficient noise reduced operation modes (NRO). In order to satisfy noise constraints 
with the highest possible energy yield, NRO modes are built using optimization 
procedures that combine both noise and power response surfaces. NRO’s are 
designed for a single turbine and based on near-field noise data; as a consequence, 
they do not provide a direct solution to meet far-field noise limits.  


Second, strategies are described to best combine these modes in the context of a 
wind farm. It is usually up to the farm operator to provide a site layout and operation 
that satisfy the local noise regulations. Typically, a single noise propagation 
simulation is carried out using the maximum noise emission of all turbines as input. 
Following this approach, a single NRO mode is attributed to each turbine across the 
farm. Obviously, this results in conservatism for situations outside this worst case. 


More sophisticated wind farm operation schemes are possible, with higher energy 
yield. These schemes do take into account real-time changes in wind and ambient 
conditions in order to adapt the operation of each turbine and thus maximize the 
overall farm energy production. Such continuous adjustment of the farm operation 
can only be achieved by combining suitable control architecture with real-time inputs. 
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1. Introduction   


Wind turbine noise represents one of the major obstacles to a more widespread use 
of wind energy today. As wind turbine rotors become larger and wind farms are 
located closer to residential areas, innovative approaches to sound reduction, low 
noise operation, and strategic siting methods can all be used together to provide 
wind farms that mutually satisfy the interests of operators and the communities that 
they serve. Nowadays manufacturers are able to provide hardware solutions that 
mitigate noise at the source in an efficient fashion, such as trailing edge serrations 
and low noise tip designs [Petitjean et al., Kinzie et al.]. In noise sensitive areas, 
however, these solutions may not be sufficient. A solid understanding of turbine 
operation and the impact of turbine siting is also necessary to properly control the 
observed sound at the receptor locations where farm operators are required to meet 
local regulations. Figure 1 illustrates the key components and opportunities for wind 
turbine sound generation starting at the turbine source and ending at the receptor. 


 


 


Figure 1.  Illustration of key elements of wind turbine farm level sound 


 


In rural, quiet areas (especially in regions where there are ambient based 
noise limits), it is often necessary to adapt the wind turbine operation as a whole to 
meet the noise requirements, for example in a certain wind speed range. For this 
purpose a general methodology is presented at the single turbine level to design 
efficient noise reduced operation modes (NRO). This approach allows to design 
turbine-specific modes of operation that provide incremental noise benefits (in steps 
of 0.5–1.0 dB) compared to normal operation. As a second step these modes must 
be adequately combined at the farm level in order to satisfy the noise constraints at 
the critical receptor locations around the farm and optimize energy production. Two 
strategies to achieve this goal are presented in this paper. Finally, these strategies 
are applied to an example wind farm to illustrate and compare their respective 
features and performance. 
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2. Noise optimized wind turbine operation 


At the turbine level, it is generally true that during normal operation most operating 
parameters that drive towards higher power also drive towards higher noise. The 
challenge for the wind turbine manufacturer is thus to determine how to operate the 
turbine in a way that noise constraints are met with the highest possible power 
output. The response to this challenge is provided in the form of so-called Noise 
Reduced Operation (or NRO) modes; these modes are designed for a single turbine, 
based on noise measurements or predictions performed at the location prescribed by 
IEC standard 61400-11 [see Ref. 3] – i.e. typically 100-150m downwind of the 
turbine. As a consequence, NRO modes do not provide a direct solution to satisfy 
far-field noise limits at the various critical receptor locations identified around a wind 
farm, but it is their adequate combination that will help to meet this goal. 
 
 


 
Figure 2.  Conceptual response surfaces for turbine power coefficient (Cp) 


superimposed over sound contours. 


 
For any given blade design, noise reduced operation can be achieved via an 


optimization procedure that combines a noise response surface (i.e. noise vs. turbine 
operation parameters) with the corresponding power performance response. 
Conceptual diagrams of these response surfaces are shown in Figure 2. The colored 
curved lines show lines of constant noise as a function of blade pitch and tip speed 
ratio (TSR) for a given rotational speed. In general, lower pitch values (i.e. higher 
blade angle-of-attack) and higher TSR (i.e. rotational speed) drive towards higher 
levels of noise. The blue contours indicate blade power coefficient (Cp) where darker 
shades indicate higher Cp values. While it is clear that the Cp contours show a 
maximum level at only one combination of pitch and TSR, it is also seen that for 
lower values of Cp there are multiple combinations of pitch and TSR that provide the 
same Cp level, but the noise is different at each value of pitch and TSR. Therefore, it 
is possible to find an optimum value of pitch and TSR where the turbine can operate 
at a given noise level while maximizing Cp.  
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In practice, such a procedure can be repeated multiple times to build a series 
of NRO modes. Each NRO mode is referred to by the noise reduction benefit it 
provides compared to the peak noise level in normal operation. For example, the 
peak noise level of the ‘NRO -1’ mode is 1 dB below the maximum noise emitted by 
the turbine in normal operation. These modes represent the critical building- blocks 
employed for noise optimized wind farm operation, as described in the following 
section.  


 


3. Noise optimized wind farm operation  


Once the turbine sound characteristics have been designed by the manufacturer, it is 
up to the farm operator to provide a site layout and operation that meets the local 
noise regulations. In practice, this works best as a partnership between the 
manufacturer, operator and acoustic consultants to maximize the output of the farm 
while meeting noise constraints. By judiciously selecting the right turbine 
configuration and operating modes, it is possible to optimize sound and power output 
without incurring unnecessary operating losses.  


Typically, turbine configuration and operating modes are selected based on 
the worst situation, i.e. highest possible noise emission. A single noise propagation 
simulation is carried out using the maximum noise emission of all turbines within a 
farm as inputs; the noise levels at observer / residential locations are then derived as 
the sum of all individual contributions and are usually required to stay below a given 
limit. Following this approach, a single (fixed) NRO mode is attributed to each turbine 
across the farm. The approach will thus be referred to as ‘single NRO control’ in the 
remainder of the paper. Note that the NRO modes can vary from turbine to turbine, 
but they are independent from any time-varying parameters influencing the overall 
farm noise emission, such as wind speed, wind direction, air density or turbine shut 
down times for maintenance. Obviously, this results in conservatism for situations 
outside this worst case. 


More sophisticated wind farm operation schemes are therefore possible, with 
higher energy yield. Repeated optimization runs performed with a large variety of 
inputs representative of the different conditions experienced within a farm (and not 
only worst-case conditions) can be used to determine the most appropriate 
distribution of NRO modes across the farm, which will both satisfy all noise 
constraints and maximize AEP. Combining appropriate control architecture with real-
time inputs allows to continuously adjust the farm operation in a manner that 
accounts for conditions that influence the sound received at key receptor locations 
while meeting all noise constraints. This second approach will be referred to as 
‘optimized noise control’ in the remainder of the paper. 


 


4. Case study 


4.1 Wind farm layout 
For illustration purposes, both the ‘single NRO control’ and the ‘optimized noise 
control’ methods will now be applied to an imaginary wind park composed of 8 
turbines with 82.5m rotor diameter, 1.5MW rated power and 106 dBA peak noise 
level. As far-field noise requirement, a single absolute limit of 43 dB LAeq has been 
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selected. This limit must be satisfied at 4 separate noise critical receptors, referred to 
as R1–4. The wind farm layout and the critical noise receptors are shown in Figure 3. 
The wind climate for the site is shown in Figure 4 in the form of a radar plot with 
Weibull shape, scale parameters and frequency as a function of wind direction. The 
frequency is an indication of the probability over a year (expressed as %) that the 
wind blows in a particular direction.  
 


 


Figure 3.  Wind farm layout and critical noise receptor points used in case study 


 


 


Figure 4.  Wind climate data for the park layout shown in Figure 3. 
 


As a first step, far-field noise calculations are carried out using the ISO 9613-2 
noise model [see Ref. 4] and assuming maximum noise emission from all wind 
turbines to determine the peak noise levels at each critical noise receptor point. 
These levels are shown in Table 1. It appears that the 43 dB noise limit is exceeded 
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for all receptors, with violations between 3–5 dB. Therefore an appropriate noise 
curtailment scheme must be designed for this park. The park-level AEP in this 
baseline configuration is also calculated and will be used as reference (i.e. 100%) to 
assess the % losses incurred with the curtailment schemes in place. 


 


Table 1.  Peak noise levels and violations assuming maximum noise emission. 


Receptor Predicted Max. 
LAeq [dBA] 


Constraint [dBA] Noise Violation 


R1 47.8 43.0 4.8 


R2 48.1 43.0 5.1 


R3 46.2 43.0 3.2 


R4 46.5 43.0 3.5 


 
 


4.2 Single NRO control 
As a second step the single NRO control method is applied, which consists in 
identifying the best distribution of NRO modes that provides mitigation for the worst-
case noise emission scenario. The identified solution is shown in Figure 5: the 8 
turbines are attributed NRO modes that vary from -3.5 to -5.5 (i.e. peak noise level 
emissions reduced to 102.5 dB and 100.5 dB). With this curtailment scheme the 43 
dB noise limit is now met at each receptor point (as can be seen from the location of 
the 43 dB noise contour line in Fig. 5). As an example, the power curves for normal 
(baseline) operation and NRO mode -5.5 are shown in Figure 6. These power curves 
are used to calculate the penalty in energy production, which turns out to be rather 
significant; the energy yield drops to 82.0% compared to the baseline configuration, 
which represents a loss of AEP of 18%.  
 


 


Figure 5 . 43 dB noise contour line with single NRO control 
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Figure 6.  Representative power curves for normal operation and NRO mode -5.5 


 


4.3 Optimized noise control 
Finally, the optimized noise control method is applied, which consists in repeated 
optimization runs in order to identify the best possible distribution of NRO modes as a 
function of wind speed and wind direction. In this case, the individual power curves 
become a function of both wind speed and wind direction, as shown in Figure 7 for 
only one of the 8 turbines in the park selected for the case study. It is particularly 
interesting to observe that for 240° wind direction the optimized solution falls very 
close to the worst-case solution (NRO -5.5). Nevertheless, for other wind directions a 
less strict noise curtailment is possible, which will lead to higher energy yield. 
 


 


Figure 7.  Representative power curves for normal operation, NRO mode -5.5, and 
optimized noise control (wind direction-dependent power curves) 
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It is important to note that when considering the impact of wind direction, it 
becomes possible to specifically account for such phenomena as wind turbine noise 
directivity, i.e. the fact that a turbine does not radiate noise evenly in all directions. 
This directivity effect was accounted for in the present study using the function 
proposed by [Oerlemans et al.]. It would also be possible to include more complex 
noise propagation models than ISO 9613-2, which can differentiate between upwind / 
downwind noise propagation – e.g. Concawe, Harmonoise, or NORD2000. This, 
however, was not done in the present study.  


 


 


Figure 8.  % difference in energy losses between the optimized and single NRO 
control strategies, plotted as a function of wind speed (radial direction) and wind 


direction (azimuthal direction). 


 


As a last step the energy yield is calculated for the optimized noise control 
scheme. This computation is somewhat intricate, as it imposes to use different 
combinations of the standard NRO power curves as a function of wind speed and 
wind direction, following the results of the optimization routine. But the energy gain is 
rather important, as the overall AEP jumps to 88.1%, which represents roughly a 
12% loss compared to the baseline configuration, and a 6% increase compared to 
the single NRO control. To illustrate the specific range of wind speeds and directions 
that allow a less strict curtailment and consequently an increase in energy capture, 
the difference between the optimized and single NRO control strategies is plotted in 
Figure 8. Obviously the increase in energy capture strongly varies with wind speed 
and direction, and is directly influenced by the wind turbine noise signature, the 
applied directivity function, and the geographical location of the receptor points. 
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5. Conclusions 
An optimized noise control strategy that provides the flexibility to continuously adjust 
the farm operation depending on wind speed and wind direction offers clear AEP 
benefits in noise constraint environments compared to standard noise reduced 
operations.  


The system can make use of the fact that wind turbines have a specific acoustic 
directivity, which is usually not leveraged when fixed NRO modes are attributed to 
each turbine across the farm. Within even more sophisticated solutions, the system 
could take noise propagation effects into account, which would lead to differences in 
noise levels for upwind and downwind directions in certain wind shear conditions. 


Finally, for sites with specific, ambient-based noise limits the optimized noise control 
strategy is flexible enough to allow customized farm operation that is perfectly 
adapted to the local conditions. 
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Summary   


In residential areas, the average noise exposure on buildings is affected both by distance 
attenuation and the morphology of the built environment. Aiming at exploring the noise-
resistance of built environment morphology at specific distances, three kinds of typical 
suburban areas in the UK were sampled and noise maps were generated based upon an 
idealised modern wind turbine placed at various setback distances from each site. Relative 
importance of five morphological indices was examined on reducing the average façade 
exposure in terms of resisting wind turbine noise with different source-receiver distances, and 
at different frequencies. The results show that morphological parameters have considerable 
effect (up to 8.1dBA) on resisting the average noise exposure at buildings. Among the five 
indices, a compactly structured built environment is found to be most effective in resisting the 
average noise exposure on building façades, followed by using the long façade to face the wind 
turbine. The building orientation and the distance from the building in front are also found to be 
effective in resisting noise for low frequencies, typically at 50Hz. Having demonstrated to what 
extent changing a morphological index of the built environment would reduce the average noise 
level with different source-receiver distances, the findings could be applied to guide the design 
of residential layouts within different proximities from a wind turbine. 
 


1. Introduction   


As onshore wind farms are becoming a common feature of landscapes in many countries, there 
is an increasing likelihood that proposed projects would be closer to residential areas than ever 
before. There are good reasons, however, for developing wind turbines close to population 
centres. Locating turbines closer to where electricity is consumed reduces electricity loss in 
long-distance transmission (Archer et al., 2007) and there is some evidence that installing wind 
turbines in more urban contexts can reduce opposition to proposed development on aesthetic 
grounds (Knight, 2004). In the UK, a number of onshore wind turbines are introduced into 
suburban settings, some of these as close as 350m from highly populated residential areas, 
such as the wind turbine in the suburbs of Bristol, Dundee, and Nottingham. Therefore, there is 
a need to model the distribution of wind turbine noise in suburban built environment, with a 
focus on the localised noise exposure on and around receptors’ dwellings, and the differences 
between types of suburban built environments. 


The potential adverse impacts of wind turbine noise on neighbouring residents have been 
attracting great interest. Hence, the exposure indicator that best describes the level of wind 
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turbine noise received by the residents can be further explored. In previous studies, the noise 
exposures received by the residents were considered as A-weighted sound pressure levels 
(SPLs) outside their dwelling (i.e. Pedersen and Waye, 2007), calculated based on outdoor 
sound propagation models. However, it is important to note that in a residential area, noise 
exposure on buildings is affected both by outdoor propagation and the morphology of the built 
environment. The substantial differences between the maximum and minimum exposures at a 
building affected by the morphological indices have been modelled using noise mapping in a 
recent study (Qu and Kang, 2014). It has been found that morphological indices of the built 
environment have considerable effects on decreasing the minimum exposure at a building. 
Such effects are further examined in this paper in terms of resisting the “average façade 
exposure”, which is a more conventional noise indicator that takes into account the noise 
exposures at all the façades around the building. The paper will examine whether the built 
morphology that reduces the minimum noise exposures can also decrease the average sound 
pressure levels (SPL) at the building. Various setback distances of the wind turbine are also 
considered in this research to represent the condition of residential areas in practice with 
different wind turbine proximities.  


Therefore, the aim of this research is to explore the noise-resistance of building morphology at 
specific distances. Noise mapping techniques were applied for three typical suburban sites and 
the average façade exposure at sampled buildings were obtained, which were categorised by 
source distances and input in quantitative analyses with five morphological indices of the built 
environment. The noise resistance effects of the built environment morphology are examined in 
terms of both A-weighted SPL and SPL at different frequencies. 


2. Methodology                                                                            


2.1 Studied suburban areas  


Based on the typology identified by Gwilliam et al. (1998) and refined by the SNACC (Williams 
et al., 2012), three categories of suburban areas were built based on real sample location as 
shown in Table I, representing the main categories of residential areas in the UK.  A 500*500m 
plan was generated for each area. 
 
Table I. Studied suburban categories and sampled dwellings for analyses 


Type Characteristics Period Location of 
studied sample 
area 


Plan of buildings 
(Sampled 
buildings shown in 
blue) 


1. Historic 
Suburb 


Established terraced or semi-
detached developments.  
 
The site includes a number of 
dwellings with H-shaped and L-
shaped designs. 


Victorian / 
Edwardian - up 
to 1919 


North Oxford 


 
2. Pre-War 
Garden Suburb 


Medium-large semi and detached 
homes with large gardens.  
 
It features curve streets with 
buildings of changing orientations 
and large openness within the 
suburban fabric. 


1900s - 1930s East Dene, 
Ratherham 


 
3. Interwar 
Period Suburb 


Medium density, homogeneous 
speculative suburbs, usually 
semi-detached, in a closely 
structured urban fabric 


1920s - 1930s Welling, 
Greater London 
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2.2 Wind turbine noise simulation   


Noise mapping calculations were carried out using [CadnaA] (DataKustik, 2006) for the 
sampled sites as shown in Figure 1, to examine the noise distribution across suburban layouts 
with different wind turbine proximities. A wind turbine was placed at the corner of each site (50m 
from the nearest building), then at 300, 500, and 1000m setbacks from the studied area along 
the southwest diagonal of the plan. 


For the sake of convenience, the wind turbine was simulated as a point source at 100m height 
with an equivalent sound power level of 96.4dBA, and the spectrum of the point source was set 
to represent typical modern wind turbines referring to the measurements of 37 wind turbines 
(Verheijen et al., 2011), where the levels are higher at low-frequencies and attenuate by 4dB 
per octave. 


It can be seen from Figure 1 that in the residential areas, the noise exposure on buildings is 
affected both by distance attenuation and the morphology of built environment. When the wind 
turbine is close to the residential area, the distribution of wind turbine noise is more localised 
(Standard Deviation=2.2dBA), with shadow zones of lower noise levels created around each 
building, by up to 17dBA lower than the maximum levels, which implies the noise resisting 
effect of that building. When the wind turbine is installed farther away from the residential area, 
with longer shadow zones of the front built environment, protected areas with evenly distributed 
noise levels (Standard Deviation=1.6dBA) can be seen at the rear of the sites away from the 
wind turbine, in which case the noise exposure at a building is also influenced by its interaction 
with the neighbourhood built environment. Therefore, the effects of built environment 
morphology will be examined in specific setback conditions and taking into account 
morphological factors at source, neighbourhood, and building scales.  


Furthermore, from each of the three suburban areas, 72 dwellings were randomly sampled to 
calculate their noise exposures from the wind turbine.  The sampled houses are indicated in 
blue in the table above. The noise exposure at the building level is captured using the “average 
façade exposure”, which is obtained by calculating the average of SPL on all the building 
façades longer than 1m.  


 
Figure 1. Distribution of wind turbine noise on studied suburban layouts with different setback distances 
of the wind turbine 
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2.3 Morphological indices 


To build multivariate models that relate exposure levels to morphological indices, a series of 
morphological indices are taken into account to represent the morphological characteristics of 
the site. Based on a previous study (Qu and Kang, 2013) five indices have been identified, as 
listed in Table II, which describe the built environment morphology at three scales, including 
source-building, neighbourhood buildings, and individual building scales. To make the analysis 
more generic, the building height was set as 8m for all the sampling buildings. 
 
Table II. Morphological indices  


Key Indices Definition Illustration 
Source-building 
scale: 


Orientation 
(A) 


The angle between the 


incidence wave and the longer 


façade  


 


Neighbourhood 
scale: 


Spacing 
Index 
(S) 


The average spacing from the 
target house to the adjacent 
house units on both sides 


Compactness 
index 
(D) 


The distance from the nearest 
building at the front along the 
incidence wave 


Individual 
building scale: 


Length 
(L) 


The length of the building 


Shaped 
layout 


The value=1 represents an 
L/U/H-shaped floor plan; the 
value=0 represents a normal 
rectangular plan. 


 


3.0 Results 


3.1 Distance attenuation of building façade exposures within different wind turbine 
proximities 


To examine the distribution of wind turbine noise on building façades, Figure 2 shows the 
average façade exposure, corresponding to the source-receiver distance of each building, 
colour coded by four setback distances. Overall, a curve shaped relationship with a negative 
trend is generated through out the scatter diagram, where the wind turbine noise attenuation 
with increasing distance can be determined. However, the deviation of the noise exposures at 
any given distance demonstrates the potential of wind turbine noise control by morphological 
design at each distance.  


Comparing the noise exposures at different distances, it is found that within source-receiver 
distances of 400-1000m, the noise level deviation is greater, by as much as 9dBA. Higher 
deviations are also found for setback distances of 300m and 500m, than that with the other two 
distances. A possible reason for the different clustering strengths is that when the wind turbine 
is as close to the built environment as 50m, the average exposure at a building façade is 
determined mostly by the source-receiver distance, and the building is hardly shielded by the 
building in front (also shown in Figure1). On the contrary, when the distance is increased to 
more than 1000m, the distance attenuation is weaker. Due to the longer sound shadows of the 
buildings in front, more buildings at the rear of the residential area are shielded and the 
variation between façade exposures are small (see Figure1). In the case above, either too 
close or too far from the wind turbine, the differences created by building morphology on the 
façade exposures are expected to be small, while at distances in between, the dispersion in the 
diagram imply that factors other than the source-receiver distance might affect the average 
exposure at the building façade, such as the length of the build that influences the screen 
effects and the spacing between adjacent buildings that influence the diffraction effects. These 
are examined in Section 3.2 and 3.3.  







 


5 


 
Figure 2. Distance attenuation of the average exposure on building façades, where each sampled building 


has four values of average façade exposures based on four setback distances of the wind turbine, which are 
colour-coded in the figure. N=864. 


 


3.2 Effects of morphological indices on building façade exposures at various source 
distances  


Before examining the effects of morphological indices at specific wind turbine proximities, the 
684 buildings studied are grouped by their source-receiver distances. Ordinary Least Squares 
(OLS) regression analyses at the individual house level are applied for each distance group 
with average noise exposure as the dependent variable and the source-receiver distance and 
the five morphological indices (see Table II) as independent variables. Squared terms are 
included to examine non-linear relationships. The results of the regression analyses are listed 
in Table III. Since the differences between three suburban areas are found to be small, the 
regressions are conducted pooling across the three areas. 


Generally speaking, S-R distance has negative effects on the noise exposure, which are 
significant for all distance groups studied, at a diminishing rate by distance group. The effects of 
each morphological index on the average noise exposure vary by source-receiver distance. The 
“length” of the building is not significant on resisting the average noise exposures. The 
“shaped layout”, which enables the inner façade to be kept away from diffraction and 
reflections from outside, is significant on decreasing the average façade exposures at all 
source distances. 


As shown in Table III, non-linear relationships are found between average façade exposure and 
three morphological indices. The “orientation”, describing the angle between the incidence 
sound and the longer façade from 0 to 90 degrees, is found to first decrease the average 
exposure at a building, but when it reaches a certain degree, it increases the noise exposure. 
Likewise, the “spacing index” and “compactness index”, showing the spacing from 
neighbourhood buildings at two directions, also have hump-shaped relationships. Enlarging the 
spacing from neighbourhood buildings, keeping other factors constant, will increase the 
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average noise exposure at the building, but not beyond a certain point. These hump-shapd 
relationships might be due to the interaction between reflection, screening and diffraction 
effects at the buildings. For example, changing the morphology to enhance the screening 
effects might to certain extent increase strong reflection effects at the other side of the building. 
It is important to know these increasing and decreasing patterns to work out how much noise a 
morphological factor can control. These are examined in Section 3.3. 


Table III. Results of three regression models with slope coefficients and significant levels 


 Regression Model  
Average facade exposure 


300-600m  
(N=215) 


601-1000m 
(N=337) 


over 1000m 
(N=257) 


 (Constant) 34.686 30.266 21.524 


 S-R distance -.022
*** -.014


*** -.009
*** 


Source-building 


scale: 
Orientation (A) -.046


*** -.062
*** -.028


*** 


Orientation squared (A
2
/100) .055


*** .068
*** .040


*** 


Neighbourhood 


scale: 
Spacing index (S) .080


** .082
** .081


*** 


Spacing index squared (S
2
/100) -.249


** -.225
** -.176


** 


Compactness index (D) .009
*** .014


*** .008
*** 


Compactness index squared (D
2
/100) -.002


** -.003
*** -.001


** 


Individual building 


scale: 
Length (L) -.013 -.038 .032 


Length squared (L
2
/100) -.037 .003 -.061 


Shaped layout (1=has U/L/H shaped layout) -.827
*** -.710


*** -.575
*** 


 * R square of the regression .782 .703 .822 


*** p<0.01; ** p<0.05; * p<0.1 
 
3.3 Noise control of morphological indices at different wind turbine proximities 


The effect of each morphological factor on noise level can be estimated by the maximum range 
in noise level it can theoretically make on the studied buildings, which can also be used to 
compare the relative importance of morphological factors at different wind turbine proximities. 
To achieve this, the coefficients from each regression model (shown in Table III) are used to 
predict the variation in the noise exposure variable based on the observed unit of change in 
each morphological variable while holding other variables in the model constant. Such 
estimated noise reductions are shown in Table IV. For the factors with non-linear (hump-
shaped) relationships, their minima are calculated with the noise control levels below and 
above the minima (shown in Table IV).  


Table IV. Estimated noise control of morphological indices at different source-receiver distances, where 


if the effects are not linear, the control levels below and above the minima are given.  


Studied morphological indices 
Estimated noise control range (dBA) 


300-600m 601-1000m over 1000m 
Source-


building 


scale: 


Orientation (A) -1.9 


(0-42 


degrees) 


+1.3 


(43-90 


degrees) 


-2.8 


(0-45 


degrees) 


+1.4 


(46-90 


degrees) 


-0.9 


(0-35 


degrees) 


+1.2 


(36-90 


degrees) 
Neighbour


hood 


scale: 


Spacing index (S) +1.2 


(1.5-16.1m) 
-0.6 


(16.2-30m) 
+1.4 


(1.5-18.2m) 
-0.4 


(18.3-30m) 
+1.7 


(1.5-23.0m) 
-0.1 


(23.1-30m) 
Compactness 


index (D) 
+2.0 


(1.2-225m) 
-0.9 


(225-432m) 
+3.2 


(1.2-233m) 
-1.2 


(233-432m) 
+3.2 


(1.2-400m) 
0 


(400-432m) 
Individual 


building 


scale: 


Length (L) (not significant) (not significant) (not significant) 


Shaped layout  -0.8 -0.7 -0.6 


Overall estimated range of noise 


control by above morphological 


indices: 


5.9 


(53.6% of observed noise 


variance of 11) 


8.1 


(73.6% of observed noise 


variance of 11) 


6.7 


(83.8% of observed noise 


variance of 8) 
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Comparing the noise control range of all the morphological factors, the neighbourhood scale 
“compactness index” makes the largest differences on average noise exposure at the 
buildings by up to 3.2dBA at source distances over 600m, followed by building “orientation” 
which reduces the average noise by up to 2.8dBA at wind turbine proximity within 600-1000m. 
The noise reductions due to the “spacing index” and “shaped layout” are relatively small, by 
up to 1.7dBA and 0.8dBA respectively. 


The effects of morphological factors vary at source distances. Taking “orientation” as an 
example, when the wind turbine is 601-1000m away, rotating the building on the spot from 0 
degree (the longer façade aligned with the incidence wave) to 45 degrees (half-facing the wind 
turbine) will result in a reduction in the average façade exposure by up to 2.8dBA due to 
enhanced screening effects of the building. A further rotation to 90 degrees (directly facing the 
wind turbine) will result in an increase in the averaged noise exposure by 1.4dBA, probably due 
to large areas of direct exposure and strengthened reflections.  A similar asymmetry is 
observed when the wind turbine is farther than 1000m away, where the minimum falls at 35 
degrees, above which noise exposure increases at 1.2dBA, at a higher rate than the decrease 
of 0.9dBA below the minimum. This can be explained by the fact that at distances over 1000m, 
the reflection effects are more prominent than the screening effects of the building. Hence the 
previously proposed design of orientation in the way of using long façade to face the wind 
turbine (Qu and Kang, 2014) should be reconsidered in term of resisting the average façade 
exposure.  


The bottom row in Table IV indicates the possible maximum range of noise reduction that the 
studied factors can result in if every index was varied from the nosiest layout observed to the 
quietest layout identified in the study. Higher level of overall noise control is achieved at 
distances between 600-1000m, which accounts for 73.6% of the maximum observed variance 
in this study by all related factors. When the wind turbine is more than 1000m away, the 
predicted level of noise control made by morphological factors is 6.7dBA, accounting for 83.8% 
of the overall observed variance in this proximity. Overall, the results confirm the great potential 
of wind turbine noise control by changing the morphology of the built environment. 


 
3.4 Effects of morphological factors at different frequencies 


Since wind turbine noise is dominated by low frequencies and there are much stronger 
diffraction effects at low frequencies, this section further examines the effects of the above 
morphological factors on the distribution of average façade exposure at 50, 250 and 1000Hz for 
three suburban areas with the wind turbine at 300m away. The results of the OLS regressions 
are shown in Table V. Using the same method above, the estimated noise control of the factors 
are calculated and shown in Table VI. 


Table V. Results of four regression models at different frequencies with slope coefficients and significant 


levels 


 Regression Model  (N=216) 
Average facade exposure 


50Hz 250Hz 1000Hz 


 (Constant) 51.853 33.779 24.169 


 S-R distance -.019*** -.016*** -.018*** 


Source-building 


scale: 
Orientation (A) -.084*** -.060*** -.053** 
Orientation squared (A


2
/100) .083*** .065*** .072*** 


Neighbourhood 


scale: 
Spacing index (S) .027 .042 .109 
Spacing index squared (S


2
/100) -.055 -.119 -.309 


Compactness index (D) .010*** .011*** .022*** 
Compactness index squared (D


2
/100) -.002*** -.002*** -.005*** 


Individual building 


scale: 
Length (L) -.037 -.042 -.016 
Length squared (L


2
/100) .003 .040 -.038 


Shaped layout (1=has U/L/H shaped layout) -.266 -.439** -1.411*** 


 * R square of the regression .895 .858 .741 


*** p<0.01; ** p<0.05; * p<0.1 
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The associations between morphological indices and the noise are different by frequency. The 
“orientation” index is found to resist more noise at 50Hz than higher frequencies, whilst the 
“compactness” representing a compact constructed neighbourhood and a “shaped layout” of 
the building are found to be more effective at higher frequencies. 


In terms of noise resistance at low frequencies, as shown in Table VI, the “orientation” and 
“compactness index” are found to be effective in resisting noise at low frequencies as 50Hz, 
by up to 4.2dB and 2.5dB respectively. The factor at the individual building scale such as the 
“shaped layout” is not significant in resisting noise exposure at 50Hz.This is possibly because 
the radius of the inner corner created by shaped layout is smaller than the wavelength of 50Hz 
noise transmission, and hence the noise is distributed overcoming the screening effects of the 
morphology. Nevertheless, the overall estimated range of noise control by the studied 
morphological factors is as much as 6.7dB at 50Hz, account for 47.9% of the overall observed 
noise variance at 50Hz in this study, within the wind turbine distances of 300-1000m.   


Table VI. Estimated noise control of morphological indices at different frequencies, where if the effects 


are not linear, the control levels below and above the minima are given. 


Studied morphological 


indices 


Estimated noise control range (dB) 


50Hz 250Hz 1000Hz 
Source-


building 


scale: 


Orientation (A) -4.2 


(0-50 


degrees) 


+1.3 


(51-90 


degrees) 


-2.8 


(0-46 


degrees) 


+1.3 


(47-90 


degrees) 


-2.0 


(0-36 


degrees) 


+2.2 


(37-90 


degrees) 
Neighbour


hood 


scale: 


Spacing index (S) (not significant) (not significant) (not significant) 


Compactness 


index (D) 
+2.5 


(1.2-250m) 
-0.7 


(250-432m) 
+3.0 


(1.2-275m) 
-0.5 


(275-432m) 
+4.8 


(1.2-220m) 
-2.3 


(220-432m) 
Individual 


building 


scale: 


Length (L) (not significant) (not significant) (not significant) 


Shaped layout  (not significant) -0.4 -1.411 


Overall estimated range of noise 


control by above morphological 


indices: 


6.7  


(47.9% of observed noise 


variance of 14) 


5.8 


(48.3% of observed noise 


variance of 12) 


7.0 


(41.2% of observed noise 


variance of 17) 
 


4.0 Conclusions 


The study uses noise mapping and quantitative analyses to examine the effects of built 
environment morphology on resisting wind turbine noise on building façades at specific wind 
turbine proximities. It has demonstrated that morphological factors have considerable effects, of 
up to 8.1dBA, in resisting noise exposure at buildings when the wind turbine is 600-1000m 
away.  


Among the five factors, a compactly structured built environment (compactness index) is found 
to be the most effective in resisting average noise exposure on building façades throughout the 
source distances of 300-1700m, with a noise reduction of up to 3.2dBA in this study, followed 
by using the long façade to face the wind turbine (orientation index), by up to 2.8dBA when the 
source distances are within 600-1000m. Effects of the adjacent buildings (spacing index) and 
the building shape (shaped layout) are found to be small, by up to 1.7dBA and 0.8dBA 
respectively. 


The building orientation and the distance from the front building (compactness index) are also 
found to be effective in resisting noise at low frequencies, by up to 4.2dB and 2.5dB 
respectively at 50Hz. However, the compactness index and shaped layout are estimated to 
reduce more noise at higher frequencies than 50Hz.  


Overall, while the interaction between reflection and screening effects at different façades of the 
building make the estimation of average façade exposure a major challenge, this research has 
demonstrated to what extent changing the morphological factors of the built environment could 
reduce the average noise level and has generated the relative importance of the morphological 
factors in terms of resisting wind turbine noise at different frequencies, and with different 
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source-receiver distances. The findings could be applied to guide the design of residential 
layouts within different proximities from the wind turbine, rendering them less susceptible to the 
noise pollution caused by existing and future wind power projects.  
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Summary


Broadband turbulent boundary layer trailing-edge noise (TBL-TEN) is the dominant
noise source for new generation multi-Megawatt wind turbines operating in rated con-
dition or below. The evaluation of the radiated noise in the rotor blade design process
is quite challenging. Different prediction methods are known, ranging from fast and
simple semi-empirical models to long-lasting and resource-intensive direct numerical
simulations. This paper presents a fast and powerful noise simulation method for the
broadband two-dimensional airfoil TEN issue. A combined approach is used, where
a steady state computational fluid dynamics (CFD) simulation commits mean flow val-
ues to a subsequent computational aeroacoustic (CAA) simulation. The fluctuating
turbulent noise sources are reconstructed from the RANS (Reynolds-averaged Navier-
Stokes) turbulence statistics by a stochastic method. Compared to scale resolving
simulations, this effectively reduces the effort on the flow simulation side. The result
is a time and space resolved sound field around the 2D airfoil which can be used for
various evaluations. As the validation of this method could be shown in former publi-
cations, the CFD/CAA approach is now used to predict the noise radiation of arbitrary
airfoils. A systematic approach of airfoil shape variation is undertaken to identify the
main noise drivers. A quite common wind turbine airfoil (DU-96-W-180) is chosen as
baseline geometry, which is then modified in camber and thickness. The effects on
aerodynamic and aeroacoustic performance are analyzed. Moreover the influence of
forced laminar turbulent transition on the airfoils sound emission is investigated with
the combined CFD/CAA method.
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1 Introduction


As energy politics in Europe and around the world tend to shift progressively towards
greener and renewable energy sources, increasing numbers of wind turbines become
apparent in today’s environment. At the end of 2013 a global total of 318 GW of wind
capacity was installed, representing a cumulative annual growth rate of 12.5 % [1]. Es-
pecially in Europe (117 GW installed capacity, cumulative growth rate 10.0 % [2]) where
the onshore sector (94 %) still represent the biggest share and the space for wind farms
is limited, turbines are moving closer to inhabited areas. Together with growing rotor di-
mensions of new turbine generations not only aesthetic concerns arise, but also noise
becomes an issue. This happens particularly in rural areas which used to be very quite.
Consequently, noise regulations govern the noise emissions of turbines, distances to
residents or timeframes of wind farm operations. So, from a wind farm operator point
of view low noise turbines might be more profitable. It is therefore the task of a turbine
manufacturer or designer to incorporate the acoustic design challenges into the devel-
opment process. Hence, precise acoustic evaluation tools and methods are needed.
Beside mechanical noise in the turbines nacelle different flow-induced noise mech-
anisms can be distinguished for the rotor blades airfoils[3, 4], e.g. turbulent inflow
noise, tip vortex formation noise, blunt trailing-edge vortex shedding noise, separation
noise and turbulent boundary layer trailing-edge noise (TBL-TEN). Different studies
on wind turbine noise[5] have shown that TBL-TEN is the dominant noise source for
modern wind turbines. This finding is further underlined by tests with trailing-edge de-
vices which showed good results in reducing TBL-TEN and thereby the overall levels
[6, 7, 8]. As TBL-TEN scales with the fifth power of the relative flow velocity[9], the
outer parts of the rotor with high relative velocities are most of interest. Aside from
noise, aerodynamic design constraints need to be considered in this region, as most
of the rotors torque is produced here. Therefore changes in airfoil geometry must be
analyzed against the backdrop of aerodynamic as well as acoustic performance.
Depending on the complexity of the noise prediction problem, different prediction ap-
proaches are known (see Fig. 1). The simplest and fastest approach is to use a semi-
empirical method (e.g. the method proposed by Brooks, Pope and Marcolini[3] - BPM
method) to determine TBL-TEN based on boundary layer parameters and acoustic
measurements from reference airfoils. As this technique is based on measurements
from NACA airfoils, it is prone to inaccuracy when applied to arbitrary airfoils with a
geometrical shape significantly different from a NACA0012. A considerable level of
simplification is introduced into the prediction and does not allow taking into account
the full geometrical and flow complexity that might be present.
In contrast to that, scale resolving simulations like Large Eddy Simulation (LES) ap-
proaches could provide a clearer insight into the turbulent flow problem that underlies
the aeroacoustic sound generation process and as such yield the best level of physi-
cal modeling of the problem. For that purpose the Navier-Stokes equations are solved
directly and only with the modest additional assumptions leading to a very high compu-
tational effort. Even on modern high-performance clusters computation times are out
of reach for the simulation of complex flow problems for industrial application.
Stochastic approaches might bridge the gap between scale resolving methods and
semi-empirical approaches. Herein a time-averaged solution of the RANS equations
is used to prescribe the turbulent flow problem. Unsteady sound sources must be re-
constructed from the turbulence statistics, which is in general incomplete as it lacks
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Turbulence related Noise Prediction


Semi-Empirical
Models


Stochastic Sound
Sources


Scale resolving
Simulation


- not first principle based
- empirical data plus analytical
  methods
- restricted to similar problems
- acurate enough for optimization? 


- (partly) first principle based
- state-of-the-art CAA plus RANS
   turbulence statistics
- complex flows/ geometries
- high Re-Numbers


- first principle based
- DNC, hybrid DES, LES
- understanding of noise source
   mechanisms
- low Re-Number
- few cases


Increasing computational complexity and effort


Increasing modelling assumptions


Figure 1: Turbulence related noise prediction methods.


some information about the turbulence, e.g. the complete length scale anisotropy ten-
sor. Nevertheless, the RANS information might be sufficient for a proper prediction of
aeroacoustic trends even for perhaps relatively subtle changes in the problem state-
ment such as flow velocity, angle of attack (AoA), or geometrical changes. Stochas-
tic approaches have the advantage of being computational more efficient than scale
resolving simulation and as such allow to simulate full-scale high Reynolds number
problems or a greater number of modifications in an aeroacoustic design process.
For the present paper, the combined CFD/CAA approach with stochastic source recon-
struction is used to predict the trailing-edge noise from a DU-96-W-180 airfoil. A sys-
tematic geometry variation similar to the 4-digti-NACA airfoil-series variation of thick-
ness and camber is used to study the effect of different geometries on the emitted
noise spectrum from the airfoil. Together with the full range of CFD and CAA data a
combined aerodynamic and aeroacoustic assessment for the different airfoils is made.
In addition to the geometrical variations the influence of laminar-turbulent boundary
layer transition is studied and its effect on noise is classified.
First, the numerical methods and theories are presented in Section 2. Setup and ge-
ometry for the different test cases are prescribed in Section 3 and the results are shown
and discussed in Section 4.


2 Numerical Setup


2.1 Aeroacoustic Tool Chain


The broadband trailing-edge noise prediction is done in a first-principle based hybrid
procedure comprising two basic steps (see Fig. 2). Step one is the simulation of the
time-averaged turbulent flow field around the airfoil. Therefore a well established RANS
CFD simulation is conducted. In a rotor blade design process this simulation might al-
ready exist due to preliminary aerodynamic investigations. So, a dual use of the data is
possible, if the turbulent boundary layer is correctly resolved. Step two is the computa-
tional aeroacoustic simulation for the flow problem, where linear perturbation equations
are solved, which yields the time and space resolved sound pressure field around the
airfoil. The steady RANS simulation from step one thereby provides the mean-flow
field over which the aeroacoustic simulation is conducted. In an intermediate step the
unsteady turbulent vortex sound sources are reconstructed from the time-averaged
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RANS turbulence statistics by a stochastic reconstruction procedure called Fast Ran-
dom Particle Mesh Method (FRPM)[10, 11].


Figure 2: Schematic of CAA prediction method of DLR based on a two-step hybrid
method using a steady RANS CFD step, followed by a CAA step solving Acoustic
Perturbation Equations (APE); the generation of fluctuating turbulent sound sources is
realized with the 4-D FRPM synthetic turbulence method.


In the present study multiple geometries and flow parameters will be analyzed. It is
therefore essential to automize most of the steps in the aeroacoustic tool chain. Start-
ing from the X and Y coordinates of the airfoil under investigation meshes for the CFD
simulation automatically created. Moreover the simulation is started by a script and
after a successful run necessary data for the follow-on CAA steps is post-processed
and interpolated onto the CAA mesh. The CAA mesh itself is also generated automati-
cally using the same airfoil geometry as for the CFD mesh. Through the excessive use
of scripts and replay files most of the manual work in the aerodynamic and acoustic
evaluation could be saved. Nevertheless physical plausibility and result quality where
regularly checked to ensure high quality final results. The number of simulated designs
could be increased with the time savings gained by the automation procedure. Further
details of the particular steps are provided in the following subsections.


2.2 CFD


As detailed flow information are needed for the subsequent CAA and FRPM steps a 2D
CFD simulation for each airfoil geometry and flow setting is conducted. The flow vector
information (u) as well as pressure (p) and density (ρ) distributions around the airfoil are
needed to build the underlying mean-flow field for the CAA simulation over which the
sound waves emerging from the trailing-edge are propagated. Turbulence statistics
from the used two equation k-ω model are needed for the turbulence reconstruction
step in FRPM (see Sec. 2.4). The simulations were carried out using the unstructured
DLR in-house CFD solver TAU[12, 13]. Note, that each other CFD solver (commercial
or open-source) might also be suitable for the simulations as far as the prescribed flow
values and turbulence statistics can be calculated.
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For each airfoil a two-dimensional computational domain is generated using the com-
mercial grid generator ICEM CFD. With the use of replay-scripts it was possible to
automate all steps of the mesh creation. In this way a consistent meshing approach
with almost unvarying quality could be granted for all geometries. The domains outer
boundaries extend about 100 chord lengths around the airfoil to prevent unphysical in-
terferences of the boundary conditions with the near airfoil flow. A hybrid grid is chosen,
where the viscous sub-layer is resolved by a structured region and areas far away from
the airfoil are resolved by a coarser quad-dominated unstructured grid. Throughout the
airfoil surface 225 nodes are distributed along the upper and lower side respectively.
The height of the first cell layer is determined so, that a dimensionless wall distance of
y+ < 1 is achieved. Hence, the boundary layer is directly resolved by the turbulence
model and no wall-functions are required for near-wall modeling. The structured near-
airfoil grid extends about 110 layers from the wall with an exponential growth factor
of 1.1. Thus, a good resolution of the viscous sub-layer is realized and the numeri-
cal error is reduced. Moreover the near airfoil blocks are distributed such, that almost
perpendicular cells are generated at the airfoil wall. Block corners are positioned with
respect to the airfoil geometry by the replay script to account for changes of the geom-
etry. The hybrid structured/unstructured meshing approach reduces cell density in less
interesting areas away from the airfoil and cuts the total number of grid cells down to
approximately 100k.
As an example the baseline DU-96-W-180 grid, normalized by the chord lengths lc
is shown in Fig. 3 (a). The structured region in the vicinity of the airfoil is shown in
Fig. 3 (b) and the mesh resolution close to the wall can be seen in detail in (c). The
same blocking strategy and meshing procedure was used for all airfoils in this study.


(a) (b) (c)


Figure 3: Baseline DU-96-W-180 airfoil with hybrid structured/unstructured CFD mesh
around the airfoil; (a) domain overview; (b) structured near airfoil region; (c) cells in the
vicinity of the trailing-edge.


The airfoils suction and pressure side are defined as viscous walls. For all calculations
with fixed laminar-turbulent transition, the transition location is set to xtr = x/lc = 0.12
on the airfoils suction side and xtr = x/lc = 0.15 on the pressure side. The values
are chosen in agreement with available TBL-TEN measurement data from the BANC
(benchmark for airframe noise computations) workshop[14]. Thus, a validation for the
method will at least be possible for the baseline geometry (see Appendix). A far-field
boundary condition with the flow values (u∞ and α) is applied at the outside boundaries.
The two-equation SST-k-ω turbulence model as proposed by Menter[15] is used for
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the simulation of viscous effects and turbulence statistics. The analysis also includes
cases with natural transition from laminar to turbulent boundary layer flow. Therefore
the γ−Reθ transition model is used[16]. Both models are implemented in the DLR flow
solver TAU.


2.3 CAA


The CAA calculations are performed using DLR’s in house code PIANO[17]. Turbu-
lent noise sources are computed from synthetic turbulence generated by the FRPM
code (see Sec. 2.4). In the computational domain this turbulence is coupled with the
CAA solver, which is based on the 4th order accurate DRP scheme proposed by Tam
& Webb [18]. The synthetic turbulence in conjunction with the RANS mean-flow de-
fines the right-hand side fluctuating source terms of the acoustic perturbation equa-
tions (APE[19]), which are a modification of the linearized Euler equations (LEE) so
that vorticity or entropy convection is entirely prescribed by the source term whereas
acoustic generation and radiation is simulated dynamically. Note, the APE realize a
solution to the wave operator of irrotational flow. Together with proper right-hand side
volume sources this becomes an acoustic analogy based on that wave operator.
It is argued that the source term mainly acts as a vorticity source term. Sound due to
the interaction of vorticity with the trailing-edge is generated as part of the CAA simu-
lation step. The vortex dynamics are dominated by linear contributions to the source
terms. Non-linear contributions mainly deemed responsible for sound generation of
free turbulent flow are neglected. It is observed that the incorporation of turbulent decay
into the source model virtually has no effect on the spectra compared with simulations
based on frozen turbulence. Neglecting entropy fluctuations and density fluctuations
due to turbulent velocities in low Mach number flows the APE-4 equation system with
corresponding right-hand sides reads:


∂p′


∂t
+ c20∇ ·


(
ρ0v


′ + u0
p′


c20


)
= 0 ,


∂v′


∂t
+ ∇ (u0 · v′) + ∇


(
p′


ρ0


)
= L′ .


(1)


The turbulent sources are represented by the fluctuating Lamb vector L′. Quantities
with subscript 0 denote mean-flow variables whereas the prime indicates fluctuating
quantities. The perturbation velocity is represented by v′. The fluctuating acoustic
pressure p′ and fluctuating density ρ′ are linked via


p′ = c20ρ
′ , (2)


where the squared speed of sound c20 is defined by the mean-flow variables (with the
isentropic exponent of air κ = 1.4):


c20 = κ
p0
ρ0


. (3)


The APE are solved on a two-dimensional computational domain extending about 6 by
6 chord lengths with the airfoil in the center. An example mesh for the baseline DU-96-
W-180 airfoil is depicted in Figures 4 (a) to (c). Note, that for a clearer illustration only
every tenth grid line is shown. Bold lines represent the block boundaries. A structured
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multi-block mesh is chosen to utilize the parallelized computation with PIANO, where
sets of blocks can be computed solely by one CPU. The shown mesh consists of 64
blocks with a total number of approximately 1.1 million cells. In contrast to CFD meshes
CAA meshes have a nearly uniform cell density in the far-field region to resolve the
acoustic waves. In the actual case, with a resolution of 7 points per wave-length and a
reference chord length lc = 1m, frequencies up to maximum frequency of fmax = 5 kHz
can be resolved. For an estimation of the TBL-TEN peak frequency the estimation of
Brooks, Pope and Marcolini[3] can be used:


Stpeak = 0.02Ma−0.06 . (4)


Herein Stpeak represents the peak Strouhal number of the problem and Ma stands for
the free stream Mach-Number. The peak frequency can be calculated as:


fpeak =
Stpeakδ


∗


u∞
. (5)


As a first estimation the turbulent boundary layer thickness δ of a flat plate can be used:


δ =
0.37x


Re(x)1/5
. (6)


Together with the assumption[20], that the boundary layer displacement thickness δ∗ is
30 % of boundary layer thickness δ this yields a peak frequency of fpeak ≈ 450 Hz for
the chosen test case parameters (see Sec. 3.1). For the airfoils under investigation,
the adverse pressure gradient due to the surface curvature and inflow angle of attack,
is supposed to lead to even thicker boundary layers at the trailing-edge resulting in
decreased peak frequencies. Thus, the upper limit resolution of fmax = 5 kHz is still
reasonable to capture nearly all parts of the resulting TBL-TEN spectrum.
In Figure 4 (b) the finer resolution around the trailing-edge is visible. This increase of
mesh cells is necessary to ensure proper communication of the CAA blocks with the
FRPM source patch (indicated in red). The resolution is determined by the minimum
integral length scale Λmin of the turbulent boundary layer (see Sec. 2.4). The CAA grid
has the same resolution than the FRPM patch in the source patch area (see Fig. 4 (c))
and coarsens towards the outer boundaries to reduce computational effort.


2.4 FRPM


For the preparation of unsteady vortex sound sources a synthetic turbulence method
developed at DLR is adopted to force the linearized applied acoustic perturbation equa-
tions. The stochastic approach is especially well suited for aeroacoustics purposes,
i.e. realizing a ’4D’ time-space based prediction of fluctuating sources in a restricted
volume - the ’source patch’. The ’Random Particle-Mesh Method’ (RPM) was first pub-
lished in 2005[21]. It allows to synthetically realize the time-dependent, turbulent fluc-
tuations from averaged turbulent statistics. It generates Gaussian correlated synthetic
turbulence of local integral length scale Λ = cl/Cµ


√
kt/ω (cl ' 0.5, Cµ = 0.09), derived


from RANS. The turbulence is generated by spatially filtering a random stochastic field
with a Gauss-filter of the aforementioned length scale. In this way an energy spectrum
of Gaussian shape is realized. The turbulence is scaled with the local variance (i.e.
the turbulence kinetic energy kt or TKE). The linearized fluctuating Lamb vector that
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(a) (b) (c)


Figure 4: Example DU-96-W-180 CAA mesh with FRPM source patch mesh (shown in
red) - for better visualization only every tenth grid line is shown; (a) domain overview;
(b) blocks in TE vicinity with FRPM patch; (c) matching resolutions of CAA mesh and
FRPM patch).


occurs as the major vortex-force source term on the right-hand side of the momentum
equation (Eq. 1) reads:


L′ = w(x)(ω0 × u′ + ω′ × u0) . (7)


In the above given source term u0 and u′ are the mean and fluctuating velocity vectors
that define the unsteady flow velocity via u = u0 + u′. The local source term weighting
is represented by w(x). Furthermore, ω0 = ∇× u0 and ω′ = ∇× u′ denote the mean
and fluctuating vorticity, respectively. The fluctuating velocity field can be decomposed
into a solenoidal part associated to the field of fluctuating vorticity ut and an irrotational
part ua associated to volume dilatation, i.e.


u′ = ut + ua, (8)


with ∇ × ut = ω′, ∇ · ut = 0, and ∇ × ua = 0, ∇ · ua = θ′, where θ′ = ∇ · u′ is the
fluctuating dilatation.
The FRPM approach generates the solenoidal velocity field ut. Its variance is scaled to
comply with the RANS turbulence kinetic energy (TKE) distribution, i.e.


〈
|ut|2


〉
= 2kt


(i.e. the variance will be zero at the wall)1. The fluctuating vortical velocity completely
comprises fluctuating vorticity. However, the vortex force source term derived from it
lacks the acoustic velocity contribution ω0 × ua. It can be argued that the latter contri-
bution represents a virtual sound source contribution describing refraction of acoustic
waves in rotational flow - an effect that is neglected in the simulation of acoustics propa-
gation based on the wave operator of irrotational flow encoded in the APE. To conclude,
in the approach of Ewert the volume source terms are modeled by means of RANS and
FRPM, defined by


f = w(x)( ω0︸︷︷︸
RANS


× ut︸︷︷︸
FRPM


+
(
∇× ut


)︸ ︷︷ ︸
FRPM


× u0︸︷︷︸
RANS


). (9)


1The solenoidal velocity component ut is the one defined by a Helmholtz decomposition (i.e. as
induced by Biot-Savart’s law based on the given fluctuating vorticity distribution) plus an additional gauge
potential ∇ϕ that satisfies ∆ϕ = 0 and that realizes zero velocity fluctuations at the wall.
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The simulations are carried out generating one turbulent 2D ’slice’ out of the 3D tur-
bulent field (refer to Ref.[22]) and conducting a CAA simulation on a 2D mesh. The
benefit in terms of computational time of this approach goes without saying. It was
shown in Ref.[22] that a 2D-to-3D correction has to be applied to the spectrum to cor-
rect the 2D simulation for 3D sound radiation. However, the correction does not reveal
explicit frequency dependence. Therefore, despite a constant off-set, the procedure
provides the correct spectral shape. That is, relative differences in the spectra should
be covered and the constant off-set has been removed by calibration of the results with
one set of experimental reference data. The simulation presented in this work have
been conducted based on a realization of isotropic turbulence, i.e., the FRPM gener-
ated fluctuating velocity exhibits a cross-correlation between two points a distance r
apart, defined by 〈


utiu
t
j


〉
=
〈
ut1


2
〉{


[f(r)− g(r)]
rirj
r2


+ g(r)δij


}
. (10)


The function f(r) is the longitudinal correlation function realized as a Gaussian by
FRPM. The function g(r) denotes the corresponding lateral correlation function. Based
on the realization of isotropic turbulence, an extension to anisotropic turbulence would
be feasible[23, 24].
For all test cases a 800 by 240 cells source patch with the dimensions x/lc = 0.4 by
x/lc = 0.12 is used (indicated in red in Fig. 4). The patch is centered at the trailing-
edge. Besides the mean flow velocity u0 the patch contains the turbulence kinetic
energy kt as the variance and the turbulent length scale Λ. All values are taken from
the previously conducted RANS simulation. Moreover a smooth weighting function
w(x) with which the source strength is ramped up towards 100 % at the trailing-edge
(x/lc = 1) according to Ref. [25] is chosen. Thus, artificial noise due to the sudden
introduction of new sound sources by the patch can be kept to a minimum.


3 Test Case Setup


3.1 Airfoil Geometry


In the present study several variations of geometry and flow parameters and their ef-
fect on aerodynamic as well as aeroacoustic performance are evaluated. As the re-
search aims on wind turbine noise prediction and mitigation, a common wind turbine
airfoil - the DU-96-W-180[26] is chosen for the baseline setup. The maximum relative
thickness t/lc = 18 % is located at a chord position of x/lc = 35 %. For a systematic
geometry variation a scheme similar to the 4-digit NACA airfoil series approach is cho-
sen. The original thickness distribution from the DU airfoil is first linear scaled to the
desired thickness. In a second step the 4-digit NACA mean line according to Ref.[27]
is calculated using Equation 11:


yc =


{
m
p2


(2px− x2) 0 ≤ x ≤ xtmax


m
(1−p)2 [(1− 2p) + 2px− x2] xtmax ≤ x ≤ 1 .


(11)


The ordinate of the mean line is represented by yc with the maximum as a fraction of
the chord m and its chordwise position p. By variation of m and p it is now possible
to adjust the camber and the position of maximum camber for the DU-96-W-180 airfoil
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while maintaining its original thickness distribution. The original DU airfoil shows a
maximum camber of m = 0.025 at a chordwise position of p = 0.37. Using this values
with the NACA scheme the so produced modified DU airfoil looks quite similar to the
original one (see Fig. 5 (a)). A slight deviation in the mean line (see Fig. 5 (b)) can
be observed towards the trailing-edge. The rear loading of the original airfoil is thus
slightly higher.


(a) (b)


Figure 5: DU-96-W-180 compared to modified baseline airfoil with NACA mean-line
systematic; (a) airfoil geometry; (b) detailed comparison of mean lines.


A relative geometry variation with the above described method is now possible. The
modified DU airfoil is thereby considered as the baseline airfoil. A total of 9 airfoils
were created with relative thicknesses of t/lc = 0.16, 0.18 and 0.20 and a camber of
m = 0.015, 0.025 and 0.035 (see Fig. 6). Relative thickness distribution and the position
of maximum camber were fixed to the original DU values. The trailing-edge thickness is
set to zero for all airfoils in order to simplify the mesh generation process. The geomet-
rical changes were kept to relative subtle amounts in order to retain the aerodynamic
performance of the airfoils.


(a) (b) (c)


Figure 6: Airfoil geometries with varied camber for different relative thicknesses; (a)
t/lc = 0.16; (b) t/lc = 0.18; (c) t/lc = 0.20.


3.2 Flow Conditions


All airfoils are analyzed for four angles of attack α = 3 ◦, 4 ◦, 5 ◦ and 6 ◦ which are sup-
posed to lie in the linear region of the lift curve. Thus, no separation should be present
at the suction side and the only noise mechanism of interest is TBL-TEN. The change
of angle of attack allows it to simulate different aerodynamic conditions for each airfoil.
Consequently, it is possible to find matching conditions for noise comparisons. For a
fair comparison of the airfoil noise contributions it is essential to compare test cases
with same aerodynamic performances (for example lift coefficient cL or glide ratios


10







(cL/cD)). Ambient pressure and temperature are chosen to ISO standard atmospheric
conditions. The chord length is set to lc = 1 m and the flow velocity is determined
by the desired Reynolds-Number of 3 million2. As laminar-turbulent transition plays
an important role for the aerodynamic performance two different settings where ana-
lyzed for each airfoil. The first setting comprises a fixed laminar turbulent transition at
xtr = x/lc = 0.12 on the suction side and xtr = x/lc = 0.15 on the pressure side while
the second setting uses a transition model (γ − Reθ) to calculate the natural transition
locations. The airfoil surface is supposed to be hydraulically smooth and the turbulence
intensity less than one percent. The flow parameters are summarized in Table 1.


Table 1: Used flow parameters
pressure p∞ 101325 Pa
temperature T∞ 288.15 K
density ρ∞ 1.225 kg/m3


velocity u∞ 43.82 m/s
chord lc 1.0 m
Re number Re 3 · 106 −
Ma number Ma 0.129 −
angle of attack α 3; 4; 5; 6 ◦


4 Results and Discussion


For each of the nine airfoils under investigation four angles of attack were analyzed.
Additional to that, all cases were simulated with forced and fixed laminar turbulent
transition, resulting in total number of 72 combined CFD/CAA simulations. This rather
large amount of computations could only be processed using massive automation in
the different steps within the simulation procedure. The computational most intensive
step is clearly the CAA Simulation which takes about 14 hours on a 16CPU cluster
node. All other steps, together with the TAU CFD simulation can be done in less than
2 hours, bringing the overall computational time to around 16 hours per case. For the
simulations multiple nodes on the DLR CASE-cluster could be used, keeping the overall
computational time within reasonable limits. In the next subsections aerodynamic as
well as combined aerodynamic-aeroacoustic results will be shown and discussed.


4.1 Aerodynamics


Fixed transition


Figure 7 shows lift curves for the airfoils in the desired angle of attack range. Laminar
turbulent transition was fixed according to the values given in Section 3.2. The linear
increase of the lift coefficient cL with the angle of attack underlines the statement that no
suction side separation is present in these cases. One can clearly see, that the airfoil


2Typical wind turbine Reynolds numbers in the outer part of the rotor blade are often in a range
between 3 and 6 million. The acoustic simulation approach is also capable of higher Reynolds Numbers,
but the effects linking geometry and noise emission are supposed to be the same. Therefore only one
flow velocity is analyzed so far. If needed, a desired scaling approach can be applied.[8]
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camber m indicated by the symbols in Figure 7 (a) is the main influence parameter
for the lift. Increasing camber one percent leads to a lift gain of roughly ∆cL = 0.1.
Variations in relative thickness indicated by the line style only show minor influence on
the lift coefficient. The 20 % thick airfoil always has the smallest lift compared to thinner
airfoils. The effect of lift mitigation by thickness increase is most prominent for strong
cambered airfoils (m = 0.035; ∆cL = 0.03) while it diminishes for only slightly cambered
airfoils (m = 0.015; ∆cL = 0.01).
Taking a look at cL versus cD plots (Fig. 7 (b)) the picture now changes a little bit. While
the main driver for the lift coefficient cL was the airfoils camber, the drag coefficient cD
is primary influenced by the relative airfoil thickness. It is obvious, that thicker airfoils
tend to produce more drag than thinner ones. So two effects govern the aerodynamic
efficiency of the airfoils determined by the glide ratio (ratio cL/cD). Efficiency is thereby
increased by either increasing camber or decreasing thickness. This kind of trivial
finding will become more interesting when interpreting the aeroacoustic performance
of the airfoils.


(a) (b)


Figure 7: Aerodynamic coefficients for the nine different airfoils for fixed laminar turbu-
lent transition; (a) lift coefficient cL vs. angle of attack; (b) lift coefficient cL vs. drag
coefficient cD.


Natural transition


Removing the effect of fixed laminar turbulent transition and instead using the γ − Reθ
transition model reveals the severe influence of the transition on the drag coefficient
(see Fig. 8 (a)). While the lift coefficient is almost untouched by the transition, the drag
coefficient is nearly halved. From the CFD data it was possible to extract the local
wall friction coefficient and find the position where it is rapidly increased, indicating
the transition from laminar to turbulent boundary layer flow. The transition position
is depicted in Figure 8 (b) for different angles of attack. It can be observed that for
increasing AoAs the transition position moves forward on the suction side (due to the
increasing adverse pressure gradient) and backward on the pressure side. Thinner
airfoils show longer laminar running lengths on the pressure side while the transition
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on the suction side is more affected by angle of attack increase, especially for low
cambered airfoils which show the strongest decrease of laminar running length.


(a) (b)


Figure 8: Aerodynamic performance for fixed and natural transition; (a) lift coefficient
cL vs. drag coefficient cD; (b) location of the transition from laminar to turbulent flow for
the natural transition simulations distinguished for pressure and suction side.


4.2 Acoustics


While the aerodynamic results show the expected behavior for 2D airfoil flow simu-
lations the aeroacoustic analysis yields a clearer inside into the TBL-TEN problem.
Moreover by having both - aerodynamic and aeroacoustic results - it is now possible to
evaluate modifications on both scales and do the trade-off between aerodynamic and
acoustic benefits.
The CAA analysis is done in the 2D domain. Figure 9 (a) shows an instantaneous snap
shot of the non-dimensionalized fluctuating sound pressure field around the baseline
airfoil. The dipole like behavior and the forward inclined directivity of the main radi-
ation as well as the areas with less sound imission in the direction of the chord are
clearly visible. The fluctuating sound pressure p′ is recorded over time at 360 virtual
microphone positions arranged circular around the trailing-edge in a distance of 2.5
chord lengths lc. For all further investigations the microphone position directly below
the trailing-edge (x/lc = 1, y/lc = −2.5) is chosen as the representative position for
acoustic results. Figure 9 (b) shows one-third-octave band spectra for the baseline
airfoil with varying angle of attack at the desired position. Note, that the shown spectra
represent uncorrected values. In order to compare the data to measurement values
a 2D to 3D correction as proposed by Ewert et al.[22] has to be applied. Also, it was
shown in Ref. [25] that a constant off-set calibration of -4.5 dB has to be used on all
simulated CAA spectra to match experimental data in terms of absolute levels. As both
corrections are independent of the frequency and only yield a constant shift in sound
pressure levels (SPL) they are neglected for the following data because the main focus
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is on relative differences between the respective airfoils.3 In Figure 9 (b) the angle of
attack influence on the trailing-edge noise can be seen. Each spectrum possesses
two peaks indicated by two humps in the shape of the graphs. The low-frequency
peak around f ≈ 350 Hz is increased and shifted to lower frequencies while the second
(lower) high-frequency peak around f ≈ 2500 Hz is also increased but shifted towards
higher frequencies for increasing angles of attack. This indicates the fact the the TBL-
TEN spectrum is a result of two independent contributions emanating from the airfoils
upper and lower side (see Ref. [28, 3]). The low-frequency peak is thereby caused by
the suction side boundary layer and the high frequency peak by the thinner pressure
side BL.
As discussed in Section 2.3 the maximum resolvable frequency of the CAA mesh is
around fmax = 5 kHz. Therefore values above this frequency need to be excluded in
the discussion. Nevertheless, the main part of all spectra lies within the resolvable
range of the computational mesh.


(a) (b)


Figure 9: Exemplary aeroacoustic results generated by a CAA simulation conducted
with DLR code PIANO; (a) instantaneous plot of fluctuating sound pressure field around
the airfoil; (b) resulting one-third-octave band spectra at microphone position 2.5 chord
lengths directly below the trailing-edge.


For further data evaluation the overall sound pressure level Lp(OA) (OASPL) can be
calculated from the single one-third-octave band levels Lp(1/3)i as:


Lp(OA) = 10 log10


(
n∑
i=1


10Lp(1/3)i


10


)
. (12)


Using the above stated equation it is now possible to reduce all acoustic information
from the CAA simulation into one value - the overall sound pressure level at the mi-
crophone 2.5 chord lengths below the trailing-edge. Such, a combined aeroacoustic
aerodynamic analysis based on this value is possible. It is essential that the compar-
ison in terms of aerodynamics is based on a aerodynamic performance indicator. It


3A validation of the method comparing corrected CAA values and measurement data for a DU-96-W-
180 airfoil is shown in the appendix.
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is not useful to compare sound pressure levels for the airfoils under the same angles
of attack as cL and cD are changed according to AoA changes. A fair comparison
of aeroacoustics can only be done if the lift-to-drag ratio or at least the lift is viewed
in combination with the overall sound pressure levels. The question is for example,
which airfoil produces the minimum TBL-TEN for a given ratio of cL/cD or for a given cL
respectively.


Fixed transition


Figure 10 (a) shows overall sound pressure levels compared to glide ratio cL/cD for all
airfoils under different angles of attack with fixed transition. All airfoils can be operated
in a cL/cD range between 50 and 90 by adjusting the angle of attack. These aerody-
namic performances can be achieved with different noise emissions ranging between
84 dB and 89 dB. It seems, that the airfoil thickness is the main driver for noise emis-
sion. While the thin airfoils indicated by the solid lines (t/lc = 0.16) show the smallest
overall levels the thick airfoils (t/lc = 0.20) indicated by the dashed-dotted lines show
levels which are 3-4 dB higher. For the desired parameter variation of camber and thick-
ness, the airfoil with minimum thickness (t/lc = 0.16) and maximum camber (m = 0.035)
shows the best performance in terms of glide ratio and overall sound pressure level.


(a) (b)


Figure 10: Overall sound pressure levels Lp(OA) for different geometries and varying
angles of attack compared to aerodynamic parameters for fixed laminar turbulent tran-
sition; (a) lift-to-drag ratio cL/cD; (b) lift coefficient cL.


If one compares overall sound pressure levels against lift coefficient (see Fig. 10 (b))
range of Lp(OA) variations shortens a bit to 2-3 dB which is due to the fact that the
variation in cL/cD ratio is mainly influenced by the changing drag coefficient of the
airfoils (see Fig. 7 (b)). Nevertheless, it is still possible to produce one and the same
lift coefficient with different noise emissions. Also in this breakdown the thin, strong
cambered airfoil shows the best performance.


15







Natural transition


The graphs shown in the previous subsection for fixed laminar turbulent transition are
now extended with the simulated values for the natural transition cases. Again, plots
for Lp(OA) versus lift-to-drag ratio and versus lift coefficient are shown (see Fig. 11 (a)
and (b)). The first, most obvious perception is, that a much higher aerodynamic per-
formance (indicated by cL/cD ratio) is achieved with less noise emission. This can
be explained with the much lower drag coefficients due to the longer laminar running
length of the boundary layer flow (see Fig. 8). While the lift is almost the same for the
natural transition flow situation, drag is considerably reduced which results in cL/cD ra-
tio range of 90 to 140 instead of 50 to 90 for the turbulent flow. Moreover, due to thinner
boundary layers caused by the later transition the trailing-edge noise signal is reduced
in the magnitude of 3 dB. So airfoils sensitive to transition location changes (airfoils de-
signed for long natural laminar flow) are prone to noise increase by upstream transition
movement. Especially in practical wind turbine operation this can be caused by surface
contaminations with dust or insect impacts.


(a) (b)


Figure 11: Overall sound pressure levels Lp(OA) for different geometries and varying
angles of attack compared to aerodynamic parameters for natural laminar turbulent
transition; (a) lift-to-drag ratio cL/cD; (b) lift coefficient cL.


Comparing only overall sound pressure levels to lift coefficients (Fig. 11 (b)) one can
only see the gain in noise emissions, as the main aerodynamic advantage of the nat-
ural laminar boundary layer comes from the reduction in drag. Still, the thin strong
cambered airfoil (t/lc = 0.16, m = 0.035) shows the best performance but a strong de-
pendence on camber reduction can be observed for this airfoil. This can be explained
by the fact, that the thin airfoils exhibits a pronounced decrease in laminar running
length with angle of attack increase which is additionally amplified by increasing cam-
ber (see Fig. 8 (b)). Thereby two mechanisms come into play. First, the aerodynamic
performance in terms of cL/cD ratio is reduced and second the thicker boundary lay-
ers due to the shorter laminar running length increase the TBL-TEN signal. Generally
speaking, the thin airfoils are more critical towards transition locations and tend to lose
their good performance faster. Trends seen in the plot of cL versus Lp(OA) indicate that
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the range of possible Lp(OA) values for generating a certain amount of lift is smaller
for natural transition than for fixed transition. But still, a 2 dB difference for the varying
geometries can be seen.


4.3 Detailed Assessment of chosen Cases


With the generated database further processing of the CFD and CAA data is possible
to identify the noise drivers. Therefore certain representative cases are chosen out of
the 72 simulations of the test matrix. They will be compared in detail in the following
subsections. To reduce the complexity only cases with fixed laminar turbulent transition
locations are investigated. It is argued, that the aerodynamic effects in the boundary
layer which are supposed to drive the noise generation process at the trailing-edge are
the same in both cases.


Same cL/cD ratio with different Lp(OA)


Three cases were chosen which show the same aerodynamic performance (in terms
of cL/cD ratio) but different overall sound pressure levels. As the angle of attack is only
varied in discrete steps perfect matching of cL/cD ratios was not possible. Neverthe-
less, the cases shown in Table 2 are all closely together with cL/cD values around 75.
Besides that, the overall sound pressure levels alternate between 85 dB and 89 dB. The
thinnest airfoil has the least noise emission while the thickest airfoil shows the utmost
values. To reach the same glide ratio as the thin airfoil it has to operate at a higher
angle of attack.


Table 2: Test cases with matching cL/cD ratio and different Lp(OA) values (fixed transi-
tion only).


t/lc m α cL cD cL/cD Lp(OA)
[−] [−] [◦] [−] [−] [−] [dB]


0.16 0.035 4 0.820 0.0108 76.2 85.0
0.18 0.035 5 0.917 0.0120 76.7 87.1
0.20 0.035 6 1.002 0.0135 74.3 89.0


Figure 12 (a) depicts one-third-octave band SPL spectra for the three cases. According
to the diagram, deviation can only be found in the low frequency range (below 1 kHz). In
this range all spectra show levels which are quite higher than in the high frequency part
and as such will dominate the logarithmic addition according to Eq. 12. As stated in
Ref.[3] trailing-edge sound contributions from suction and pressure side can be treated
separately and as such are responsible for the different parts of the spectrum. For
airfoils which produce positive lift (inclined to the flow or cambered) the thicker suction
side boundary layer accounts for the low frequency part and the thinner pressure side
BL for the high frequency part.4 If one compares the pressure distribution around the
airfoils (see Fig. 12 (b)) it can clearly be seen, that the graphs are nearly identical
for the pressure side but show differences at the suction side (mainly due to higher
angles of attack to compensate the drag increase with increasing airfoil thickness).
Consequently, differences in the suctions side flow are responsible for the different low


4The capability of the CAA simulation approch for this circumstance was shown in Ref. [25]
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frequency parts of the spectra. No variation occurs in the high frequency range which
is in good agreement with the identical cp distributions at the pressure side.


(a) (b)


Figure 12: Comparison of 3 cases with the same cL/cD ratio and different Lp(OA) values;
(a) one-third-octave band spectra at microphone position 2.5 chord lengths directly
below the trailing-edge; (b) pressure coefficient for pressure and suction side.


For further analysis, the boundary layer profiles of velocity vx and turbulence kinetic
energy kt are shown in Fig. 13 (a) and (b). A wider boundary layer with higher kt
values can be observed for the thicker airfoils at the suction side. The order of the TKE
peak values thereby corresponds to the order of the maximum SPL values in the one-
third-octave band spectra. High turbulence and wide boundary layers cause the higher
noise emissions in the low frequency range which is the dominant part of the TBL-TEN
spectrum. From a merely acoustic point of view it does make sense to find airfoils which
show thin boundary layers at their desired point of operation. Comparing Fig. 12 (b)
and Fig. 13 this can be achieved by a low adverse pressure gradient for the suction
side pressure regain. As the main function of the airfoils is lift production this fact is
somehow intrinsic in the problem statement. Lift cannot be produced without trailing-
edge noise, but with elaborate choice of geometry and point of operation a reduction
is possible. Clearly, all considerations need to be evaluated also against concurring
branches in the rotor blade design process (e.g. structural mechanics or production
aspects).
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(a) (b)


Figure 13: Comparison of 3 cases with the same cL/cD ratio and different Lp(OA) val-
ues directly at the trailing-edge; (a) velocity distribution; (b) turbulence kinetic energy
distribution.


Different cL/cD ratio with same Lp(OA)


In contrast to the previous subsection three different cases where chosen for compar-
ison. This time cases with equal noise emissions but different aerodynamic perfor-
mances are juxtaposed. Representative values can be found in Table 3. Again, three
airfoils varying in thickness and operating under different angles of attack were chosen.
Thereby, the thinnest airfoil has the highest angle of attack, while the thickest airfoil has
the lowest. The overall sound pressure levels nearly match with values slightly below
86 dB. The higher lift coefficient together with the higher angle of attack results in a
better cL/cD ratio of 83.9 for the thin airfoil compared to 54.3 for the thick airfoil.


Table 3: Test cases with matching Lp(OA) values and different cL/cD ratio (fixed transi-
tion only).


t/lc m α cL cD cL/cD Lp(OA)
[−] [−] [◦] [−] [−] [−] [dB]


0.16 0.025 6 0.936 0.0112 83.9 85.9
0.18 0.025 4 0.712 0.0107 66.3 85.8
0.20 0.025 3 0.592 0.0109 54.3 85.9


Figure 14 (a) shows the one-third-octave band SPL spectra for the three different
cases. It can be observed that all three spectra show the same levels in the low fre-
quency range below 1 kHz. Slight differences can only be seen in the high frequency
range. As the OASPL is dominated by the highest values in the spectrum all OASPL
values for the three cases match. The difference in the high frequencies has such a mi-
nor contribution that it is not important here. Again, cp distributions for the three cases
are analyzed (see Fig. 14 (a)). For the suction side the paths of the distributions are
nearly identical in the pressure regain region downstream of x/lc = 0.4. Only upstream
of x/lc = 0.4 more suction is generated by the thin stronger inclined airfoil. As a conse-
quence more lift is produced. Comparing the pressure side distributions it can be seen
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that also here, the thin airfoil shows the highest values and as such the strongest lift
production. The matching cp distributions in the aft part of the suctions side seem to
indicate similar boundary layer values which prescribe the similar spectra in this region
and finally the matching OASPL values. The hypothesis becomes clearer with a closer
look on the boundary layer distributions.


(a) (b)


Figure 14: Comparison of 3 cases with different cL/cD ratio and the same Lp(OA) values;
(a) one-third-octave band spectra at microphone position 2.5 chord lengths directly
below the trailing-edge; (b) pressure coefficient for pressure and suction side.


Figures 15 (a) and (b) depict the distributions of flow velocity vx and turbulence kinetic
energy kt across the boundary layer. It can be examined, that for the suction side the
airfoils, the velocity as well as the kinetic energy profiles are nearly identical for all three
cases. Thus, the same amount of TBL-TEN is present in all three setups. The minor
differences seen in the pressure side distributions account for the mismatch in the (not
so important) high frequency range of the spectrum. Interestingly the behavior for the
pressure side is somehow vice-versa to the one of the suction side. For example, the
higher TKE levels lead to the least high frequent noise emission (green line), while the
lowest TKE profile (red curve) has the utmost influence on the high frequency noise
and shows the highest values. It seems, that flow speed and distance from the trailing-
edge become more important for the trailing-edge noise caused by the thin pressure
side boundary layer, as the loudest airfoil shows the highest velocities close to the TE.
This behavior could not be observed for the suction side.
As the high frequent part of the spectrum generated by the pressure side trailing-edge
flow shows an influence on the spectra which is in values so much lower the suction
side contribution, the thin airfoil can still be considered the best one in case of noise
and aerodynamic efficiency. Generating lift either at the pressure side or respectively
in the forward part of the suction side is acoustically the advanced method. Doing
this, low noise emission can be achieved with only minor aerodynamic drawbacks. The
main focus should thereby lie on the pressure regain of the suction side flow as the low
frequency trailing-edge noise contribution is dominating the overall levels.
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(a) (b)


Figure 15: Comparison of 3 cases with different cL/cD ratio and the same Lp(OA) val-
ues directly at the trailing-edge; (a) velocity distribution; (b) turbulence kinetic energy
distribution.


5 Summary and Conclusion


A precise and fast method for the simulation of airfoil trailing-edge noise was shown
in this paper. The approach relies on a two step hybrid CFD/CAA simulation. The
aim was to implement a tool chain which does not rely on semi-empirical noise pre-
diction methods in order to calculate turbulent boundary layer trailing-edge noise. With
the shown method it is possible to simulate the time and space resolved fluctuating
sound pressure filed around an airfoil under varied flow conditions. With this knowl-
edge overall sound pressure levels can be calculated for different microphone positions
and an aeroacoustic evaluation of the airfoil can be conducted. As the results for the
two-dimensional simulated case are directly connected to the three-dimensional rotor
blade it is argued that advantages on the 2D stage will directly correspond to the full
3D rotor blade in a later rotor blade design. A quieter rotor thereby can be built from
noise optimized airfoils. So, in order to save computational resources it is possible to
analyze aeroacoustic as well as aerodynamic properties with the prescribed approach.
To connect geometrical properties of the airfoil with aerodynamic and acoustic fea-
tures a systematic geometry variation is undertaken within the test cases. A common
DU-96-W-180 wind turbine airfoil was used as a baseline geometry from which a vari-
ation of camber and thickness according to the 4-digt-NACA scheme was conducted.
With the help of automized mesh generation and setup implementation 72 data sets
including aerodynamic data form CFD and aeroacoustic results from CAA were pre-
pared. For a comparison of the different test cases it was essential to incorporate both
scales into the evaluation. This means, an acoustically good (low noise) setting does
also need to show reasonable aerodynamic properties. To depict this tradeoff, overall
sound pressure level were plotted against lift coefficients or glide-ratios (cL/cD) respec-
tively. From these studies it can be seen that for the same aerodynamic performance
different noise levels with deltas in the range of 5 dB are possible. The detailed data
conducted in the CFD and CAA simulation steps allowed it to further analyze the con-
nection between the boundary layer and the connected parts of the trailing-edge noise
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spectrum. It was shown that the suction side BL hast the major contribution to the low
frequent high value sound pressure levels and as such governs the overall values for
most cases. Differences in the pressure side BL do show an influence on the spectrum
but in relative subtle values which have only very small influence on the overall values.
The major findings of the analysis where, that low TKE values and thin boundary lay-
ers show good results in terms of aeroacoustics. The main focus should thereby lie on
the suction side. Using strong camber thin airfoil with a low adverse pressure gradi-
ent at the suction side will enhance the positive aerodynamic as well as aeroacoustic
behavior of an airfoil. Moreover, a longer laminar running length improves not only the
aerodynamic characteristics by reducing the drag, also acoustic benefits in the mag-
nitude of 3 dB could be noticed. Thinking about rotor blade surface contamination this
fact needs to be kept in mind.
The choice of an airfoil for a wind turbine rotor blade is a challenging task. Various con-
current requirements need to be weighed against each other. With the shown method
it was possible to generated guidelines on noise mitigation while keeping aerodynamic
efficiency. Still, other aspects like manufacturability and structural properties need to
be evaluated in subsequent steps. Nevertheless, the hybrid CFD/CAA approach is able
to predict the noise emission with reasonable accuracy towards the complex flow and
geometry parameters. It can be used for arbitrary geometries and various flow settings
and as such represents a valuable tool in the wind turbine rotor blade design process.


Appendix


Validation of the CAA approach


The validation of the outlined hybrid CFD/CAA method is shown according to available
TBL-TEN measurement data from the BANC-II (benchmark for airframe noise compu-
tations) workshop[14]. Herein, a DU-96-W-180 airfoil with a chord length of lc = 0.3 m,
an angle of attack of α = 4 ◦ and a flow Mach number of Ma = 0.173 was stud-
ied. Figure 16 (a) depicts the one-third-octave band spectra recorded 1 m below the
trailing-edge. Note, that for the comparison with measurement data a 2D to 3D correc-
tion according to Ewert et al.[22] must be applied to the CAA data. Moreover, following
the results from Ref. [25] a constant offset calibration of -4.5 dB needs to considered.
In contrast to the method described in Ref. [25], no Liepmann turbulence spectrum
was used. It was found, that with a sufficient resolution of the patch area and a lower
resolveable minium turbulence length scale (Λmin = 0.002) the underrepresentation of
high frequency noise could be remedied.
In Fig. 16 (a) the 3 dB uncertainty of the measurement data is indicated by the er-
ror bars. The simulated levels lie within the uncertainty range throughout the whole
frequency range. Note, that due to the model scaling (lc = 0.3 m) the maximum re-
solvable frequency is around 10 kHz. The peak frequency around 1 kHz as well as
the decay towards higher frequencies and the and the second spectral peak around
8 kHz are correctly reproduced by the CFD/CAA approach. Additionally, results for the
semi-empirical BPM code[3] are depicted. Rather large inaccuracy can be observed
throughout the whole frequency range with this method due to the geometrical differ-
ences form the DU-96-W-180 airfoil to the reference NACA0012 airfoil.
Fig. 16 (b) shows a directivity plot for the simulated overall sound pressure level around
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the airfoil. The graph is in reasonable agreement with the theoretical directivity for
flat plate trailing-edge noise according to Ref. [29, 3]. The smaller simulation values
between Θ = 150 ◦ and Θ = 210 ◦ are due to the presence of the airfoil in this region
which is not considered in the flat plate test case. In order to compare absolute values
the theoretical prediction which is normalized to the TE noise radiation in the Θ = 90 ◦


direction was multiplied with the absolute simulated values for the 90 ◦ position.


(a) (b)


Figure 16: Validation CAA simulation of original DU-96-W-180 geometry (Ma =
0.173, α = 4 ◦, lc = 0.3 m) compared to measurement data from AWB wind tunnel;
(a) spectrum CAA, measured, semi-empirical (BPM); (b) directivity of overall sound
pressure levels compared to theretical prediction according to Ref. [29, 3].
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Summary 
The virtual source model of Gutin has been used to determine the unsteady pressure 
field near a wind turbine.  The analysis explicitly identifies the relative contributions of 
the so-called acoustic near-field to the overall sound levels at the blade passage 
frequency and low order harmonics.  The results show that under certain circumstances 
the acoustic near-field supplants the propagating sound field. However, this diminishes 
rapidly with distance from the wind turbine.  


 
Introduction 
A good deal of analysis of wind turbine sound is based on sound power estimates 
determined from measurements at 100m from the wind turbine.  While this is sufficient 
for audible sound, this may not hold true for very low frequency signals such as the 
blade passage frequency and the first few harmonics.  The rotor blades of modern large 
wind turbines rotate rather slowly, generating blade passage frequencies (BPF) at or 
below 1Hz.   As can be seen from the table below, the associated wavelength of the 
blade passage frequency is substantial. 
 


 
 


Virtually all acoustic sources have a near-field where unsteady perturbations that are 
not associated with the net transport of acoustic energy have magnitudes greater than 
or comparable to the ‘propagating’ acoustic field.  These disturbances typically diminish 


in inverse proportion to the square of the source-receiver distance       ; acoustic 
perturbations decay as      . 
 


The concern about adverse effects has fueled much speculation about the ultra-low 
frequency tones emitted by wind turbines. Accurate measurement of the sound 
pressure level of the blade passage frequency and the first few harmonics requires 
specialized instrumentation as well as favourable atmospheric conditions. In order to 
obtain good signal to noise ratios, it is necessary to minimize the source-receiver 
distance.  For audible sound 100m from the base of the tower has become the norm.  At 


RPM 6 8 10 12 14 16 18 19


BPF  (Hz) 0.30 0.40 0.50 0.60 0.70 0.80 0.90 0.95


l (m) 1133 850 680 567 486 425 378 358
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this distance the acoustic near field of the blade passage frequency may be dominant.  
The analysis described below explores the relative contributions of the acoustic near 
and far fields.  
 
Only a few researchers have access to computational acoustic software that may be 
capable of solving the sound emission from a wind turbine. In principle, the approach 
taken by Gutin [1] to model the periodic sound emitted from a propeller should also 
apply to wind turbines. The methodology is sufficiently accurate (for subsonic tip 
speeds) if the blade loading is described with reasonable accuracy.  Morse and Ingard 
[2] have given a more analytic perspective and addressed the case of non-uniform 
inflow.  No attention was paid to the acoustics near field.   
 
Garrick and Watkins [3] extended Gutin’s method to include rectilinear translation of 
either the source or the observer. Their principal motivation was to understand the effect 
of forward speed on the sound field of a propeller. The near field was also important as 
it impacted the interior noise of commercial transports were then all propeller driven.  
The derivations and discussions in reference [3] quite detailed yet without much un-
necessary mathematics. Of special interest is the retention of the acoustic near field, 
which will be examined for rotors of wind turbines.  


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 1. Source and field point co-ordinates, 
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Underlying Physics 
The schematic in figure 1 illustrates the principal co-ordinates and parameters used 
herein. The analysis is restricted to uniform loading, although could be extended to 
address unsteady loading due to wind-shear, if sufficiently accurate temporal blade 
loads are available. 


Lamb [4] shows that a force   at              induces a pressure at               
 


       
 


  
   


    
 
  


 
    


 


  
  


 


   


         


 
 


 


   


         


 
 


 


   


         


 
  


 


                              


 
Upon differentiating the expression the pressure written as                    
to show the near field and far-field terms: 
 


         
 


  


  


  
 
     


 
          


     
 


          
     


 
           


 


         
 


   


  


 
 
     


 


          


  
 
     


 


          


  
 
     


 


          


  
  


 
Note that both disturbances propagate at the speed of sound    . The popular notion 
that the acoustic near field is associated with an incompressible field is not valid. It is 


also apparent that if         the far field pressure will dominate and certain 
simplifications may be introduced. Now for an observer moving with the rotor blade will 
note that the force thereon is steady.  The generation of an audible sound by the motion 
of an otherwise time-invariant is counterintuitive for some.  Reference [5] should be 
consulted to aid in the resolution of the paradox.  The generalization of the above has 
been described in scientific and technical papers and books, too numerous to mention 
here.   


 


Generalized Source Distribution 
Following Gutin [1], the real sources that move in circular pattern about the rotor axis 
are replaced with a distribution of stationary sources located on a flat disk in the plane 
of the rotor blades.  These sources are only active when covered by the projection of 
virtual rotor blade. 
 
As a first approximation the time history of the force at a source point is modelled as a 


periodic function with fundamental frequency. Within each time frame,         , the 
force is non-zero for an interval      The idealized force-time history, shown in figure 2, 
resembles the loading of most wind turbine blades [6]. The signal duration is set by the 


time the projected blade chord ( ) dwells over a source point: it is        The signal will 
be similar for all sources on the disk. The magnitude and duration are determined by the 







blade plan form and the loading thereon.  The number of blades and the rotation rate 
determine the relative phase of the sources.  


 


 
Figure 2.  Idealized source function for a three-bladed rotor 


 
The idealized time history is proportional to the blade load. The assumed triangular 
loading is expressed as the sum of an even and an odd function:                 
      ,   thereby simplifying the Fourier series representation [7]: 


 
      


       
        


    


  
      


    


  
   


 


   
 


  


     
  


     
 


  
       


     
  


  
 


  
     


    
  


 


  


Both    and    are key parameters.                  is the rotor solidity at radius   .  


Both    and     are functions of the radial position.   
 
 


Virtual Propeller Forces 
So far the discussion has avoided explicit reference to the rotor forces. The center of 


the rotor disk is at         and the blades rotate about the    axis. The source co-
ordinates are                , and the field point is at                 .  
 


For axisymmetric loading the in-plane forces are                      .    is a 
function of radial position and the time history is governed by        The formulation for 
     does not account for the angular position of the rotor blades.  This is easily 
remedied by replacing    with        .    
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The power extracted from the air is proportional to the product of the axial force and the 
wind speed       as well as the product of the torque and rotation rate       .  As a 
first approximation):          .  The force at       
 


                                             
 
induces an acoustic pressure 


   
     


    
       


 


   
                         


 


 
 


 


 
  


 


 


       
 
  


 
 
 


  
  


 
Summation over the rotor disk is performed numerically. The procedure treats the in-
phase         and quadrature       contributions separately. This removes any explicit 
time dependence from the integral. The relative phase of the sources is accounted for 


by the term.   is measured with respect to the   axis. The loading assumes a constant 
vorticity distribution along the blade, vanishing rapidly near the blade tip.  There are no 


sources near the hub when          The blade has a linearly decreasing (projected) 
chord.  
 


360 points were used for the integration over  .  It was found that for the assumed 
loading and blade plan form 30 control points were sufficient. MathCad was used to 
perform the double summation and the results were exported to a spread sheet for post-
processing. Contributions for the near field and far-field pressure are evaluated 
separately:  
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The individual RMS levels are              
     


  and              
     


  


while the overall RMS level is                              . In order to 


highlight the influence of the acoustic near field the predicted levels are normalized: 
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Figure 3 shows that for low rotor RPM the acoustic near field contribution to the overall 
pressure is greater than that of the propagating wave field.  This implies that the 
acoustic power estimated by a single near field measurement would be no more than 6 
dB in error. As both signals are pure tones, the relative phase is important.  This 
accounts for the constructive and destructive interference.  
 







 
Figure 3.  Sound pressures attributed to the acoustic near field of a rotor turning at 


8 RPM, field points are 100m from the base of the tower. 
 
For points of observation further out, the relative strength of the near field diminishes. 
The interference is no longer important and the far-field directivity pattern is 
approached. The difference between the overall sound pressure level and that of the far 
field is plotted in Figure 4.  In the true far-field the result should be a straight horizontal 
line. It is seen that this condition is almost reached at 400 from the tower for the blade 
passage frequency.  The nominal near field extends to 850m.  
 


 
Figure 4. Difference in overall sound pressure level and SPL of far-field portion, RPM=8. 
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When averaged over all azimuth angles, the effective decay rate of the near-field is 6dB 
higher than that for the far-field (Figure 5).  
 


 
 


Figure 5.  Comparison of decay rates of the sound pressure levels of near field and far 
field sound. Rotor RPM=8. 


 


As the frequency of the signal increases, either in terms of the harmonic index    or the 
rotor RPM, the acoustic near field retreats towards the rotor disk.  Figure 6 shows the 
trend for increased rotor RPM.   
 


 
 


Figure 6. Relative strength of the acoustic near field as a function of rotational speed. 


Data is averaged over   = 0o to 180o, L=100m. 
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Rotor wake - tower interaction 
The formalism has been extended to examine the sound associated with interaction of 
the rotor wake with the tower that supports the wind turbine hub and generator 
assembly.  Acoustic imaging [8] suggests that the interaction is not a significant 
contributor to audible sound.  Dooley and Metelka [9] have suggested a spinning modes 
does generate a substantial low frequency sound at the blade passage frequency and 
its harmonics.   
 
As the sound is radiated by the passage of the wake over the tower, the source is only 
active for brief intervals. The resultant aerodynamic force is almost parallel to the rotor 
axis so that resultant acoustic pressure is proportional to  


   
 


    
               


  
 


 
 


 
  


  
 


        
  
  


 
 
 


  
  


 
the subscript denoting wake-tower interaction. The idealized source distribution is 
shown in figure 7. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 7. Sources in wake-tower interaction model; source areas are shaded. 
 
The loading function is similar to the one used for the rotor disk. The roll up of the tip 
vortices may induce larger loads in the outer portion of the wake. The enormous 
mismatch of the physical dimensions of the scattering surfaces and the acoustic 
wavelength do not support the resonance model described in reference 9. It is more 
likely that the signals will be forward scattered [10]. Neither effect is incorporated in the 
model. 
The actual loading of the tower is a matter of conjecture.  However, it is only possible to 
establish a trend line that is a function of the unsteady loads on the tower. This is 
expressed in terms of a ‘load transfer function’ (LTF).  The loading is identical to the one 
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applied for the thrust loads. Level differences with respect to the ‘no tower’ base-line are 
shown in Figure 8.  
 


 
Figure 8. Level changes due to wake-tower interaction,  RPM=8, L=100m 


 
The phase difference between the signals from the rotor and the tower vary somewhat 
with the azimuth angle. Nevertheless the characteristic dipole directivity emerges as the 
tower loading increases. 
 


Let   denote the overall level of the blade passage frequency from the rotor only. The 


contribution from the wake-tower interaction is      . For the maximum level change 


phase effects should be small, so that the level change                   
 


 
 .  This 


fits the data surprisingly well for         . 
 


 
Concluding Remarks 
The low frequency pressure field of a modern three bladed wind turbine has been 
estimated using the virtual source methodology of Gutin and others.  Given the low tip 
Mach number of the rotor blades the formalism is valid. Accuracy is limited only by the 
degree of similitude of the loading to the ones acting on the rotor blade.  
 
The acoustic near field does make a measurable impact on low frequency sound 
measured within about 200m from a wind turbine.  The predicted changes in sound 
pressure level are of the order of the measurement accuracy. The predictions of wake-
tower interaction are rather tentative and await more accurate load distributions than 
those used here. 
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Summary   
This study proposes a criterion for evaluating the turbulent boundary layer displacement 
thickness when predicting airfoil trailing-edge noise with semi-empirical methods. The 
boundary layer integral parameter is usually employed as the typical turbulence length-scale 
in the classic NASA-BPM semi-empirical airfoil self-noise prediction model and its variations. 
Although the semi-empirical noise prediction methods have been, in theory, superseded by 
more complex and demanding simplified-theoretical methods, they arguably remain the most 
suitable methods for noise investigation during the preliminary design phase of airfoils and 
wind turbine blades. The purpose of the criterion discussed is to limit the adverse impact of 
the uncertainty associated with the scaling parameter into the overall intrinsic quality of the 
semi-empirical noise prediction method. The criterion may be then employed, along with 
computational efficiency, to sort out methods for the task of feeding the popular BPM noise 
prediction model and its variations. As an illustration of the application of the proposed 
criterion, the performance of CFD-RANS and XFoil codes are examined and compared with 
experimental and numerical data from turbulent, incompressible flow available from the 
literature in the range 5.0 𝑥 105 < 𝑅𝑒𝐶 < 1.5 𝑥 106.  
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Symbols and Abbreviations  


A Empirical spectral shape based on the Strouhal number, [dB] 
AOA   Angle of Attack, [⁰] 
BEM  Blade-Element Momentum theory 
BL Boundary Layer 
BPM Brooks, Pope, Marcolini, NASA semi-empirical noise prediction model  
C Airfoil Chord [m] 
CAA Computational Aero-Acoustic (noise prediction models) 
CFD Computational Fluid Mechanics 
D̅h  Directivity function, high frequency noise 
f Frequency [Hz] 
HAWT Horizontal Axis Wind Turbine. 


 IAG Institut für Aerodynamik und Gasdynamik, Stuttgart 
K1 SPL level experimental correction factor, [dB]. 
L Span of the airfoil [m] 
LE Leading-Edge 
M Mach number 


NREL National Renewable Energy Laboratory, USA. 
OASPL Overall Sound Pressure Level [dB] 
POLI-USP Polytechnic School of the University of Sao Paulo 
RANS Reynolds-Averaged Navier-Stokes Equations 
ReC  Reynolds number, based on airfoil chord 
re  Effective observer distance [m] 
R&D  Research and Development 
SE Semi-Empirical (noise prediction models) 
SPL1/3 Sound Pressure Level for a 1/3 octave band [dB] 
SPLp, 1/3 Sound Pressure Level for a 1/3 octave band, at pressure side [dB] 
SST Shear Stress Transport 
ST Simplified-theoretical (noise prediction models) 
St Strouhal number, fδ∗/U 
Stp, St1  Strouhal number, peak frequency 
TBL Turbulent Boundary Layer 
TBL-FP Turbulent Boundary Layer over a Flat Plate model 
TE Trailing-Edge 
TU Turbulence Intensity [% of U] 
TU-Berlin Technische Universität Berlin 
U local mean velocity [m/s] 
U∞ Uniform flow velocity [m/s] 
WT Wind Turbine 
WTN Wind Turbine Noise 
Y+ Wall coordinate, dimensionless distance to wall [  ] 


Greek Symbols 


𝛼  Angle of attack [⁰] 
𝛿∗  Boundary layer displacement thickness [m] 
𝛿∗


𝑝  Boundary layer displacement thickness, pressure side [m]. 


𝑘 − 𝜔  Turbulence model based on the turbulent kinetic energy and energy dissipation rate 
transport equations for mathematical closure. 
 𝛾 − 𝑅𝑒𝜃  Transition model based on the intermittency factor and momentum thickness Reynolds 
number  
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1. Introduction 
The noise emission from the trailing-edge (TE) of a wing is a classic problem in the fields of  
fixed and rotary-wing aircraft and has also become an additional design driver for wind 
turbines (Moriarty & Migliore, 2003), (Oerlemans, et al., 2009). 
The onshore wind energy conversion industry is developing swiftly in Brazil and most wind 
farms are being sited on the regions along the east coast, home for 85% of the Country 
population. Motivated by this fact, Poli-USP initiated an applied research on the Wind Turbine 
Noise (WTN) subject in order to support R&D efforts for quieter Wind Turbine (WT) airfoils 
and blades. 
An insight into the particular WT industry view of the noise problem was obtained through a 
field research carried out by the authors during an international Wind Power conference 
(AWEA 2012), and may be summarized by the closing comment of one large WT manufacturer 
expressed in his survey return form: 
 


“It would be desirable to have routines for estimating aero noise in the early phases 
that could be later optimized in more advanced design phases. The better we can 
predict WTN, the easier we can assure our customers of the quality of our product. 
The industry lacks better predictive methods and also better ideas to lessen WTN”. 


Initially restricting the scope to self-noise and to the TE noise source only, which is considered 
the single most relevant source of airfoil self-noise for large size WT (Oerlemans, 2011), the 
development of a noise prediction tool suitable for supporting the early conceptual design 
phase of airfoils and blades became the purpose of the application work initiated and two 
important goals were established for the tool in order to comply with expectations from the 
industry as expressed in the survey return forms: (i) the noise simulation tool would have to 
be practical enough for easy and highly iterative use during the early design phases of airfoil 
and blade designs, and (ii) the noise emission aspect should not be uncoupled from the rotor 
aerodynamic performance considerations. 
This paper is concerned with some aspects of “phase one” of the method set-up, which 
consisted of the selection of the airfoil TE noise model plus a compatible flow field calculation 
tool to provide the characteristic turbulence length scale required by the model. “Phase two” 
will be concerned with the blade/rotor TE noise prediction expansion and coupling to a 
performance analysis tool suitable for WT preliminary design and will be covered in a future 
text. The result of both phases will be incorporated into the QBlade open source WT 
performance software (Pechlivanoglou, et al., 2009), (Marten, 2010), under collaborative 
effort with TU-Berlin. This is expected to grant easy Industry access to the tool and the new 
module shall preserve the proven, user-friendly interface of QBlade.   


2. Trailing Edge Noise Model 
During selection of the elements for the intended practical WT TE noise prediction tool, both 
Simplified Theoretical (ST) and Semi Empirical (SE) TE noise models were considered in detail 
and the BPM model was selected as a starting point the for the method due to its 
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computational efficiency and reasonable accuracy. However, the model was not integrally 
adopted. As suggested by other authors (Moriarty & Migliore, 2003), (Fuglsang & Bak, 2004), 
the boundary-layer integral parameter correlations provided with the model, derived 
specifically for the NACA 0012 airfoil, are possibly its most critical limitation2, especially 
considering the high camber, high adverse pressure gradient found in airfoils currently 
employed in WT design (Somers & Tangler, 2005a), (Somers & Tangler, 2005b).  
It was concluded that a successful effort to broaden the model applicability should involve the 
substitution of a TBL flow field solver that could handle generic airfoil geometry operating in 
any AOA below the deep stall regime, for the original TBL fixed-geometry correlations 
provided by the model. 
 
2.1 The BPM TE Airfoil Self-noise Prediction Model 
Among noise relations for modeling all self-noise sources, the BPM model report (Brooks, et 
al., 1989) formulates three semi empirical relations for predicting the TBL TE noise based on 
flow measurements involving seven NACA 0012 airfoil models. The data for noise scaling were 
gathered within the very low turbulence potential core of a jet flow discharging inside an 
external, anechoic chamber (Brooks & Marcolini, 1986), and the general expression shape was 
based on the edge-scatter theoretical formulation of Ffowcs Williams and Hall (Ffowks 
Williams & Hall, 1970). The three semi empirical relations display the same general 
dependence on flow parameters as illustrated by Eq.(1). 
 


𝑆𝑃𝐿𝑝,1/3 = 10𝑙𝑜𝑔(𝛿𝑝
∗𝑀5𝐿�̅�ℎ/𝑟𝑒


2) + 𝐴(𝑆𝑡𝑝/𝑆𝑡1) + (𝐾1 − 3) + ∆𝐾1                       (1) 


 
It may be seen from Eq.(1) that the noise pressure level at each 1/3 octave band depends 
logarithmically upon the TBL displacement thickness, δ*, which, for incompressible flow, is 
directly affected by Reynolds number and angle of attack3, 𝛿∗ = 𝛿∗(𝛼, 𝑅𝑒). The displacement 
thickness is employed as a record of the development history of the turbulence over the 
airfoil. The relations 𝑆𝑡1 = 0.02𝑀0.6, 𝐾1 = 𝐾1(𝑅𝑒𝐶) 𝑎𝑛𝑑 ∆𝐾1 = ∆𝐾1(𝛼, 𝑅𝑒𝐶), are three 
empirical expressions that determine the peak Strouhal number, the peak SPL1/3 level and a 
correction factor for the SPL level, respectively. A is an empirical spectral shape based on  
𝑅𝑒𝐶. 
By observing the typical plots of noise spectra of the original report (Brooks, et al., 1989), the 
method prediction accuracy for SPL1/3 may be deduced to be within ±1dB, from  
measurements at regions far from the peak frequency (depending upon flow speed), and +3 
dB around the peak frequency, for the range of velocities considered and zero α angle. For the 
OASPL prediction, the method and its variations are considered consistent: according to 
(Kamruzzaman, et al., 2012b), p. 47, “these [BPM-based] models are quite popular, and the 
predictions of such models are in good agreement with measurements with a few decibel 


                                                      
2 For some authors the Reynolds number range is another serious limitation of the model. See, for instance 
(Doolan & Moreau, 2013). 
3
 δ* is also affected by the freestream turbulence level, which determines transition, but the concern here is 


with  airfoil self-noise only. 
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difference”. Also, (Moriarty & Migliore, 2003) reported that the correlations kept within 3 dB 
from measured levels for lightly tripped boundary cases. 
 


2.2 Model Sensitivity with Relation to 𝜹∗ and the Application of Limits. 
By analyzing individual terms of the basic TE noise model, Eq. (1), it might seem at first that 
the displacement thickness variation would affect the first and second terms of the model 
equation, as shown in Eq. (2):  
 


𝜕𝑆𝑃𝐿𝑝/𝜕𝛿∗ = 𝜕/𝜕𝛿∗[10𝑙𝑜𝑔(𝛿𝑝
∗𝑀5𝐿�̅�ℎ/𝑟𝑒


2) + 𝐴(𝑆𝑡𝑝/𝑆𝑡1)]                                       (2)  


 
However, the Strouhal number ratio 𝑆𝑡𝑝/𝑆𝑡1 is calculated at the same physical location and 


also becomes independent of 𝛿∗. The role of the second term on the right side of Eq. (2) is to 
identify the shift of the specific 1/3 octave band under analysis in respect to the peak 
frequency, and to apply the appropriate roll-off. Thus, for a reference geometry and flow, a 
fixed 1/3 octave frequency band and a fixed-position observer (microphone) in relation to the 
airfoil TE, the relation may be further reduced to 
 


𝑆𝑃𝐿𝑝,1/3 =  10𝑙𝑜𝑔 𝛿𝑝
∗ + 𝐶1                                                                           (3) 


 
where constant C1 includes all the case, band and observer position (distance and angles for 
directivity function) fixed parameters. 
The log dependence of 𝑆𝑃𝐿𝑝,1/3 on 𝛿𝑝


∗, Eq.(3), shows that the sound pressure level will change 


arithmetically as the displacement thickness value changes geometrically, ceteris paribus. This 
relative insensitivity might explain why no studies were found in the literature about the 
quality of the TBL length scale estimation for BPM-type models, while for the ST models on 
the other side, many authors have stressed the importance of the quality of the TBL 
parameters used in the models (Moriarty, et al., 2005), (Lutz, et al., 2007), (Kamruzzaman, et 
al., 2011), (Kamruzzaman, et al., 2012a). Some of the most frequent approaches for TBL 
parameter calculation found in a broad bibliographical review of ST and SE noise prediction 
models are listed below in order of increasing geometric flexibility and decreasing 
computational efficiency. 


 TBL - Flat Plate correlation, (Lowson, 1993), (Glegg, et al., 2010).  


 Experimental correlations developed by BPM, (Fuglsang & Madsen, 1996), (Moriarty & 
Migliore, 2003), (Vargas, 2008).  


 XFoil (Bareiss, et al., 1994), (Zhu, 2004), (Moriarty, 2005). 


 CFD-RANS, (Lockhard, 1999), (Glegg, et al., 2010), (Kamruzzaman, et al., 2014). 


2.3 Proposal of a Criterion for 𝜹∗ Evaluation Methods  
Although environmental certification of a WT siting requires a noise measurement procedure 
based on specific standards (e.g., IEC 61400-11, 2012), using appropriate, calibrated 
equipment and comparison with levels allowed by local regulations, it is reasonable to expect 
that during the preliminary design phase of a WT blade, the engineer would be willing to 
trade-off some accuracy in WTN prediction for speed, since the industry is interested in how 
small modifications of a given blade geometry will influence noise generation (Wagner, et al., 
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1996) and a large number of combination cases for testing is easily achieved. As a starting 
point aimed at the initial iterative design process, it is proposed as a discriminating criterion 
for evaluating 𝛿∗ calculation methods, that the resultant departure of the displacement 
thickness from a reference value should not lead to an OASPL deviation of more than ± 3 dB, 
estimated at a fixed (distance and angle) reference point, when applied to a BPM-type, TE 
noise prediction method. As mentioned, this criterion is not based on measurement 
equipment resolution, but rather on the time-accuracy tradeoff and also on psychoacoustic 
considerations, since this amount of SPL variation is considered “just perceptible” by a human 
being (Bies & Hansen, 2009), p.85, and prompts only a “marginal” increase in estimated public 
reaction to noise (Bies & Hansen, 2009), (Bistafa, 2011). Figure 1 is a plot of Eq. (3), and 
displays ∆SPL1/3 (or ∆OASPL) with 𝛿∗ relative value fluctuation, for this type of TE noise 
prediction method. It translates the proposed noise criterion into practical limits for ∆𝛿∗/𝛿∗. 
 


 
Fig.1 - SPL1/3 prediction variation with relative 𝜹∗ prediction variation, in a BPM-type noise 
model. 
 
It may be seen from Fig. 1 that an underprediction by up to 50% or overprediction by up to 
100% of the 𝛿∗, in respect to a reference value, would return OASPL within the limits required 
to meet this criterion (± 3 dB). Notice that, because the function is logarithmic, the upper 
and lower limits for 𝛿∗% variation are not symmetrical and each doubling of the displacement 
thickness will increase the SPL by 3 dB. This is a typical SPL behavior perceived in the far-field 
from a compact noise source (Bies & Hansen, 2009), making the displacement thickness 
analogue to a compact noise source in this model, which justifies the proposal of limits for its 
calculation process. 
The criterion may be adjusted to match specific needs, e.g., an airfoil designer working on the 
conservative side could choose to work only on the OASPL overprediction side, i.e., up to + 3 
dB, for safe-design reasons. In this case, the designer should employ a displacement thickness 
estimation tool capable of reliably delivering values between exact and 100% ∆𝛿∗/𝛿∗ 
overprediction, only.  
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3. Application of the Proposed Criterion for 𝜹∗ Calculation 


The aim of the intended modification to the original BPM TE noise prediction method, as 
briefly discussed, would be to extend its capability to any airfoil geometry by replacing a 
generic flow field solver for the original 𝛿∗ correlations. Any suitable flow field solver should 
be computationally efficient for intense iteration in the early design phase while meeting the 
proposed criteria of maximum SPL deviation for both fully turbulent and natural transition 
regimes. Although a geometric generalization is sought, the initial test of candidate methods 
is made against NACA 0012 data in zero AOA and chord-based Reynolds numbers for which 
experimental data are available from (Brooks & Marcolini, 1985) and (Brooks, et al., 1989). 
The two methods preselected for performance review, in light of geometric flexibility and 
popularity were the XFoil (XFLR5 version) and incompressible CFD-RANS. 
In the XFoil code, the steady Euler equations are employed in integral form to represent the 
inviscid flow and a compressible, integral method is used to represent the boundary layer and 
the wake. The viscous and inviscid flows are fully coupled through the displacement thickness 
(Drela & Giles, 1987). The entire set of non-linear equations is solved simultaneously as a fully 
coupled system by the use of a global Newton-Raphson method. The software has been 
extensively validated for low and high α angles, e.g. (Drela & Giles, 1987), (Fuglsang, et al., 
1998), (Guidati & Wagner, 2000) and has been quoted as the “standard tool” for the 
calculation of airfoil drag polar in the WT industry (Marten, 2010). 
The airfoil chord was normalized for the different cases tested, and the resultant adjusted 
flow data for the reference experiments are displayed in Table 1.  
 
Table 1 - Flow parameters for the reference cases tested in XFoil and CFD-RANS simulations, 
with unitary airfoil chord and zero α angle.  


Case4 
U∞ 


[m/s] 
TU 
[%] 


Reynolds_C  Mach Ref. 


B        21.74  0.05 1.5E+06 0.06 


Brooks and Marcolini, 
1985; Brooks, Pope and 


Marcolini, 1989. 


C        16.93  0.05 1.2E+06 0.05 


D        12.08  0.05 8.3E+05 0.04 


E          9.67  0.05 6.6E+05 0.03 


F        16.31  0.05 1.1E+06 0.05 


G        10.87  0.05 7.5E+05 0.03 


H          7.25  0.05 5.0E+05 0.02 


 
3.1 XFoil Modeling details 
Because of the efficient computational approach and high frequency of referral found during 
the review of the noise prediction methods, the XFoil was tested first. The NACA 0012 airfoil 
surface was discretized into 300 panels, with larger panel concentration towards the TE and 


                                                      
4 Letter “A” is reserved for a case of the main research text and was suppressed in this partial study 
because it refers to measurements accomplished at 96% of the airfoil chord length (Brooks & 
Hodgson, 1981) while all other cases listed had the measurements made at 1.3 mm downstream of 
the TE. 
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the LE. In the XFoil integral method, the skin friction and velocity profile formulas of Swafford 
(Drela & Giles, 1987) are employed in the turbulent regime and the 𝑒𝑛 criteria is employed for 
modeling transition flows, with 𝑛 = 9 as default. The convergence was generally achieved in a 
few seconds for each operating point calculated. 
Both the original blunt TE NACA 0012 geometry (Abbott & Von-Doenhoff, 1959) and a 
modified version with a sharp TE were initially tested. The displacement thickness results 
were linearly interpolated into the desired chord station from the closest neighboring 
discretization stations. The results for both TE configurations were similar, with the sharp TE 
values closer to experimental reference data. 
 


3.2 CFD Modeling details 
The flow around the NACA 0012 airfoil was modeled as a turbulent, incompressible, 2-D, 
steady flow, since the interest rests in integral TBL parameters and also a relatively swift 
method for deployment during the development phase of the airfoil.  
The sharp TE NACA 0012 geometry was selected for the CFD simulation because it is also 
planned to be employed in future CAA aeroacoustic simulations, without the risk of including 
a tonal noise known as airfoil singing (Blake, 1986), which depends upon the TE bluntness 
parameter. This will preserve the same baseline geometry (but certainly not the 
discretization) for direct comparison of all the methods in the future. 
Finite Volume software ANSYS Fluent® was used throughout the simulations. The 2-D mesh 
architecture developed was an external D-grid with two internal stages of C-grids for 
progressive refinement. The far field defined was 12.5 chords long, aft and forward of the 
airfoil, with no less than 10 chords on the sides. The mesh was created with quadrilateral 
elements only and was refined until the first element was set at Y+ < 1 from the airfoil surface 
and around 80 elements were embedded within the BL, resulting in 272,000 cell elements. 
The transition of elements was made smooth and the distortion of the elements controlled. 
The classical velocity inlet and pressure outlet boundary conditions were applied. After testing 
of some turbulence models, the SST, 𝑘 − 𝜔 model, plus 𝛾 − 𝑅𝑒𝜃 transition equations, when 
applicable, were selected (Saab Jr. & Pimenta, 2014). 


4. Results and Discussion 
 
4.1 XFoil Results 
Figure 2 displays the XFoil results for the tripped (at 0.2C) and transition TBL displacement 
thickness calculations, for Reynolds numbers in the range 5 × 105 ≤ 𝑅𝑒𝐶 ≤ 2.6 × 106, for 
the sharp TE NACA 0012 airfoil, measured downstream of the chord (1.0013C), plotted against 
experimental reference data.  
The XFoil calculation results display physical behavior for both tripped and transition regimes 
but there is a systematic overprediction of the displacement thickness when compared with 
the experimental reference data. This systematic shift behaves like an additional noise source 
and  constitutes a typical situation for which the results should be first submitted to a quality 
evaluation, for example with the aid of the criterion laid out in this research, prior to being 
fed into a BPM-type TE noise prediction method. 
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Figure 2 - XFoil results for 𝛿∗, calculated for tripped and transition TBL, for the sharp TE  NACA 
0012 at station 1.0013C, in the range 5 × 105 ≤ 𝑅𝑒𝐶 ≤ 2.6 × 106. 
 
Table 2 - Relative error comparison for the XFoil results (tripped and transition TBL), for the 
sharp-TE NACA 0012 airfoil, in the range  5 × 105 ≤ 𝑅𝑒𝐶 ≤ 1.5 × 106.  


XFoil Validation and Quality Assessment - Tripped and Transition Regimes 


Experimental XFoil Quality Assessment 


Brooks & Marcolini, 1985. 
Heavily 
Tripped 


Natural 
Transition 


Sharp TE, 
Tripped @ 


0.2C 


Sharp TE, 
e


9
 


Transition 


Heavy 
Tripping 


e
9
 


transition 


Case Reynolds_C  Mach 
δ*  @  1.3 mm 


downstream of TE [m] 
δ* @ 1.0013C [m] ∆δ*/ δ* @ 1.0013C 


B 1.5E+06 0.06 8.7E-03 3.5E-03 1.2E-02 7.9E-03 41% 123% 


C 1.2E+06 0.05 9.3E-03 3.8E-03 1.3E-02 8.0E-03 39% 113% 


D 8.3E+05 0.04 1.0E-02 4.1E-03 1.5E-02 9.5E-03 47% 129% 


E 6.6E+05 0.03 1.1E-02 4.4E-03 1.5E-02 8.5E-03 35% 93% 


F 1.1E+06 0.05 9.4E-03 3.8E-03 1.3E-02 8.1E-03 40% 112% 


G 7.5E+05 0.03 1.0E-02 4.3E-03 1.4E-02 8.3E-03 36% 96% 


H 5.0E+05 0.02 1.2E-02 4.8E-03 1.6E-02 9.1E-03 31% 89% 


 
From Table 2 it is possible to see that the XFoil results comply partially with the proposed 
criteria, when the calculation is done for station 1.0013C. The values for the heavy tripping 
situation are all acceptable in the Reynolds number range calculated, but those for transition 
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TBL with relative deviations above 100% would induce artificial noise sources in excess of 3 dB 
per 1/3 octave band in a BPM-type TE noise model. 
 


4.2 CFD Results 
The CFD simulation results for the range 5 × 105 ≤ 𝑅𝑒𝐶 ≤ 2.6 × 106 are shown in Fig. 3, 
along with the reference experimental results from (Brooks & Marcolini, 1985).  The results 
also display physical behavior for both tripped and transition regimes and there is also a 
systematic shift when compared with experimental reference data. However, the shift is 
towards overprediction for points of the transition regime with low Reynolds numbers, and 
towards underprediction in the fully turbulent regime cases, which are compared with 
experimental heavy tripping cases.  
 


 
Figure 3 - CFD simulations results for fully turbulent and transition cases, compared with 
experimental data of Brooks, Marcolini, 1985.  
 
Once more this shifting prediction patterns require a criterion for acceptance and eventual 
use into a BPM-type TE noise prediction method. 
Table 3 shows the quality assessment for all CFD cases, based on the criterion proposed in 
section 3, for the calculations made for chord station 1.0013C. All displacement thickness 
results comply with the quality criteria proposed for further use in a BPM-type TE noise 
prediction model, i.e., all values are within ∆δ*/ δ* proposed limits from +100% to -50%. 
However the run time necessary to solve all 16 plotted operating points and 4 error-study 
additional cases was close to 48 core-hours in a 3 GHz machine, or 2.4 core-hours per 
operating point5. The time necessary to develop and refine the mesh is an important 


                                                      
5 Average of 36 minutes per point in a 4 processor 3 GHz machine. 
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additional concern for airfoil design iterative use and would be recurrent for every new airfoil 
geometry tested. 
 
Table 3 - Relative error comparison for the CFD results (turbulent and transition TBL), for the 
sharp-TE NACA 0012 airfoil, in the range  5 × 105 ≤ 𝑅𝑒𝐶 ≤ 1.5 × 106.  


CFD Validation and Quality Assessment - Fully Turbulent and Transition Regimes 


Experimental CFD Quality Assessment 


Brooks & Marcolini, 1985. 
Heavily 
Tripped 


Natural 
Trans. 


Sharp TE, 
Fully 


Turbulent 


Sharp TE, 
Re-Theta 
Transition 


Turb. Trans. 


Case Reynolds_C Mach 
δ*@ 1.3 mm 


downstream of TE [m] 
δ* @ 1.0013C [m] ∆δ*/ δ* @ 1.0013C 


B 1.5E+06 0.06 8.7E-03 3.5E-03 8.3E-03 6.2E-03 -5% 76% 


C 1.2E+06 0.05 9.3E-03 3.8E-03 8.6E-03 4.4E-03 -8% 18% 


D 8.3E+05 0.04 1.0E-02 4.1E-03 9.0E-03 4.9E-03 -11% 19% 


E 6.6E+05 0.03 1.1E-02 4.4E-03 9.3E-03 5.7E-03 -15% 30% 


F 1.1E+06 0.05 9.4E-03 3.8E-03 8.7E-03 4.5E-03 -7% 19% 


G 7.5E+05 0.03 1.0E-02 4.3E-03 9.1E-03 5.1E-03 -13% 19% 


H 5.0E+05 0.02 1.2E-02 4.8E-03 9.7E-03 5.5E-03 -18% 13% 


 
4.3 Discussion 


Experimental data used in (Brooks, et al., 1989) is from (Brooks & Marcolini, 1985) and have 
an associated uncertainty of less than ± 5% for the tripped cases and less than ±10% for the 
natural transition cases. In order to formally compare the CFD results with experimental data, 
the quantifiable uncertainties associated with each of the flow types was considered. For this 
purpose, a study of the discretization error, based on the Richardson extrapolation (Ferziger & 
Peric, 2002), called The Grid Convergence Method (Celik, et al., 2008), was applied to the fully 
turbulent and transition solutions for one selected operating point, case F (𝑅𝑒𝐶 = 1.1 × 106). 
Two progressively refined meshes, with grid refinement factors of 1.51 and 1.33 were 
generated for this evaluation. After the CFD simulation was run again for operating point F on 
the new meshes, the displacement thickness at 1.0013C was re-evaluated and the 
discretization relative error computed was estimated at -3.2% for the turbulent 𝑆𝑆𝑇 𝑘, 𝜔 case 
and +0.8%  for the transition 𝑆𝑆𝑇 𝑘, 𝜔 case, based on the finest mesh. However, since the 
simulations for the other operational points were carried out with the coarser grid, a –4.8% 
error for the turbulent and a –7.5% error for the transition cases was evaluated, based on the 
Richardson extrapolation reference value. 
Since the discretization relative error associated with the CFD data is smaller than the relative 
error for the experimental points, the analysis of the quality of the method would not be 
worsened by incorporating the uncertainty involved. 
Although no formal error study was accomplished for the XFoil simulation, it is safe to assume 
that an integral method has a larger uncertainty associated with it than a second order finite 
volume CFD method and it also became clear that the quality of the integral method was 
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inconsistent for evaluating 𝛿∗ for subsequent use in a BPM-type TE noise prediction method. 
However, the computational efficiency and geometric flexibility advantages evidenced by the 
methodic simulations accomplished in XFoil were so overwhelming that it was deemed 
worthwhile to give the method a deeper look at. 
As further simulations were accomplished, it was noticed that by making the calculations at 
stations further upstream, the systematic error displayed could be partially offset. By moving 
the calculation from the wake (1.0013C) to the TE position (1C) and then gradually towards 
the LE position (0.98C, 0.96C), the XFoil predictions of 𝛿∗ values initially approached the 
experimental values and then departed from them again. At measuring station 0.98C (less 
than 3% of the chord upstream of the experimental measuring point) the values were closer 
to the experimental reference data and acceptable by the proposed criteria for all cases and 
both type of flows, as shown in Table 4.  
However, it should be kept in mind that this procedure of shifting the measurement station is 
not a change to the model, but rather a way to mathematically compensate for the systematic 
error displayed by the XFoil, to a certain extent and for a specific Reynolds range and purpose.  
 
Table 4 - Relative error comparison for the XFoil results (tripped and transition TBL), measured 
at station 0.98C, for the sharp-TE NACA 0012 airfoil, in the range  5 × 105 ≤ 𝑅𝑒𝐶 ≤ 1.5 ×
106.  


XFoil Validation and Quality Assessment - Tripped and Transition Conditions 


Experimental XFoil Quality Assessment 


Brooks & Marcolini, 1985. 
Heavily 
Tripped 


Natural 
Transition 


Sharp TE, 
Tripped @ 


0.2C 


Sharp TE, 
e


9
 


Transition 


Heavy 
Tripping 


e
9
 transition 


Case Reynolds_C  Mach 
δ* @ 1.3 mm 


downstream of TE [m] 
δ* @ 0.98C [m] ∆δ*/ δ* @ 0.98C 


B 1.5E+06 0.06 8.7E-03 3.5E-03 4.9E-03 2.7E-03 -44% -23% 


C 1.2E+06 0.05 9.3E-03 3.8E-03 5.1E-03 2.9E-03 -45% -23% 


D 8.3E+05 0.04 1.0E-02 4.1E-03 6.1E-03 3.5E-03 -40% -14% 


E 6.6E+05 0.03 1.1E-02 4.4E-03 5.9E-03 3.1E-03 -45% -29% 


F 1.1E+06 0.05 9.4E-03 3.8E-03 5.3E-03 2.9E-03 -44% -23% 


G 7.5E+05 0.03 1.0E-02 4.3E-03 5.8E-03 3.1E-03 -45% -28% 


H 5.0E+05 0.02 1.2E-02 4.8E-03 6.4E-03 3.4E-03 -46% -29% 


 


5. Conclusions 
The basic BPM TE noise model equations were selected in order to try to compose another 
practical airfoil noise prediction tool. However, the original 𝛿∗ correlations were discarded 
while pursuing higher geometry and flow independence. This resulted in the need to couple 
the model to a generic flow solver, compatible with the original model accuracy and also with 
some additional requirements imposed by the intended end-user, the WT Industry.  
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At first, the typical BPM TE noise equation behavior was found to be quite insensitive to 
displacement thickness evaluation techniques, since the spectral peak and shape are 
determined by the model empirical functions. However, by proposing a ± 3 dB OASPL as 
allowable prediction variation as a direct consequence of displacement thickness evaluation 
error, the criterion imposes restrictions with discriminating potential. The techniques best 
suited for the displacement thickness estimation task must be capable of producing 𝛿∗ values 
in the range from -50% to +100% of the experimental reference values. The criterion may be 
easily adjusted to match specific needs.  
In order to illustrate the application of the concept, detailed displacement thickness 
calculations were accomplished with the XFoil and CFD-RANS in order to evaluate fitness of 
the tools for the task. For the ranges of 𝑅𝑒𝐶  tested, the displacement thickness estimated by 
CFD-RANS could be input into BPM-type Class II airfoil TE noise with no significant impact to 
its original quality of prediction, for zero α angle, whether the simulated airfoil flow is fully 
turbulent or of the natural transition type. However, the computational efficiency 
demonstrated was not enough for highly iterative early design and also new meshes must be 
tailored for each new airfoil geometry variation conceived. 
When a uniform criteria was initially adopted and the interpolation of the calculated data was 
consistently made at station 1.0013C for both the XFoil and CFD-RANS tools, the XFoil method 
did not show consistency for predicting results by the defined criterion: although the 
calculations were acceptable for the heavy tripped case, they were out of proposed limits for 
the transition cases. However, the XFoil is known to be very efficient for flow field calculations 
and if the 0.98C station was chosen for interpolation, the excessive systematic prediction shift 
observed in downstream stations would collapse into the acceptable region for the cases and 
flow types tested. 
With the procedure of reading TBL data upstream of the original station, the XFoil deviation in 
predicting TE noise for each 1/3 octave band through a BPM-type model would be of the 
same order of magnitude of the CFD-RANS predictions but with a solution time 3 orders of 
magnitude smaller (2,160 seconds for CFD against <5 seconds for XFoil, per point). 
The error-limiting concept proposed is suitable for sorting between flow field tools, in the 
specific flow conditions described and it is also capable of suggesting techniques for 
compensating systematic model shifts, thus allowing deployment of tools of large 
computational efficiency but that would seem otherwise unfit to the task, based on the  
proposed criterion. 
This research needs to be further expanded by verifying if the proposed criterion will hold for 
angles between zero and deep-stall, and also through validation of the airfoil TE noise spectra 
predicted for airfoils other than the NACA 0012, at various AOA, against experimental data.  


6. References 
Abbott, I. & Von-Doenhoff, A., 1959. Theory of Wing Sections. 2nd ed. New York: Dover. 


Bareiss, R., Guidati, G. & Wagner, S., 1994. An Approach Towards Refined Noise Prediction of Wind Turbines.. Thessaloniki, 
Proceedings of the European Wind Energy Association Conference & Exhibition., pp. 785-790. 


Bies, D. A. & Hansen, C. H., 2009. Engineering Noise Control. 4th Ed. ed. Abingdon, UK: Spon Press. 


Bistafa, S. R., 2011. Acústica Aplicada ao Controle de Ruído. Segunda ed. São Paulo: Edgar Blücher. 







14 
 


Blake, W. K., 1986. Mechanics of Flow-Induced Sound and Vibration. Vol I ed. Orlando, FL: Academic Press. 


Brooks, T. & Hodgson, T. H., 1981. Trailing Edge Noise Prediction From Measured Surface Pressures. Journal of Sound and 
Vibration 78(1), pp. 69-117. 


Brooks, T. & Marcolini, M., 1985. Scaling of Airfoil Self-Noise Using Measured Flow Parameters. AIAA Journal V.23 N.2 , 
February, pp. 207-213. 


Brooks, T. & Marcolini, M., 1986. Airfoil Trailing-Edge Flow Measurements. AIAA Journal V.24 N.8, August, pp. 1245-1251. 


Brooks, T., Pope, S. & Marcolini, M., 1989. Airfoil Self-Noise and Prediction, Langley: NASA Reference Publication 1218. 


Celik, I. et al., 2008. Procedure for Estimation of Uncertainty Due to Discretization in CFD Applications. Journal of Fluids 
Engineering V.130, July, pp. 1-4. 


Doolan, C. & Moreau, D., 2013. Review of NACA 0012 Turbulence Trailing Edge Noise Data at Zeero Angle of Attack. Denver, 
Co., INCE Europe, pp. 1-10. 


Drela, M. & Giles, M. B., 1987. Viscous-Inviscid Analysis of Transonic and Low Reynolds Number Airfoil. AIAA Journal V25 (10), 
October, pp. 1347-1355. 


Ferziger, J. & Peric, M., 2002. Computational Methods for Fluid Dynamics. 3rd ed. Berlin: Springer-Verlag. 


Ffowks Williams, J. & Hall, L., 1970. Aerodynamic Sound Generation by Turbulent Flow in The Vicinity of a Scattering Half-
Plane. Journal of Fluid Mechanics V. 40 Part 4, March, pp. 657-670. 


Fuglsang, P., Antoniou, I., Sorensen, N. & Madsen, A., 1998. Validation of a Wind Tunnel Testing facilitiy for Blade Surface 
Pressure Measurements., Denmark: RISO. 


Fuglsang, P. & Bak, C., 2004. Development of the Risø Wind Turbine Airfoils, Roskilde, DK: RISO. 


Fuglsang, P. & Madsen, H., 1996. Implementation and Verification of an Aeroacoustic Noise Prediction Model for Wind 
Turbines, Roskilde, DK: RISO-R_867. 


Glegg, S., Morin, B. & Atassi, O. R. R., 2010. Using Reynolds-Averaged Navier-Stokes Calculations to Predict Trailing Edge 
Noise. AIAA Journal (48) 7, 7 July, pp. 1290-1301. 


Guidati, G. & Wagner, S., 2000. Design of Reduced Noise Airfoils for Wind Turbines.. Barcelona, s.n. 


Kamruzzaman, M. et al., 2014. Rnoise: A RANS Based Airfoil Trailing-Edge Noise Prediction Model. Atlanta, GA, 20th 
AIAA/CEAS Aeroacoustics Conference. 


Kamruzzaman, M., Lutz, T., Herrig, A. & Krämer, E., 2012a. Semi-Empirical Modeling of Turbulent Anisotropy for Airfoil Self-
Noise Predictions. AIAA Journal V.50 N.1, January, pp. 46-60. 


Kamruzzaman, M., Lutz, T., Nübler, K. & Krämer, E., 2011. Implementation and Verification of an Aeroacoustc Wind Turbine 
Blade Analysis Tool. Rome, IT, INCE Europe, pp. 1-16. 


Kamruzzaman, M. et al., 2012b. Validations and Improvements of Airfoil Trailing-Edge Noise Prediction Models Using Detailed 
Experimental Data. Wind Energy V.15, pp. 45-61. 


Lockhard, D. P., 1999. An Overview of Computational Aeroacoustic Modeling at Nasa Langley. Hampton, VA, NASA, pp. 1-14. 


Lowson, M., 1993. Assessment and Prediction of Wind Turbine Noise, Bristol, UK: ETSU W/13/00284/REP USDOE. 


Lutz, T., Herrig, A., Kamruzzaman, M. & Krämer, E., 2007. Design and Wind-Tunnel Verification of Low-Noise Airfoils for Wind 
Turbines. AIAA Journal V.45 N.4, April, pp. 779-785. 


Marten, D., 2010. Extension of an Aerodynamic Simulator for Wind Turbine Blade Design and Performance Analysis, Berlin: TU 
Berlin. 


Moriarty, P., 2005. NAFNoise User´s Guide, Golden, CO: NREL. 


Moriarty, P., Guidati, G. & Migliore, P., 2005. Prediction of Turbulent Inflow and Trailing-Edge Noise for Wind Turbines. 
Monterrey, CA, AIAA, pp. 1-16. 


Moriarty, P. & Migliore, P., 2003. Semi-Empirical Aeroacoustic Noise Prediction Code for Wind Turbines, Golden, CO: NREL. 







15 
 


Oerlemans, S., 2011. Wind Turbine Noise: Primary Noise Sources, Amsterdam, NL: Nationaal Lucht-en 
Ruimtevaartilaboratorium - NLR. 


Oerlemans, S., Fisher, M., Maeder, T. & Kögler, K., 2009. Reduction of Wind Turbine Noise Using Optimized Airfoils and 
Trailing-Edge Serrations. AIAA Journal V.47 N.6, June, pp. 1470-1481. 


Pechlivanoglou, G. et al., 2009. QBlade, Berlin: s.n. 


Saab Jr., J. Y. & Pimenta, M., 2014. Airfoil Self-Noise - Development of a Trailing Edge Noise Prediction Tool Suitable for the 
Preliminary Aeroacoustic Design of Quieter Wind Turbine Blades, Sao Paulo: EPUSP. 


Somers, D. & Tangler, J., 2005a. The S822 and S823 Airfoils, Golden, CO: NREL/SR-500-36342. 


Somers, D. & Tangler, J., 2005b. The Airfoils S830, S831 and S832, Golden, CO: NREL/SR-500_36339. 


Vargas, L. d. C., 2008. Wind Turbine Noise Prediction, Lisboa, Portugal: Instituto Superior Técnico. 


Wagner, S., Bareiß, R. & Guidati, G., 1996. Wind Turbine Noise. 1st Ed. ed. Berlin: Springer. 


Zhu, W., 2004. Modelling of Noise From Wind Turbines, Lyngby, DK: DTU. 


 








 


6th International Meeting 
on 


Wind Turbine Noise 
Glasgow  20-23 April 2015 


State of the art and new perspectives for the development of noise 
regulation of wind farms 


Jérémy Schild  Venathec 23 Boulevard de l’Europe, BP 10101, 54503 
Vandoeuvre-lès-Nancy, France     E-mail: j.schild@venathec.com 


Vincent Chavand  Venathec  23 Boulevard de l’Europe, BP 10101, 54503 
Vandoeuvre-lès-Nancy, France     E-mail: v.chavand@venathec.com  


Summary  Wind turbine noise impacting on communities is treated differently from a country 


to another. While, in many cases, specific regulations do not even exist, a number of countries 
have developed or are in the process of developing guidelines aimed at controlling wind turbine 
noise.  


This paper details an applied study of several regulations (USA, UK, France, Germany, 
Australia) against which 3 real-world wind farms with different features have been assessed. 
The World Health Organisation Guidelines are also considered indicatively. 
The study overviews the type of noise limits defined in each regulation (fixed limit or emergence 
criteria), the nature of the wind farm environment, the propagation algorithm to be used and the 
specifics of each document. 
As a result, this comparative study allows to draw attention on the pros and cons of each 
regulation in terms of their impacts on the community. 
In the last part of the study, potential leads are discussed to ameliorate the process of 
assessing wind farm noise compliance for the community but also for the manufacturer and the 
developer/operator. 
The future of wind turbines is intimately connected to its acceptance within its sound 
environment. Consequently, new methods to consider the wind and other influencing 
parameters allow new perspectives. 


1. Introduction  Today, there is not a worldwide agreement on the approach to be taken in 


assessing wind farm noise and, when reviewing regulations, guidelines and case studies in the 
available literature and documentation, it is clear that there are many factors influencing the 
way this matter is apprehended. These can be environmental, cultural, political, financial etc. 
Where the problem of wind farm noise impacts has been considered, the common focus 
naturally is the protection of the nearby communities. It is once a compromise is sought 
between the local environmental impacts and the greater environmental benefits of wind energy 
that the assessment and handling of wind farm noise impacts become a complex undertaking.  


 
In general, the control of noise impacts from wind farms to complying levels lies in the location 
and layout of the farms, by maximising distance setbacks to the nearest dwellings, and the 
operational management of the facilities, through the selection of the wind turbine type and the 
implementation of curtailment plans. 
 
While there exists a number of publications relating the various approaches taken in the matter 
by different countries, this paper actually puts to the test of actual regulations and guidelines 
several real-world wind farms. The objective is to find out whether compliance assessment 
results would be different and outline the reasons for such discrepancies. It is not the point of 
this paper to criticise any existing legislative framework or guidelines, given each country or 
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institution has its reasons to adopt a view or another. However, this allows to highlight the pros 
and cons of such frameworks and, beyond that, provide a base to discuss new perspectives in 
the assessment of wind farm noise, which would benefit not only the community but also the 
manufacturers and developers. 
 
In the first part of this paper, the regulatory frameworks and practice guidelines of several 
countries and institutions (Australia, France, Germany, UK, USA and World Health 
Organisation) are discussed. They are then applied to three real-world wind farms with the view 
to highlight the differences in compliance outcomes. Finally, on the basis of these results, the 
paper discusses new perspectives in the noise assessment of wind farms. 


2. Legislative frameworks and practice guidelines When reviewing the 


regulatory frameworks or practice guidelines applicable to wind farm noise in various 
countries/institutions, there basically are three main approaches considered either separately or 
in combination: 


 A planning approach aiming at setting out distance setbacks and in-principle mitigation 
measures, which are non-prescriptive in terms of noise limits; 


 The determination of absolute limits, which do not vary with site variables such as the 
evolution of background noise with wind speed; 


 The determination of emergence criteria, which do consider the specificity of wind farms 
in that they correlate background noise and wind speed and then define noise limits 
against the background noise/wind speed evolution.  


                                                
2.1 World Health Organisation (WHO) Guidelines for Community Noise [1]   The WHO 
Guidelines for Community Noise tend to be applied in countries where there is no existing 
legislation on noise issues generally or wind farm noise more specifically. To that extent, the 
WHO guidelines are generic and provide guidance noise values to potential health effects. An 
extract of the guideline values for dwellings is presented in the Table below. 


Table 1 – Guideline values for community noise in specific environments 


Specific 
Environment 


Critical health effect(s) LAeq dB Time base 
(hours) 


Outdoor living 
area 


Serious annoyance, daytime and evening 55 16 


Moderate annoyance, daytime and evening 50 16 


Dwelling, 
indoors 


Speech intelligibility and moderate annoyance, 
daytime and evening 


35 16 


Sleep disturbance, night-time 30 8 


Outside 
bedrooms 


Sleep disturbance, window open (outdoor values) 45 8 


 


2.2 Australia  In Australia, planning and approval decisions for wind farms generally rest 
with the various States and Territories authorities, unless a proposed facility poses a matter of 
national environmental significance under the Environment Protection and Biodiversity 
Conservation (EPBC) Act 1999 in which case approval must be sought from the Federal 
Government.   


Below is a short discussion of the documents applied in the most populated States:   


 







 Victoria Proposed wind farms are assessed under the Policy and planning 
guidelines for the development of wind energy facilities in Victoria [2]. These guidelines 
require a noise impact assessment in accordance with the New Zealand Standard NZS 
6808:2010, Acoustics – Wind Farm Noise. Essentially, NZS 6808:2010 specifies noise 
criteria as follows.  


 
 


Table 2 – NZS 6808:2010 noise limits summary 


Applicable wind 
speed 


Background sound 
level 


LA90(10 min) 


Noise limit 


LA90(10 min) 


High amenity noise limit 


LA90(10 min) 


All >35 dB Background + 5 dB Background + 5 dB 


30-35 dB 40 dB 


<30 dB 35 dB 


 


 South Australia Proposed wind farms are assessed under the Wind farms 
environmental noise guidelines [3]. In determining noise limits, this guideline refers to 
NZS 6808:2010 as well as research in the UK and Danish guidelines to come up with 
the following noise criteria. 


 
Table 3 – South Australia noise limits summary 


Applicable wind 
speed 


Zoning 


 


Noise limit 


LAeq(10 min) 


From cut-in to 
rated power wind 
speed 


Rural living 35 dB or background noise (LA90(10 min)) + 5 dB, 
whichever is the greater 


Other zones 40 dB or background noise (LA90(10 min)) + 5 dB, 
whichever is the greater 


 


 New South Wales (NSW)  Noise assessment of wind farms in NSW is covered in 
Appendix B of the Draft NSW Planning Guidelines : Wind Farms [4]. The approach is 
based on that described in the South Australian guideline and NZS 6808:2010. The 
adopted criteria are presented in Table 4. 


 
 Table 4 – NSW noise limits summary 


Applicable wind 
speed 


Zoning 


 


Noise limit 


LAeq(10 min) 


From cut-in to 
rated power wind 
speed 


All zones 35 dB or background noise (LA90(10 min)) + 5 dB, 
whichever is the greater 


  
Note that the same approach as in NSW is adopted in the State of Queensland, as detailed in 
Appendix 5 of the Draft wind farm State Code [5]. 
There is therefore a common trend in the noise assessment of wind farms in Australia, with 
slight variations in noise descriptors and absolute limits. In all cases, the daytime and night-time 
periods are assessed separately. 
 
It is also worthwhile noting that the guidelines mentioned above make provisions for annoyance 
factors such as tonality and low frequency noise. The guidelines also share similar 







methodologies for the simultaneous measurements of background noise and wind speed 
required to determine the applicable noise limits.   
 
2.3 France  The Order of August 26th, 2011 [6] relative to wind farms located within a 
facility subject to authorization under the legislation on classified installations for environmental 
protection is the statutory reference. 


The main aspects introduced by this regulatory framework are: 


 Definition of the threshold triggering the emergence criterion; 


 Establishment of a tonal criterion; 


 Noise limit on the perimeter of the facility; 


 Compliance with the recommendations of the draft French standard NFS 31-114 in its 
version of July 2011. 


 
The noise emergence is based on the difference between the A-weighted equivalent ambient 
noise level (including the wind turbines noise) and the residual levels.  
 
Table 5 – Definition of noise emergence E 
E = LAeq ambient – LAeq residual 


E = LAeq operating wind turbines – LAeq stopped wind turbines 
E = LAeq projected future state – LAeq current state (initial) 


 
The residual level characterizes the noise level of the initial environmental features of the site, 
which means without any noise produced by wind turbines (noise level with stopped wind 
turbines). 
 
The draft Standard NFS 31-114 Acoustic – Measurement of environmental noise with and 
without wind turbine activity describes the methodology to apply, taking the issues specific to 
wind turbines into consideration, in particular those related to noise measurements in windy 
environments. 


 
The table below shows the values of maximum allowable noise emergence at the nearest 
dwellings. These values have to be respected for the noise levels in the emergence regulated 
area, when the ambient level threshold is exceeded. 
 
Table 6 – French regulation noise limits at the nearest dwellings 


Emergence regulated 
areas 


Permitted Emergence above residual level LAeq(10 min) 


Day (7am / 10pm) Night (10pm / 7am) 


Outside 
For Ambient noise 
>35 dBA 


5 dBA 3 dBA 


 
The table below shows the values of the maximum noise level to comply with at any point of the 
measurement perimeter defined below: 
 
Table 7 – French regulation noise limits on the facility perimeter 


Sound level limit on the perimeter of the facility LAeq(10 min) 


Day (7am / 10pm) Night (10pm / 7am) 


70 dBA 60 dBA 


 
Measurement perimeter: Perimeter corresponding to the smallest polygon in which are 
comprised disks centered on each wind turbine center and radius R defined as:  
 
R = 1.2 x (Hub height + Length of a half-rotor)   in meters 
 







In addition to the above, the French regulation makes provision for tonality. 
 
2.4 Germany Wind farm noise impacts are assessed against the Technical Instructions 
on Noise Abatement (TA Lärm) [7], of which noise limits are presented below. Note that this 
regulation is not specific to wind farms.  


Table 8 – TA Lärm noise limits for dwellings 


Types of areas Day (6am / 10pm) 


LAeq dB 


Night (10pm / 6am) 


LAeq dB 


Core areas, village areas and mixed-use zones 60 45 


General residential areas and small residential 
estate areas  


55 40 


Purely residential areas 50 35 


 
TA Lärm also makes provisions for tonality issues. 
 
2.5 United Kingdom There is not any specific regulation on wind farm noise in the UK, 
however guidance is obtained from the research work carried out by the Working Group on 
Wind Turbine Noise and outlined in the ETSU-R-97 Assessment & rating of noise from wind 
farms [8]. The findings of this work have been further formalized for application to proposed 
wind farm facilities by the UK Institute of Acoustics [9].  Table 9 presents the applicable noise 
limits.  


Table 9 – UK ‘ETSU-R-97’ noise limits for dwellings 


Zoning  


 


Daytime  


LA90(10 min) 


Night-time 


LA90(10 min) 


Residential Background noise (LA90(10 min)) + 5 dB 
or 35 - 40dB during periods of quiet 


43 dB when background noise is 
low,  Background noise (LA90(10 


min)) + 5 dB otherwise 


 
Note that the night-time criterion is based on sleep disturbance, whereas the daytime criteria is 
based on amenity considerations. 
 
The guide further indicates that ‘where the local authority and the developer are in agreement 
that the background noise levels do not vary significantly between the amenity periods and the 
night-time, then a single lower fixed limit of 35 – 40 dBA can be imposed based upon 
background noise levels taken during the amenity periods and the night analyzed together’. 
 
The guide also describes the methodologies to adopt in the acquisition of background noise 
and wind speed measurements as well as the impact assessment. With regards to noise 
descriptors, a -2dB correction is applied to convert the LAeq sound power of the turbines into 
LA90. 
 
Furthermore, the guide has prescriptions for the consideration of tonality and turbine directivity. 
The ISO 9613-2 calculation algorithm is generally considered acceptable for the assessment of 
wind farm noise emissions, which is a common point with other wind farm noise guidelines 
mentioned previously. 
 
2.6 USA In the USA, decisions regarding wind farm implantations rest with local Counties. 
There does not seem to be Federal or State specific wind farm noise policies in force. The 
Acoustic Ecology Institute in its Wind Farm Noise 2012 Science and policy overview [10] 
reviews a number of setback distances and noise limits adopted by local counties. These tend 
to vary significantly from a county to another, thereby reflecting the specificity of each area in 







terms of demographics as well as experience and attitude to the demand in wind farm 
development. The common trend though is the adoption of absolute noise limits. 
 
Professional recommendations are also available, in particular the Best practice guidelines for 
assessing sound emissions from proposed wind farms produced by Hessler Associates, Inc 
[11]. It is not clear how this document may be used in the assessment of wind farms and 
whether it can override the setbacks and limits adopted in the various counties but it proposes 
propose the following limits. 
    
Table 10 – USA ‘Best practice guidelines’ noise limits for dwellings 


Zoning  


 


Acceptable 


LAeq (long term) 


Maximum 


LAeq (long term) 


Residential 40 45 


 


3.  Assessment of three existing wind farms 


 
Three existing wind farms located in France and presenting different contexts have been 
studied against some of the noise limits discussed previously. The aim is to determine under 
what constraints, if any, they would be operating when subjected to noise limits used in other 
countries. In doing so, it should be noted that regulatory setback distances from a country to 
another have not been considered and that the comparison lies solely on the noise limits. 
 
The compliance of these farms with the French regulatory framework has been established 
from noise measurements according to draft standard NFS 31-114 and, depending on results, 
curtailment plans on some or all of the wind turbines have been designed.  It is acknowledged 
that the methodology outlined in draft standard NFS 31-114 is not rigorously similar to the 
methods of measurements recommended in other guidelines. However, because the 
measurement campaigns are thorough, they should be reasonably representative of the results 
that would be found under other measurement methodologies. However, a notable adjustment 
pertains to the noise descriptors, which are not always the same between countries. Therefore 
noise measurement results and calculations have been treated to take the differences in noise 
descriptors into account. 
 
The following noise limits have been compared. They tend to be the lowest, therefore most 
stringent, in their respective guidelines/regulations. They would also correspond to substantially 
rural areas, which is the prominent environment of the studied wind farms.   
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 







 
 
Table 11 – Compared noise limits 


Country / Institution Descriptor Day  Night  


WHO LAeq 50 45 


Australia (NSW) LAeq 35 dB or background noise 
(LA90(10 min)) + 5 dB, 
whichever is the greater 


35 dB or background noise 
(LA90(10 min)) + 5 dB, 
whichever is the greater 


France LAeq 35 dB or background noise 
(LAeq(10 min)) + 5 dB, 
whichever is the greater 


35 dB or background noise 
(LAeq(10 min)) + 3 dB, 
whichever is the greater 


Germany LAeq 50 35 


UK LA90 35 dB or background noise 
(LA90(10 min)) + 5 dB, 
whichever is the greater 


35 dB or background noise 
(LA90(10 min)) + 5 dB, 
whichever is the greater 


USA LAeq 40 40 


 
The general characteristics of the 3 wind farms and the associated measurement campaigns 
are briefly described below. 
 
Table 12 – Wind farm details 


Wind Farm  Wind Farm 1  Wind Farm 2  Wind Farm 3  


Number of wind turbines 3 6 5 


Minimum distance to nearest houses (m) 540 700 710 


Duration of noise monitoring campaign (days) 11 14 15 


Number of measurement points/sensitive 
receivers considered 


8/8 7/7 5/5 


Type of receivers Rural Rural Rural 


Wind speeds covered (m/s) 4-11 3-8 4-10 


Prominent wind direction (Href = 10m) SW SSW SE 


 
For consistency, all turbines on each farm have been assumed to be of the same type, and 
therefore subjected to the same sound power levels at full power and curtailed modes. While 
the wind farms developer and wind turbines manufacturers have not been named, all the 
calculations are based on real data. 
 
Modelling was undertaken using CadnaA environmental noise modelling software and, in 
particular, the ISO 9613-2 algorithm. 
 
Annual production losses have also been indicatively estimated. It was estimated from the 
electrical power outputs of the selected wind turbines for each wind speed bin and curtailed 
mode. The loss is calculated as the ratio of the wind farm power output with and without the 
curtailment plan. It takes into account a ponderation addressing the frequency of occurrence of 
the various wind speeds as well as the duration of the day and night periods. This estimation 
takes into consideration the noise constraint only. 
 
The overall results should be taken with caution. As mentioned previously, there are differences 
in the methodologies in force in the various countries considered which could not be taken into 
account and could have influenced the findings presented below.  







 
3.1 Wind Farm 1 The table below presents the wind turbine sound power levels at full power 
and curtailed modes used in the calculations. 
 
Table 13 – Wind Farm 1 Turbine sound power levels (LAeq dBA) 


Operating mode 3 m/s 4 m/s 5 m/s 6 m/s 7 m/s 8 m/s 9 m/s 10 m/s 11 m/s 


Full Power 96,0 98,0 101,5 105,0 106,0 106,0 106,0 106,0 106,0 


Mode 01 96,0 98,0 101,5 104,0 105,5 105,5 105,5 105,5 105,5 


Mode 02 96,0 98,0 101,0 103,0 104,5 105,0 105,0 105,0 105,0 


Mode 03 96,0 97,5 99,0 101,0 104,0 104,5 104,5 104,5 104,5 


Mode 04 96,0 96,5 97,3 100,0 101,0 102,0 102,0 102,0 102,0 
 


The daytime and night-time curtailment plans are shown below. 
 
Table 14 – Wind Farm 1 Daytime curtailment plans 


France 


Daytime curtailment plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  11 m/s  


WTG n°1 Full Power 


WTG n°2 Full Power 


WTG n°3 Full Power 


 


UK 


Daytime curtailment plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  
9 
m/s  


10 
m/s  


11 
m/s  


WTG n°1 Full Power 


WTG n°2 Full Power Mode 04 Full Power 


WTG n°3 Full Power 


 


Australia 


Daytime curtailment plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  
9 
m/s  


10 
m/s  


11 
m/s  


WTG n°1 Shutdown 
Full 
Power 


Mode 03 
Mode 
04 


Mode 
02 


Full Power 


WTG n°2 Shutdown 
Mode 
04 


Shutdown Mode 04 Full Power 







WTG n°3 Full Power Mode 03 
Mode 
04 


Full Power 


 


Germany 


Daytime curtailment plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  
9 
m/s  


10 
m/s  


11 
m/s  


WTG n°1 Full Power 


WTG n°2 Full Power 


WTG n°3 Full Power 


 


USA 


Daytime curtailment plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  
9 
m/s  


10 
m/s  


11 
m/s  


WTG n°1 Full Power Mode 01 
Mode 
02 


Mode 03 


WTG n°2 Full Power Mode 03 Mode 04 


WTG n°3 Full Power Mode 01 Mode 03 


 


WHO 


Daytime curtailment plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  
9 
m/s  


10 
m/s  


11 
m/s  


WTG n°1 Full Power 


WTG n°2 Full Power 


WTG n°3 Full Power 


 
 
 
 
 
 
 
 
 
 
 
 







 
 
Table 15 – Wind Farm 1 Night-time curtailment plans 


France 


Night-time curtailment plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  
9 
m/s  


10 
m/s  


11 
m/s  


WTG n°1 Shutdown 
Full 
Power 


Mode 
04 


Shutdown 
Mode 
04 


Full Power 


WTG n°2 Full Power Shutdown Mode 04 Full Power 


WTG n°3 Full Power 
Mode 
02 


Mode 04 
Mode 
01 


Full Power 


 


UK 


Night-time curtailment plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  
9 
m/s  


10 
m/s  


11 
m/s  


WTG n°1 Shutdown Mode 04 
Mode 
02 


Full Power 


WTG n°2 Full Power 
Mode 
04 


Shutdown 
Mode 
04 


Mode 
03 


Full Power 


WTG n°3 Full Power 
Mode 
04 


Full 
Power 


Shutdown 
Mode 
04 


Full Power 


 


Australia 


Night-time curtailment plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  
6 
m/s  


7 
m/s  


8 m/s  9 m/s  
10 
m/s  


11 
m/s  


WTG n°1 Shutdown Full Power Shutdown Mode 04 
Mode 
02 


Full Power 


WTG n°2 Full Power Shutdown 
Mode 
04 


Shutdown 
Mode 
04 


Full Power 


WTG n°3 Full Power Shutdown 
Mode 
04 


Mode 
02 


Full Power 


 
 
 
 
 
 
 
 
 
 
 







 


Germany 


Night-time curtailment plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  11 m/s  


WTG n°1 Shutdown Mode 04 Shutdown 


WTG n°2 Full Power Mode 04 Shutdown 


WTG n°3 Full Power Mode 03 Mode 04 


 


USA 


Night-time curtailment plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  11 m/s  


WTG n°1 Full Power Mode 01 Mode 02 Mode 03 


WTG n°2 Full Power Mode 03 Mode 04 


WTG n°3 Full Power Mode 01 Mode 03 


 


WHO 


Night-time curtailment plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  11 m/s  


WTG n°1 Full Power 


WTG n°2 Full Power 


WTG n°3 Full Power 


 
 
Table 16 – Wind Farm 1 Estimated production loss 


Country/Institution Estimated production loss 


France 15% 


UK  14% 


Australia 47% 


Germany 14% 


USA 5% 


WHO 0% 


 
 
 







3.2 Wind Farm 2 The table below presents the wind turbine sound power levels at full power 
and curtailed modes used in the calculations. 
 
Table 17 – Wind Farm 2 Turbine sound power levels (LAeq dBA) 


Operating mode 3 m/s 4 m/s 5 m/s 6 m/s 7 m/s 8 m/s 9 m/s 10 m/s 


Full Power 87 90,7 97,5 101,9 103,5 103,5 103,5 103,5 


Mode 01 87 90,7 97,5 100,9 103 103 103 103 


Mode 02 87 90,7 97 99,9 102 102,5 102,5 102,5 


Mode 03 87 90,2 95 97,9 101,5 102 102 102 


Mode 04 87 89,2 93,3 96,9 98,5 99,5 99,5 99,5 
 


Daytime and night-time curtailment plans are shown below. 
 
Table 18 – Wind Farm 2 Daytime curtailment plans 


France 


Daytime Curtailment Plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power 


WTG n°2 Full Power Mode 03 Full Power 


WTG n°3 Full Power 


WTG n°4 Full Power 


WTG n°5 Full Power Mode 03 Mode 04 Full Power 


WTG n°6 Full Power Mode 03 Full Power 


 


UK 


Daytime Curtailment Plan 


Standardised 
wind speed  
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power Mode 03 Full Power 


WTG n°2 Full Power Mode 04 Mode 01 Full Power 


WTG n°3 Full Power Mode 04 Mode 02 Full Power 


WTG n°4 Full Power Mode 03 Full Power 


WTG n°5 Full Power Mode 03 Mode 04 Full Power 


WTG n°6 Full Power Mode 03 Full Power 


 
 
 
 
 
 
 
 
 
 
 







Australia 


Daytime Curtailment Plan 


Standardised 
wind speed 
(Href = 10m) 


3 
m/s  


4 
m/s  


5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power Mode 04 Mode 03 Mode 02 Full Power 


WTG n°2 Full Power Shutdown Mode 03 Mode 04 Mode 02 Full Power 


WTG n°3 Full Power Shutdown Mode 04 Full Power 


WTG n°4 Full Power Shutdown Mode 04 Mode 03 Full Power 


WTG n°5 Full Power Mode 04 Shutdown Mode 04 Full Power 


WTG n°6 Full Power Mode 04 Full Power 


 


 Germany 


Daytime Curtailment Plan 


Standardised wind speed (Href = 
10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power 


WTG n°2 Full Power 


WTG n°3 Full Power 


WTG n°4 Full Power 


WTG n°5 Full Power 


WTG n°6 Full Power 


 


USA 


Daytime Curtailment Plan 


Standardised wind speed (Href = 
10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power Mode 01 Mode 02 Mode 03 


WTG n°2 Full Power Mode 03 Mode 04 


WTG n°3 Full Power Mode 02 Mode 04 


WTG n°4 Full Power Mode 02 Mode 04 


WTG n°5 Full Power Mode 03 


WTG n°6 Full Power 


 
 
 
 
 
 
 
 
 
 
 


WHO 







Daytime Curtailment Plan 


Standardised wind speed (Href = 10m) 3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power 


WTG n°2 Full Power 


WTG n°3 Full Power 


WTG n°4 Full Power 


WTG n°5 Full Power 


WTG n°6 Full Power 


 
Table 19 Wind Farm 2 Night-time curtailment plans 


France 


Night-time Curtailment Plan 


Standardised wind 
speed (Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power Mode 04 Mode 02 Full Power 


WTG n°2 Full Power Mode 04 Shutdown Full Power 


WTG n°3 Full Power Mode 04 Full Power 


WTG n°4 Full Power Mode 03 Mode 04 Full Power 


WTG n°5 Full Power Mode 03 Shutdown Mode 04 Full Power 


WTG n°6 Full Power Mode 04 Full Power 


 


UK 


Night-time Curtailment Plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power Mode 03 Full Power 


WTG n°2 Full Power Mode 04 Full Power 


WTG n°3 Full Power Mode 04 Mode 03 Full Power 


WTG n°4 Full Power Mode 03 Mode 04 Full Power 


WTG n°5 Full Power Mode 02 Shutdown Mode 02 Full Power 


WTG n°6 Full Power Mode 03 Full Power 


 
 
 
 
 
 
 
 
 
 
 
 
 


Australia 







Night-time Curtailment Plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power Mode 03 Mode 02 Full Power 


WTG n°2 Full Power Shutdown Mode 04 Full Power 


WTG n°3 Full Power Mode 04 Shutdown Mode 04 Full Power 


WTG n°4 Full Power Mode 03 Shutdown Mode 04 Mode 03 Full Power 


WTG n°5 Full Power Mode 03 Shutdown Mode 04 Shutdown Mode 04 Full Power 


WTG n°6 Full Power Shutdown Mode 04 Shutdown Mode 04 Full Power 


 


Germany 


Night-time Curtailment Plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power Mode 03 Mode 04 


WTG n°2 Full Power Mode 04 Shutdown 


WTG n°3 Full Power Mode 03 Mode 04 Shutdown 


WTG n°4 Full Power Mode 02 Mode 04 


WTG n°5 Full Power Mode 04 Shutdown 


WTG n°6 Full Power Mode 03 Mode 04 


 


USA 


Night-time Curtailment Plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power Mode 01 Mode 02 Mode 03 


WTG n°2 Full Power Mode 03 Mode 04 


WTG n°3 Full Power Mode 02 Mode 04 


WTG n°4 Full Power Mode 02 Mode 04 


WTG n°5 Full Power Mode 03 


WTG n°6 Full Power 


 
 
 
 
 
 
 
 
 
 


WHO 







Night-time Curtailment Plan 


Standardised 
wind speed 
(Href = 10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power 


WTG n°2 Full Power 


WTG n°3 Full Power 


WTG n°4 Full Power 


WTG n°5 Full Power 


WTG n°6 Full Power 


 
Table 20 – Wind Farm 2 Estimated production loss 


Country/Institution Estimated production loss 


France 7% 


UK  9% 


Australia 26% 


Germany 7% 


USA 4% 


WHO 0% 


 
3.2 Wind Farm 3 The table below presents the wind turbine sound power levels at full power 
and curtailed modes used in the calculations. 
 
Table 21 – Wind Farm 3 Turbine sound power levels (LAeq dBA) 


Operating mode 3 m/s 4 m/s 5 m/s 6 m/s 7 m/s 8 m/s 9 m/s 10 m/s 


Full Power 95,6 100,8 104,5 104,5 104,5 104,5 104,5 104,5 


Mode 01 95,6 100,8 104,5 103,5 104,0 104,0 104,0 104,0 


Mode 02 95,6 100,8 104,0 102,5 103,0 103,5 103,5 103,5 


Mode 03 95,6 100,3 102,0 100,5 102,5 103,0 103,0 103,0 


Mode 04 95,6 99,3 100,3 99,5 99,5 100,5 100,5 100,5 


  
The daytime and night-time curtailment plans are shown below. 
 
Table 22 – Wind Farm 3 Daytime curtailment plans 


France 


Daytime curtailment plan 


Standardised wind speed 
(Href=10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power 


WTG n°2 Full Power 


WTG n°3 Full Power 


WTG n°4 Full Power 


WTG n°5 Full Power 


 
 
 
 


UK 







Daytime curtailment plan 


Standardised wind speed 
(Href=10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power 


WTG n°2 Full Power 


WTG n°3 Full Power 


WTG n°4 Full Power 


WTG n°5 Full Power 


 


Australia 


Daytime curtailment plan 


Standardised wind speed 
(Href=10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power 


WTG n°2 Full Power Mode 03 Full Power 


WTG n°3 Full Power 


WTG n°4 Full Power 


WTG n°5 Full Power 


 


Germany 


Daytime curtailment plan 


Standardised wind speed 
(Href=10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power 


WTG n°2 Full Power 


WTG n°3 Full Power 


WTG n°4 Full Power 


WTG n°5 Full Power 


 


USA 


Daytime curtailment plan 


Standardised wind speed 
(Href=10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power 


WTG n°2 Full Power 


WTG n°3 Full Power 


WTG n°4 Full Power 


WTG n°5 Full Power 


 
 
 
 
 
 
 
 
 
 


WHO 







Daytime curtailment plan 


Standardised wind speed 
(Href=10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power 


WTG n°2 Full Power 


WTG n°3 Full Power 


WTG n°4 Full Power 


WTG n°5 Full Power 


 
Table 23 – Wind Farm 3 Night-time curtailment plans 


France 


Night-time curtailment plan 


Standardised wind 
speed 
(Href=10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power 


WTG n°2 Full Power Mode 03 Full Power 


WTG n°3 Full Power Mode 04 Full Power 


WTG n°4 Full Power Mode 03 Full Power 


WTG n°5 Full Power Shutdown Mode 03 Full Power 


 


UK 


Night-time curtailment plan 


Standardised wind 
speed 
(Href=10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power Mode 03 Full Power 


WTG n°2 Full Power Mode 04 Full Power 


WTG n°3 Full Power Mode 04 Mode 03 Full Power 


WTG n°4 Full Power Mode 04 Mode 03 Full Power 


WTG n°5 Full Power Mode 04 Shutdown Mode 01 Full Power 


 


Australia 


Night-time curtailment plan 


Standardised wind 
speed 
(Href=10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power Mode 02 Full Power 


WTG n°2 Full Power Mode 04 Mode 02 Mode 03 Full Power 


WTG n°3 Full Power Shutdown Mode 03 Full Power 


WTG n°4 Full Power Mode 04 Shutdown Mode 02 Mode 04 Full Power 


WTG n°5 Full Power Shutdown Mode 03 Full Power 


 
 
 
 
 


Germany 







Night-time curtailment plan 


Standardised wind 
speed 
(Href=10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power 


WTG n°2 Full Power 


WTG n°3 Full Power 


WTG n°4 Full Power 


WTG n°5 Full Power Shutdown 


 


USA 


Night-time curtailment plan 


Standardised wind 
speed 
(Href=10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power 


WTG n°2 Full Power 


WTG n°3 Full Power 


WTG n°4 Full Power 


WTG n°5 Full Power 


 


WHO 


Night-time curtailment plan 


Standardised wind 
speed 
(Href=10m) 


3 m/s  4 m/s  5 m/s  6 m/s  7 m/s  8 m/s  9 m/s  10 m/s  


WTG n°1 Full Power 


WTG n°2 Full Power 


WTG n°3 Full Power 


WTG n°4 Full Power 


WTG n°5 Full Power 


 
Table 24 – Wind Farm 3 Estimated production loss 


Country/Institution Estimated production loss 


France 7% 


UK  5% 


Australia (NSW) 17% 


Germany 5% 


USA 0% 


WHO 0% 


 
3.4 Discussion It is clear from the review of the curtailment plans that they do take 
different shapes even though numerically some of the noise limits may seem similar. 
 
One influencing factor pertains to the adopted descriptors, and more specifically the 
comparison between wind farm noise and background noise. The UK and French approaches 
compare likes for likes even though the first relies on the LA90 and the latter on the LAeq. The 
resulting curtailment plans are not dissimilar and, in fact, the estimated production losses are 
quite close. However, when compared to Australia (NSW), which has numerically the same 
lower limit and shares an emergence approach with France and the UK, the curtailment plans 







are much more stringent. This is due to the fact that LAeq wind farm noise is assessed against 
the LA90 residual noise, and therefore the differential is necessarily wider than when comparing 
the same descriptors. One would argue that, in Australia, there may not be the same siting 
constraints than in the more densely populated France and UK, and this is an example where 
the consideration of setback distances has significance. 
 
With regards to absolute noise limits, it is interesting to see that the estimated production 
losses under the German guideline are nearly the same as those of France and UK even 
though the approach is totally different. The night-time curtailment plan for Germany tend to be 
more stringent, due to the 35dBA noise limit in this case, but the daytime limit is less stringent 
(50 dBA) therefore being less constraining for the wind farm operation. 
Comparatively the curtailments under the USA advisory guideline and the WHO guidelines are 
the least demanding in terms of curtailment. This is in principle due to the higher limits adopted, 
particularly at night-time. 
 
Finally, when comparing the curtailment plans under absolute limits and emergence criteria, the 
following is highlighted: 


 Once the absolute limit has been reached, it appears in the examples explored in this 
paper that the curtailment will not further evolve with wind speed. As the wind farm 
noise increase with wind speed, the curtailment plan remains frozen thereby reflecting 
the fact that one set limit has been reached; 


 In comparison, the non-linear evolution of the background noise level, regardless of 
descriptor, and of the turbines sound power with wind speed means that a curtailment 
plan can potentially be relaxed as the wind speed increases. 


 


3.  Perspectives  The concept of discomfort is closely linked to the perception that we 


have of its source. Once discomfort has set in, return to a healthy situation is much more 
complex than treating the causes upstream. 


 
It is therefore necessary to clearly identify any methodological shortcomings related to wind 
farm noise and understand the issues related to wind energy from all points of view in order to 
establish ambitious objectives that are respectful of the environment in which wind farms must 
naturally fit in while fulfilling their primary function: provide an efficient renewable energy 
source. 
 
3.1 Identified acoustic issues Whether through measurements or modelling, all noise 
aspects regarding wind farming depend upon direct or indirect factors that must be taken into 
account. 


Uncontrolled field information/knowledge 


 
Field information/knowledge conditions the whole value chain of a wind farm under 
development or in operation. Its non-scientific and non-quantifiable aspects are at the core of 
the perception of the acoustic engineer mission by the neighboring communities. How to 
establish a dialogue when several different languages are in use? 
Communication from the acoustic engineer or the wind farm operator/developer with the local 
community must be science-based and sensitive to its perceptions. In order to resolve any 
noise-related issue, it is firstly needed to address a public who is identified and engaged. 
 
 
 
 







Inadequate or inappropriate regulation 


 
As outlined in the earlier parts of this paper, wind farm noise studies meet different outcomes 
under different regulations or guidelines used in various countries, even though the community 
general perception may be the same. As communities, while we are endowed with the same 
hearing capabilities, we would hear wind farm noise differently, thereby expressing different 
reactions to its perception and annoyance.   
 
In that sense, the emergence criteria approach seems more appropriate to follow the evolution 
of perception than the absolute limits, which could be harshly described as a right to pollute for 
an energy subject to constant noise and intermittency variations. 


The wind phenomenon 


 
Regardless of absolute limits or emergence criteria, the wind is obviously an essential 
parameter in the assessment of wind farm noise impacts on the environment given its energy is 
at the core of a turbine power output.  
 
Wind is a turbulent flow of air, consisting of a multitude of variously sized vortices, nested into 


each other, the smaller ones transporting the larger ones and themselves transported by the 


whole air movement. Wind is characterized by the following variables: 


1. Its average or instantaneous speed at a given height; 


2. Its average or instantaneous direction at a given height; 


3. Its gradient ; 


4. Its atmospheric stability class. 


Each parameter defining the wind has an acoustic influence: 
 


1. The contribution of individual wind turbines to the existing noise levels. Each wind 


turbine extracts a portion of wind energy to convert it into electricity, any wind turbine 


located downwind can only extract less than the upwind ones. This phenomenon, called 


wake, is not taken into account in noise assessments. This is equivalent to considering 


the least producing wind turbines as equally contributing as the most producing ones, 


which does not reflect reality.  


 


2. Noise enhancement by wind as a function of wind direction can impact downwind 


dwellings up to 30% more compared to stationary conditions when considering the wind 


turbine as semi-directive. The wind shear generates sound refraction so that noise is 


enhanced downwind and mitigated upwind. 


 


Some European softwares, such as Harmonoise, allow to take occurences of wind 


direction into account when modelling sound propagation. This provides precious 


information but cannot be considered independently from other parameters. To our 


knowledge, no other software offers more detailed solutions in that area. 


 


3. Wind gradient, just as the latter 2 parameters, is a consequence of field roughness 
which impacts both speed and direction at any height other that the hub height 
(measurement height). Standard values used for roughness length (often z0=0,05 
metres) lead to an error in the assessment results. Each wind turbine having a specific 
position on the field, it has its own acoustic properties and should therefore be 
independently apprehended while considering its position relative to the other wind 
turbines on site. 


 







 
Source: VENATHEChttp://www.pa.op.dlr.de/acoustics/essay1/laerm_en.html 


 
4. From a noise point of view, atmospheric stability is generally considered as a given. 


There are three parameters to reach atmospheric stability: 


 Temperature inversion; 


 Clear night with light winds. 


 Non-turbulent airflow at altitude; 


It appears in the light of these criteria that atmospheric stability is not always verified. 
Regulation imposing daytime and night-time measurements can lead to imprecise 
measurements taken in less stable or even unstable stability classes. 
 


Measurement conditions 


 
Each measurement campaign carried out for wind farms can vary from a few hours in some 
regulations to several days in others. 
Any measurement is representative of the period of measurement only and merely constitutes 
a snapshot of the local noise climate. Measurement conditions do change during the entire life 
span of the wind farm. 
The findings of noise impact studies are based on such snapshot and will impact the entire life 
span of the wind farm.  
 
Preferably, it would be more appropriate to identify a noise annoyance when it actually occurs 
so as to being able to take into account the inherent environmental variations with time and 
avoid systematically constraining the wind turbines. 


Restricted curtailment abilities 


 
The evolution of turbine’s technologies and of their control systems follow a rather slow 
development. 
It is usual for the acoustician to provide a curtailment plan which takes into account a few 
parameters such as hours of the day, direction of wind and some operating modes defined by 
the turbine manufacturer. 



http://www.pa.op.dlr.de/acoustics/essay1/laerm_en.html





A wind turbine is a compact technological aggregate controlled following two constraints : 
electrical and mechanical. This aggregate has not lots of freedom degrees and so provides to 
its customers not enough abilities to face high environmental constraints. 
A more standard and efficient system of constraints calculating  in real time should allow to 
anticipate an optimal operating mode considering both parameters : acoustics and production. 


A shy feedback on maintenance and ageing 


 
Each wind turbine is installed today with a 2 year noise warranty. Feedback on wind farming 
activity over the last 15 years and the corresponding noise experience allow to draw the 
evolution of a wind turbine in its environment with time. 
Given noise issues can be directly linked to the wear or failure of electrical or mechanical parts, 
the acoustician expertise cannot only dwell on noise impact studies against regulations at 
development or commissioning stage. He must be able to get involved at all stages of the 
turbine life span. 
With regards to the wearing of parts during the operations of wind farms, it is worth noted that 
noise generated by air friction on the turbine mast appears to remain steady overtime. Only two 
noise sources seem potentially concerned with wear: the source linked to blade rotation and 
the mechanical components located within the hub. 
With regards to blade rotation, no significant issue has been observed in currently operating 
wind farms (using recent technologies) across Europe. This is mostly due to maintenance 
programs aimed at sustaining the turbines aerodynamic efficiency and therefore the power 
output of the installations.  
With regards to the mechanical components within the hub, the following should be considered: 


 The noise evolution of equipment is closely linked to the power output of the 


installation. Through maintenance programs and planned parts replacements 


throughout the wind farm life span, any such increase in noise levels should be 


negligible; 


 Unlike the external part of the wind turbine, noise issues within the hub can be 


reduced by internal noise treatment. Such measure can be part of contractual 


agreements between the manufacturer and developer/operator, either after a set 


date (5 years) or upon warranty-based noise measurements. 


3.2 Different points of view of the same situation  Whether for the 


development or the commissioning of a wind farm, each stakeholder has expectations of the 
noise impact study. Understanding these expectations must lead to being able to define a 
scientifically and technically optimal approach. 


The neighbour of one or several wind farms 


 
From the residential receiver point of view, the conservative stance of seeking to sustain a 
dwelling without noise annoyance is both normal and an obligation for any wind farm proposed 
close-by. 
 


 


The wind farm operator 


 
The operator seeks the efficiency of its investment within the applicable regulatory framework. 
Respecting its neighbours is part of the conditions to develop a site. Any complaint has more 
serious consequences than if the cause has been treated upstream. 







 
 


The acoustic engineer 


 
Totally independent third-party to the project, his task is to check the compliance of the wind 
farm and propose noise mitigation measures, if needed, to ensure compliance with the 
applicable noise limits. 
 


 
 


3.3 Towards a redefined mission for the acoustic engineer All the above 


considerations lead to rethinking the acoustic engineer’s tasks in the wind farm noise field by 
taking into account issues including but also beyond noise. 


A unified standpoint 


 
The operator will tomorrow commission the acoustic engineer to ensure the tranquillity of the 
neighbours, not through a snapshot diagnostic but by implementing real-time noise treatment 
through a major technological innovation. 
 
This innovation will require from the acoustic engineer a detailed knowledge of the production, 
both from the mechanical and electrical points of view. The turbine management system also 
requires accrued capabilities in its IT architecture and remote management of the electrical 
production equipment. 
 
Using such a system, remote management of regulatory compliance provides a real-time 
optimisation of the field situation, and thereby of the production and noise mitigation, by not 
further considering the snapshot approach. 
 
A unified regulation should allow to extend the wind turbine capabilities by imposing on 
manufacturers to provide extended and flexible machine control possibilities. 
 
 
 
 
 







New technologies serving acoustics 


 
Such technology necessitates a large research and development program, including: 


 The detection, localisation et characterisation of the noise contribution of a  wind 


turbine within the ambient noise climate ; 


 The implementation of new methodologies taking into account the real-time 


operation of the wind turbines as a function of measured wind data; 


 The implementation of a complex IT system allowing remote management of the 


machines; 


 The retrieval, management and processing of data from the various sensors on 


site; 


 Compatibility amongst all industrial wind turbine types; 


 The implementation of a management device allowing the system to react in real-


time and hence allowing the wind farm to adjust its behaviour to the wind 


situations encountered in real-time with regards to noise emissions. 


A new, comprehensive and general competency  


 
Therefore, tomorrow’s acoustic engineer will be generalist in its approach of wind farm noise 
issues. 
 
From the measurement, impact study and mitigation recommendations, his tasks will not be 
confined to acoustics but will include analyse, mechanical, electrical and IT skills. 
 
His tasks will not be one-offs occurrences but aimed towards a continuous wind turbine 
development and optimisation to rapidly solve all the problems encountered through the life 
span of a wind farm. 
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Summary 


In recent decades the use of wind turbines as important sources of sustainable 
energy has increased rapidly. Wind turbine manufacturers are constantly looking for 
opportunities to decrease the radiation of noise power, measured according to the 
IEC 61400-11 acoustic standard. Noise vibration and harshness engineers use 
sound visualization techniques as key tools in their effort to localize and reduce 
noise. A variety of sound visualization methods have been developed throughout 
history to improve the noise source information acquired. New developments enable 
the study of noise strength, location, radiation and distribution using visual 
approaches.  
 
In this paper one application of a novel sound visualization technique is discussed. 
The method uses a single Acoustic Vector Sensor (AVS). The AVS consists of one 
pressure microphone and three orthogonally placed particle velocity sensors, spaced 
close together. The probe is positioned at a fixed location and beamforming 
algorithms are applied to define the origin of noise emissions. Short time 
requirements, high flexibility and low purchase costs make this method an efficient 
sound source visualization technique for stationary sound sources. This application 
concerns the initial investigation of a multi-megawatt wind turbine using a single AVS. 


1. Introduction 


Wind energy has become an important source of renewable energy for reducing 
carbon emission levels. The amount of wind turbines being built is increasing over 
time. Wind turbine manufacturers aim to design their wind turbines to radiate as low 
sound power levels as possible. In Europe, the radiation of the noise power produced 
by a wind turbine is measured according to the IEC 61400-11 standard. However, in 
this method the noise emission of the blades, generator and gears are all measured 
simultaneously.  
 
Wind turbine manufacturers seek solutions to localize and rank noise sources. To 
determine the influence of separate components, several sound pressure based 
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methods are available. Among them, array beamforming is the most common 
method. It requires multiple pressure microphones and the amount of microphones 
increases as the frequency range and resolution of interest increases. To measure 
low frequencies, the sensors must be placed in an array that spans several meters in 
width and height.  
 
In this paper a method for low frequency sound source localization on a multi-
megawatt wind turbine is described. The method is based on measuring both sound 
pressure and particle velocity, using a single Acoustic Vector Sensor (AVS). The AVS 
used is the Microflown ‘3 Dimensional Sound Intensity Probe’ (Figure 1) and 
comprises a sound pressure microphone and three closely spaced orthogonal 
particle velocity sensors. The AVS is used to provide the sound Direction of Arrival 
(DOA). The frequency band of interest will be called Frequency Band x (FBx) and 
falls within the 50 – 250 Hz range. 
 
Preliminary research on sound source localization using a single AVS has been done 
over the last two decades, starting with the introduction of the signal model of a 
vector sensor into the field of signal processing by Nehorai and Paldi in 1994. 
Studies followed in which an AVS was used to localize a sound source in air (Raangs 
and Druyvesteyn, 2002) and distinguish two incoherent sound sources (Baste et al., 
2009). Later, studies by Wind et al. (2009, 2010) and Jing (2014) reviewed the 
practical advantages of using an AVS over microphone arrays. Both studied different 
beamforming techniques such as the conventional Delay-And-Sum (DAS) 
beamforming and Minimum-Variance-Beamforming (MVB, also known as Capon). 
 


 
Figure 1: A single Microflown acoustic particle velocity sensor (left) and the 3 Dimensional Sound 


Intensity Probe (right. 


2. Theory 


Compared to traditional scalar sensor arrays comprising only sound pressure 
microphones, the Acoustic Vector Sensor (AVS) makes use of more available 
acoustic information since it measures particle velocity – a vector quantity. Nehorai 
and Paldi (1994) showed on a model basis that for this reason the AVS can 
outperform the scalar-sensor arrays in terms of accuracy for sound source 
localization. Moreover, the AVS allows the use of smaller array apertures such as the 
3D Sound Intensity Probe, whilst maintaining performance. 
 







Jing et al. (2014) studied the Delay-And-Sum (DAS) beamformer and Minimum-
Variance-Beamforming (MVB) for pressure sensor arrays and a single AVS. 
Comparisons of simulations show the main advantages of the AVS over traditional 
microphone phased array systems: the frequency independent spatial resolution, the 
absence of ghost sources and the lack of spatial aliasing. On the other hand, the 
maximum number of sound sources and the dynamic range of the beamforming 
results are often more limited when using a single AVS. The following section 
describes the covariance matrix, steering vectors and beamforming algorithms used 
in the research discussed in this paper as stated by Jing et al.   
 
2.1 Signal and covariance matrix of an AVS 
For an AVS comprising one pressure microphone and three orthogonal particle 
velocity sensors, the signal matrix can be expressed as 
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The covariance matrix for this AVS is given by 
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2.2 Steering vector of an AVS 


A steering vector   can be expressed as 
 
               (3) 


 
and is related to the angle of azimuth θ and elevation ϕ of the propagating wave 
fronts. For an AVS, the steering vector is weighted due to the directivity of the sensor 
elements, see Figure 2. With rm being the sensor position projected in three 
orthogonal components of a Cartesian axis.  
 


 
Figure 2: Directivity of an AVS. 


 


The combination of the plane wave model and the directivity of the steering vector 
can be described for each sensor as follows: 
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Resulting in the steering vector of an AVS: 
 
                       


  (5) 


 


2.3 Source localization with an AVS 


The localization of noise sources is achieved by estimating the Direction of Arrival 
(DOA) of propagating wave fronts. In this paper the results of source localization 
through acoustic sound intensity mapping and beamforming are given.  
 
Using acoustic sound intensity mapping, it is common to study acoustic sound fields 
in terms of the active, or propagating, part of the complex intensity (Fernández 
Comesaña, 2014). Time averaging, indicated by < . >t is applied. The imaginary part, 
also known as the reactive intensity, representing the non-propagating acoustic 
energy, is rejected.  
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For beamforming, the geometry information of the AVS is used in combination with 
the processed signals, recorded by each sensor to create spatially discriminating 
filters. The Delay-And-Sum (DAS) beamformer and Minimum-Variance-Beamforming 
(MVB) spectra are 
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3. Experimental evaluation  


The aim of this section is to investigate the sound field produced by a complex 
structure – a wind turbine – and to localize noise sources for a particular frequency 
band FBx. This includes measurements on the outside of the full wind turbine, 
covering the tower, nacelle and blades.  
 
 


3.1 Measurement set up 







The measurement set up comprises a standard laptop, one Microflown 3D Sound 
Intensity Probe, a signal conditioner, data acquisitioning system and a USB-webcam 
(Figure 3, left). Sound pressure and three channels of particle velocity are recorded 
at a sampling frequency of 48 kHz. Video image of the wind turbine is recorded at 10 
f/s and may be used in further research to plot the results according to different blade 
positions. It is not used for the results described in this paper. The length of each 
recording is 5 minutes and the set-up time is 2 minutes. Measurements are done at 
tower-sensor distances of 50 m and 100 m to investigate environmental influences 
and ground reflections.  


 
 Figure 3: Measurement setup (left) and loudspeaker functioning as reference acoustic source (right). 
 


A loudspeaker positioned at the base of the wind turbine tower functions as a 
reference acoustic source (Figure 3, right). The reference signal consists of three 
sinusoidal tones of 60 Hz, 200 Hz and 250 Hz.  


3.2 Wind cap 


Two different wind caps were tested, a spherical and a cylindrical shaped wind cap. 
Results show that both prototypes enable the measurement of particle velocity near 
to a wind turbine. However, only the spherical wind cap provides consistent 
estimation of elevation. Therefore, all DOA results presented in this paper were 
calculated using the data acquired with the spherical wind cap.  
 


 
Figure 4: Spherical (left) and cylindrical (right) wind caps. 
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4. Results 


In the spectra of the recorded signals, FBx excited by the wind turbine is present. The 
three reference tones 60Hz, 200Hz and 250Hz are clearly visible. 150s of the 
acoustic data was processed in time blocks of 4s using a FFT size of 9600 and a 
Hanning window. To filter the reference tones, a 5th order Butterworth band-pass filter 
was applied in the time domain with a bandwidth of 10 Hz.  


4.1 DOA using Acoustic Intensity 


The results in Figure 5 show that the reference sound source is accurately detected 
using any of the tones. The consistent location of the three frequencies proves the 
reliability of the reference signal. The figure shows results for both 50m (top and 
bottom-left) and 100m (bottom-right) tower-sensor distances. Apparently the net 
intensities received at the two measurement positions have different sources. 
However, it seems that the 50m measurement perceives the sum of the real source 
and the ground reflection as the origin. Beamforming algorithms are applied in the 
following sections to avoid this problem. 
 


 
Figure 5: DOA using acoustic intensity mapping for different reference tones (60 Hz, 200 Hz, 250 Hz) 


measured at 50 m and with 200 Hz reference tone measured at 100 m (bottom-right). 


 







  







4.2 DOA using DAS beamforming 


Conventional Delay-And-Sum beamforming (DAS) is able to locate the reference 
loudspeaker in both positions. However, the source of FBx appears to change 
position if the measurement is performed at a distance of 50m or 100m from the wind 
turbine. The results in Figure 6 are similar to the intensity analysis. The colored 
dynamic range is 2 dB. One of the main limitations of both methods is that they 
cannot distinguish multiple correlated sources. 
 


Figure 6: DOA using DAS beamforming for the reference source of 200 Hz (top row) and FBx 
(bottom row) measured at 50m (left column) and 100m (right column) tower-sensor distance. 







4.3 DOA using MVB 


Minimum-Variance-Beamforming (MVB) is implemented to improve the performance 
of the DOA. MVB is able to distinguish between the real source and its ground 
reflection even at 50m, highlighted with a white circle in the bottom-right image of 
Figure 7. The slight deviation that can be seen at 60 Hz reference may also affect the 
band of interest. In such a case, the whole map should be moved. The results of 
DOA using MVB are given in Figure 7 for measurements at 50m tower-sensor 
distance and Figure 8 for 100m. The colored dynamic range is 10 dB. The MVB 
results are consistent for both distances. 
 


 
Figure 7: Results of DOA using MVB measured at 50 m tower-sensor distance. 


 
 
 
 







 
Figure 8: Results of DOA using MVB measured at 100 m tower-sensor distance. 


 


5. Conclusions 


Outdoor measurements in a wind turbine park are now possible using an AVS with a 
large wind cap. Experimental tests show that cylindrical wind caps enable stable 
azimuth estimation. But spherical wind caps are required to also get a consistent 
estimation of the source elevation.  
 
The results show that an AVS can be used for sound source within the 50 – 250 Hz 
frequency range on a multi-megawatt wind turbine. 3D sound intensity can be used 
as an estimation of the DOA as long as the ground reflection is not too strong. 
Advance beamforming algorithms like MVB can avoid the issue of ground reflection 
with the ability to distinguish between two coherent sound sources. The noise source 
of FBx is identified to be at the top-center of the blades, assuming that the plotted 
source is shifted to the right as is the 60 Hz reference source.  
 
Further processing of the measurements along with the recorded video image can be 
done to locate noise sources in relation to different blade positions. The results 
presented in this paper are time averaged over all blade positions. Additional 
measurements at the side of the turbine may enable triangulating the real position of 
the source in a three dimensional space. More measurements and research are 







required to provide more accurate sound source localization and define solid 
conclusions.  


6. Discussion 


Ground reflections are more apparent for measurements done at 50m compared to 
the 100m measurements. It is assumed that this is caused by the change in ground 
impedance, depending on the sound angle of incidence and the ground materials, 
which is different for the two positions. It is not clear which one contributes more to 
the change in impedance. 
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1. Introduction 


The modelling of noise propagation from wind farms generally represents one of the 
key elements of planning assessments for such developments. Whilst no single 
calculation methodology has been standardised internationally, nationally adopted 
methodologies tend to utilise ‘engineering’ type models [Leventhall and Bowdler, 
2011]. 


In the UK it is common to use the ISO 9613-2 [International Standards Organization, 
1996] despite the fact that current commercial scale wind turbines clearly fall outside 
the stated scope of applicability of this standard, both in terms of source heights and 
the typical source to receiver separation distances that are of interest. In order to 
make ISO9613-2 usable for wind turbine noise, in the UK certain empirical 
adaptations based on field observations are made to the standardised calculation 
procedure. These adaptations are summarised in a good practice guide for the 
assessment of wind turbine noise issued by the UK Institute of Acoustics [Institute of 
Acoustics, 2013]. 


The objective of this paper is to investigate the potential merits of applying numerical 
propagation modelling techniques (and in particular the selected Green’s Function 
Parabolic Equation - GFPE - calculation procedure) to wind turbine noise. It is 
believed that numerical modelling techniques could be used to supplement 
significantly, and ultimately might even supersede, the current use of ‘engineering’ 
models for day-to-day modelling of wind turbine noise. This is because the 
application of advanced numerical modelling techniques permits insight into 
propagation effects that may occur under quite specific conditions, thereby leading to 
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a greater understanding of the strengths and limitations of engineering models such 
as ISO 9613-2. 


Despite considerable recent progress in the use of numerical methods it still remains 
a significant challenge to accurately predict wind turbine noise propagation into 
nearby residential areas in the presence of more extreme and/or varying 
environmental conditions. Typical numerical models which can be used to predict 
sound propagation from wind turbines are based on geometrical acoustics (e.g. [Li, 
1996] or [Plovsing, 2011], fast field programme (FFP) (e.g.[Raspet, 1995]) and 
parabolic equation (PE) methods (e.g. [Kaliski, 2011] and [Forssén, 2010]). These 
and other models have been used in the past to investigate the ability of engineering 
models to predict the levels of wind turbine noise in the presence of a moving and 
inhomogeneous atmosphere and complex terrain. Typical engineering models which 
were used in these studies include Harmonoise [Harmonoise, 2011] and the 
aforementioned ISO 9613-2. These studies show that considerable discrepancies in 
the predicted noise levels can be observed when propagation conditions are more 
complex than can be accounted for in the engineering model (e.g. due to specific 
meteorological conditions) or when conditions are changing in time. 


Engineering methods are generally derived from a combination of physical 
considerations and empirical observations. Their outputs generally reflect what is 
experienced in practice within the bounds of the assumed propagation conditions. As 
a simple example, the ISO9613-2 model has been developed based on observations 
of received noise levels that occur under downwind conditions or conditions of a 
moderate temperature inversion, which are both conditions that lead to higher 
received noise levels than would be expected under other meteorological conditions. 
Consequently the model would be expected to over-estimate received noise levels 
under upwind or unstable conditions. 


Whilst the use of ‘simple’ engineering methods to derive results for specific scenarios 
is highly useful, and particularly so for predicting received noise levels towards the 
extremes of the ranges of levels that may occur in practice, there are increasingly 
good reasons to revisit such applications. First, as the study of cumulative noise from 
neighbouring wind farms becomes increasingly relevant, more emphasis is being 
placed on the differences between upwind, crosswind and downwind propagation 
scenarios. Second, issues can arise relating to propagation across variable terrain 
and under meteorological conditions that fall outside the basic engineering model 
assumptions made. In the specific case of the ISO 9613-2 model examples include 
propagation over valleys, over larger distances, over large bodies of water, or 
propagation under specific meteorological conditions that give rise to extreme or 
complex sound speed gradients. 


Such scenarios require more detailed modelling techniques to be employed if the 
effects of the specific features of interest are to be quantified. This paper discusses 
the numerical modelling of several scenarios using a GFPE method in order to 
establish the adequacy and/or limitations of the ISO 9613-2 method in these cases. 
Unlike previous research, this work makes use of the axisymmetric GFPE method to 
study sound propagation from a large wind turbine over a long range of up to 2 km or 
more. The efficient implementation of this GFPE method allows the calculation of 
results in terms of overall A-weighted noise levels and not, as has been common in 
the past, in terms of individual or band limited frequencies. 
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2. Details of the GFPE model 


The GFPE method used in this paper [Gilbert, 1993] [Salomons, 1998] utilises a 
highly efficient approach to solve the parabolic equation, simulating one-way sound 
propagation away from the source. The GFPE is especially efficient as it allows large 
step sizes in the propagation direction. These horizontal step sizes are limited by the 
inhomogeneity of the atmosphere rather than by the sound wavelength. In the 
implementation reported here, stepping was performed at 10 times the wavelength 
with a maximum step size of 10 m to ensure sufficient spatial resolution when 
plotting results. In the vertical direction, however, a considerably finer spatial 
discretisation of one tenth of a wavelength is needed. 


The effective sound speed profiles may contain both upward and downward 
refracting parts and may be range-dependent. Locally reacting, range-dependent 
impedance planes can be used to model reflection from the ground. Given the large 
propagation distances considered in this paper, the angle limitation arising from the 
parabolic equation approximation is not an issue, even for an elevated source like a 
wind turbine.  


The GFPE results presented in this paper have been based on the following general 
assumptions: 


 all calculations model a single point source, therefore no account is taken of 
source directivity or interference between multiple sources; 


 all calculations assume propagation over a perfectly flat horizontal plane, 
therefore no account is taken of variations in terrain height; 


 all calculations assume that both atmospheric conditions and ground conditions 
remain constant along the horizontal axis; and 


 no account has been taken of atmospheric turbulence (for the cases of upwind 
propagation the effect of atmospheric turbulence has been approximated by 
limiting shadow zone attenuation). 


Whilst the above assumptions are simplifications, the model has been kept 
deliberately simple in order to reveal the influence of specific aspects of wind turbine 
sound propagation in isolation from other effects.  The assumptions thus allow the 
outputs of the GFPE calculations to be meaningfully compared with the output of 
engineering-type models in relation to propagation effects only. In this regard, whilst 
the GFPE method necessarily produces detailed frequency dependant information, 
all results presented in this paper are interpreted on the basis of the resultant 
calculated overall A-weighted noise levels only. 


 


3.  Results of GFPE modelling 


3.1 General calculation parameters 


The situations considered herein are concerned primarily with propagation effects 
and how variations in the sound propagation path due to both meteorological and 
ground conditions may cause received sound pressure levels to vary as a function of 
distance from the source. For this reason the source has been consistently modelled 
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as an omnidirectional point source with the sound power output spectrum as 
presented in Table 1. This spectrum is representative of a typical 2 MW to 3 MW 
wind turbine at rated power, where rated power tends to occur at a hub height wind 
speed of around 11 m/s. 


 


 


 
Octave band centre frequency, Hz 


dB(A) 
63 125 250 500 1000 2000 4000 8000 


SWL, 
dB(A) 


90 95 100 99 96 97 92 79 105.0 


Table 1 – Modelled source sound power output (A-weighted octave band spectrum) 
for all GFPE and ISO9613-2 calculations reported in this paper1. 


 


Except where stated otherwise, the source is modelled at a height of 80 m above 
ground level. In all cases the receiver (i.e. the noise immission calculation point) is 
located at 4 m height. Since this paper is concerned with propagation effects rather 
than variations due to changes in source sound power levels, in those cases where 
predictions have been produced for source heights other than 80 m the same sound 
power levels as shown in Table 1 above have been consistently adopted. This 
approach allows for the meaningful direct comparison of results because any 
differences in the calculated received noise levels can be attributed solely to the 
propagation path. Calculations are generally reported at receiver distances of up to 2 
km from the source, although in some cases further distances are considered. This 
baseline propagation scenario is shown schematically in Figure 1. 


 


 


                                            
 
1
 The UK IoA GPG [IoA, 2013] recommends that a source uncertainty margin of typically +2 dB is 


added to the measured sound power output of turbines prior to input to the ISO 9613-2 calculation 
procedure when applied to wind turbine noise. All results presented herein have adopted the sound 
power levels as listed in Table 1 without the addition of any margin for either the GFPE or the ISO 
9613-2 calculations in order to allow the direct comparison of results on the basis of propagation 
effects alone. 
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Figure 1. Schematic of the baseline modelled scenario 


 
The (effective) sound speed profiles used in the models are governed by two factors: 
the temperature gradients and the wind speed gradients. Temperature profiles and 
wind speed profiles outdoors are linked and this is achieved by applying the Monin-
Obukhov similarity theory (MOST), assuming either an unstable, neutral or stable 
atmosphere. These three stability conditions have been characterised by a Monin-
Obukhov length Lmo of -100 m, infinity, and 100 m, respectively. For the unstable 
atmosphere the Businger-Dyer relations have been used, whilst for a stable 
atmosphere the Businger-Dyer relations [Dyer, 1974] have been used for the case of 
z/Lstable 0.5 and the Holtslag relations [Holtslag, 1984] for z/Lstable >0.5, where z is 
the height above the ground. All data is referred to a wind speed of 11 m/s at a 
height of 80 m, thereby corresponding to the source spectrum provided in Table 1. A 
roughness length z0 = 0.05 m has been used. In all cases a temperature lapse has 
been modelled based on a ground surface temperature of Tsurface = 283 K and a 
standard atmospheric temperature lapse rate of -6.5K/km, as shown in Figure 2. 


The resultant wind shears are shown as the solid lines in Figure 3. Also shown in 
Figure 3 as the dashed lines are the corresponding power law wind speed profiles 
(for this specific z0 = 0.05 m) with shear exponents of munstable = 0.102, mneutral = 0.150 
and mstable = 0.340. 


The resultant calculated sound speed profiles for pure downwind propagation are 
obtained from combining the results of Figures 2 and 3, the results of which are 
shown in Figure 4. 
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Figure 2. Temperature profiles for unstable, stable and neutral atmospheres used 
for the GFPE calculations in this paper. See text for overview of parameters. 


 
 


 


 


 


Figure 3. Wind speed profiles for an unstable, stable and neutral atmosphere used 
for the GFPE calculations in this paper. The profiles using MOST theory are 
indicated with the full lines, the corresponding best fitting power-law wind speed 
functions are depicted with the dashed lines. See text for overview of parameters. 
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Figure 4. Effective sound speed profiles used for the GFPE calculations in this 
paper. Pure downwind sound propagation is considered. 
 
 
 
The effective sound speed gradients can also be calculated for non-downwind 
conditions. Figure 5 shows the results of these calculations for 30 degree wind 
direction increments ranging from fully downwind of the source (the most extreme 
positive sound speed gradient) to fully upwind of the source (the most extreme 
negative sound speed gradient). In Figure 5 the same wind speed at the source 
height of u80m = 11 m/s applies for all wind direction angles. 
 


Figure 5. Effective sound speed profiles used for the GFPE calculations in this paper 
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for a range of wind directions from purely downwind (0 degrees) up to purely upwind 
(180 degrees) in 30 degree increments. A neutral atmosphere is simulated. 
 


Ground impedance has been incorporated into the GFPE models using the Delany 
and Bazley frequency-dependent impedance model [Delany and Bazley, 1970] with 
a flow resistivity of 150 kPa/m2 for grass/pasture/farm land and 15 kPa/m2 for snow, 
as suggested in the HARMONOISE engineering prediction model [Nota et al, 2005]. 
Fully rigid or hard ground is modelled by setting the reflection coefficient of the 
ground plane to 1. 


 


3.2 Convergence of the GFPE model in calculating octave band and overall A-
weighted levels 


One consideration relating to the practical adoption of PE modelling techniques is 
that for each run the model yields results corresponding to a single frequency only. 
Whilst such single frequency results may be instructive in understanding the 
principles of certain propagation effects, the practical impact of wind turbine noise is 
more generally judged not on the basis of single frequencies but on broader band 
stimuli, and most often the overall A-weighted level of noise. This consideration 
therefore raises the question as to whether or not PE models can be used to 
generate overall A-weighted noise levels, or whether the calculation overheads are 
so great that their practical use is presently restricted solely to the calculation of 
more restricted bandwidths at lower frequencies. 


In answering this, two key issues need to be addressed: 


 what range of frequencies would need to be included in any calculation in order 
for the overall A-weighted noise level to converge? 


 how many individual single frequency components are required to be included 
across the selected frequency range for their sum to converge? 


An initial estimate of the required range of frequencies can be usefully established 
from the ISO9613-2 calculation procedure. Inputting the selected source and 
propagation parameters to this procedure (with G = 0.5, T = 15 degC, RH = 70%) for 
the two propagation distances of 1000 m and 2000 m yields the results presented in 
Tables 2. 


Table 3 shows the results of summing the calculated individual octave band levels 
from Table 2, starting from 63 Hz upwards. Convergence towards the overall A-
weighted noise levels at both distances occurs to within one decimal place by 
including up to the 2000 Hz octave band inclusive. 


 


 
Octave band centre frequency, Hz 


dB(A) 
63 125 250 500 1000 2000 4000 8000 


SPL @ 1000 
m 


21.6 23.1 28.0 27.3 22.8 18.0 -10.4 -107.8 32.5 


SPL @ 2000 
m 


15.4 16.7 21.0 19.3 13.2 4.0 -49.1 -230.4 25.0 
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Table 2 – Octave band and overall A-weighted noise levels calculated using the 
ISO9613-2 calculation methodology at source to receiver separation distances of 
1000m and 2000m. See text for overview of parameters. 


 


 
Octave band centre frequency, Hz 


dB(A) 
63 125 250 500 1000 2000 4000 8000 


SPL @ 1000 
m 


21.6 25.4 29.9 31.8 32.3 32.5 32.5 32.5 32.5 


SPL @ 2000 
m 


15.4 19.1 23.2 24.7 25.0 25.0 25.0 25.0 25.0 


Table 3 – Effect of summing the individual octave band levels from Table 2 starting 
at 63 Hz upwards, showing that the octave bands up to and including 2000 Hz are 
required for convergence to the overall A-weighted level to within one decimal place. 


 


In addition to the foregoing results showing the convergence of the overall A-
weighted noise level, consideration has also been given to the number of individual 
frequencies required to ensure convergence in each octave band. In a preliminary 
test a convergence study revealed that 30 individual sound frequencies would be 
sufficient for each octave band of interest. 


On the conservative interpretation of the foregoing results, all overall A-weighted 
results presented in this paper have been calculated using the summation of 30 
individual frequency components in each of the octave frequency bands from 63 Hz 
to 2000 Hz inclusive. The sound power levels in each of the octave bands has been 
modelled as per Table 1 and evenly distributed across the 30 individual calculation 
frequencies making up each octave band. 


 


3.3 Comparison of GFPE results with ISO9613-2 results 


Prior to investigating the effects on propagation of specific conditions it is useful to 
compare the outputs of the GFPE method against the specific implementation of the 
ISO9613-2 method adopted for the calculation of wind turbine noise immissions in 
the UK [Institute of Acoustics, 2013]. The results of the ISO9613-2 method are 
commonly stated as relating to the typical upper levels of noise immission that may 
be experienced in practice, such as may occur in the case of a downwards refracting 
atmosphere under downwind and/or temperature inversion conditions. 


Figure 6 shows the results of the GFPE calculations for the baseline scenario of 
Figure 1 with propagation over grass land (flow resistivity = 150 kPa/m2). Also shown 
overlaid in Figure 6 are the results of the ISO9613-2 method, obtained by adopting 
the same baseline parameters shown in Figure 1 and a common ground factor of 
G=0.5 for the source, middle and receiver regions2. Results are shown for the three 


                                            
 
2
 In all cases where the results of ISO 9613-2 calculations are reported in this paper, the stated 


ground factor value, G, has consistently been applied to all three propagation regions. 
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downwind cases of neutral, stable and unstable atmospheric wind speed profiles, as 
previously shown in Figure 3. 


Figure 7 shows the corresponding GFPE results using the same baseline 
parameters of Figure 1 but now for the case of propagation over rigid ground. 
Overlaid in Figure 7 are the results of equivalent ISO9613-2 predictions assuming a 
ground attenuation factor of G=0 (equivalent to hard ground) and G=0.5. 


The results shown in Figures 6 and 7 reveal the relatively small (less than 1 dB(A)) 
atmospheric refractive effects for the case of such an elevated source height under 
downwind conditions. This finding is consistent with the results of practical 
measurements on operational wind farms, including under differing site measured 
wind shear conditions [Cooper and Evans, 2013] [Cooper et al, 2014]. The results 
also illustrate the agreement between the GFPE model outputs and those of 
ISO9613-2. 


The following Figure 8 presents a comparison of GFPE predictions for various 
different ground impedances (corresponding to rigid ground, grass, snow and sand 
with varying moisture content) against the ISO 9613-2 predictions with G=0 and 
G=0.5. 


 


 


 


Figure 6. Results of the GFPE calculations for the baseline scenario of Figure 1 with 
propagation over grass land (flow resistivity = 150 kPa/m2 for the three separate 
cases of a neutral, unstable and stable atmosphere. Also shown as the dashed line 
is the calculation undertaken in accordance with ISO9613-2 assuming G=0.5 for all 
propagation regions.  
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Figure 7. Results of the GFPE calculations for the baseline scenario of Figure 1 with 
propagation over rigid ground for the three separate cases of a neutral, unstable and 
stable atmosphere. Also shown are the calculations undertaken in accordance with 
ISO9613-2 assuming G=0 for all propagation regions (dashed line) and with G=0.5 
for all propagation regions (dotted line). 


 


Figure 8. Results of the GFPE calculations for the baseline scenario of Figure 1 with 
propagation over different ground types. Also shown are the corresponding 
calculations undertaken in accordance with ISO9613-2. 
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3.4 The effect of source height 


Whilst the present paper is focussed on establishing propagation effects associated 
with larger scale commercial wind turbines, the insensitivity of the preceding results 
to both ground and refraction effects may at first sight be unexpected. The effect has 
been checked by repeating the calculations but for a lower source height of 10 m 
above ground level (but with an identical source power spectrum as per Table 1). 
Reference to Figure 4 reveals that the reduction in source height from 80 m to 10 m 
results in the source radiating energy into a region of significantly enhanced sound 
speed gradients.  


Figure 9 shows the differences in received noise levels for the case of a 10 m height 
source with sound propagation over the three scenarios of rigid ground, grassland 
and snow, all of these cases being calculated for conditions of no atmospheric 
refraction. In this case of a 10 m source height the effect of the rigid ground on the 
received noise levels is quite apparent beyond approximately 250 m from the source. 
Figure 10 shows the corresponding 10 m source height results but adding in the 
effect of downwards refraction under the condition of neutral atmospheric stability. 


 


Figure 9. Received noise levels for the case of a 10 m height source with sound 
propagation over rigid ground, grassland and snow, all of these cases being 
calculated for conditions of no atmospheric refraction. Also shown are the 
corresponding calculations undertaken in accordance with ISO9613-2. 
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Figure 10. Received noise levels for the case of a 10 m height source with sound 
propagation over rigid ground, grassland and snow, all of these cases being 
calculated for conditions of atmospheric refraction in a neutral atmosphere. Also 
shown are the calculations undertaken in accordance with ISO9613-2. 


 


 


A clearer direct comparison of the effect of atmospheric refraction for different source 
heights can be seen in the results of Figure 11 in which the results for 10 m and 80 
m source heights are directly compared. These results show that, at longer 
distances, the atmospheric conditions influence significantly the calculated received 
noise levels for propagation over rigid ground for the 10 m source height (zs). This 
variation is between approximately 10 dB to 15 dB. Similarly large positive variations 
are not evident in the results for the 80 m source height. Interestingly, for the case of 
an 80 m source height the presence of a downwards refracting atmosphere leads to 
less divergent, and even slightly lower, calculated far field noise levels than is the 
case with no refraction, whereas for a 10 m source height the opposite is true. Note 
that the GFPE predictions presented in Figure 9 assume a neutral atmosphere, 
whereas the GFPE predictions presented in Figure 10 assume a stable atmosphere, 
hence the slight differences in the GFPE results between the two figures. 
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Figure 11. Comparison of received noise levels for the case of both a 10 m and an 
80 m height source with sound propagation over rigid ground for the two cases of no 
refraction and refraction in a stable atmosphere. Also shown are the corresponding 
calculations undertaken in accordance with ISO9613-2 with G=0. 


 


The preceding discussion has illustrated the relative insensitivity to received sound 
pressure levels to atmospheric stability when considering an 80 m source height, 
which was specifically selected as being typical of the hub height of a large scale 
wind turbine. However, the effect of source height may become relevant for wind 
turbine sound, even for a turbine of this size, if more detailed consideration is given 
to the actual height of the sources on that turbine as opposed to the common 
modelling assumption made of a point source at hub height. This assumption largely 
derives from the determination of the effective sound power output of such turbines 
in accordance with the IEC61400-11 procedure [IEC 61400-11, 2013] which 
assumes that the effective source location is collocated with the hub of the turbine. It 
is well established that the measured overall noise from such turbines is generally 
dominated by so-called trailing edge aerodynamic noise, which tends to be 
prevalently generated towards the outer radius of each blade [Oerlemans and 
Schepers, 2009]. The following Figure 12 shows the situation for a turbine with a hub 
height of 80 m and a rotor diameter of 90 m. The two illustrations show the effective 
trailing edge source locations for the two extreme rotor positions. 
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Figure 12. Schematic diagram showing the approximate locations of the dominant 
trailing edge aerodynamic noise sources for two opposing rotor positions.  


 


In the case illustrated in Figure 12, the effective source height may vary between 
approximately 40 m and 120 m. Figures 13a and 13b shows the results of GFPE 
calculations undertaken for each of the various source heights shown in Figure 12 
for downwind conditions in unstable and stable atmospheres respectively. For the 
purpose of enabling the direct comparison of results, the source sound power 
attributed to each source height is again that presented in Table 1. In practice the 
overall sound power reported for a turbine will result from the cumulative effects of 
contributions of each of the three blades. A lower sound power level than listed in 
Table 1would therefore be emitted from each of the individual blades. In the 
idealised case that an equal sound power was emitted from each blade, regardless 
of its rotational location, this would result in each of the modelled sources having a 
sound power level approximately 5 dB lower than that of Table 1. 


As can be seen from Figure 13a, only slight variations in the received noise levels 
due to the different source heights is predicted beyond approximately 400m. The 
difference in the predicted noise levels slightly increases beyond this distance. This 
suggests that the modelling assumption of representing the turbine rotor by a point 
source at the hub centre is reasonable for horizontal distances greater than 
approximately 300 m from the turbine for the particular turbine dimensions 
considered here. 
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Figure 13a. The results of GFPE calculations undertaken for the various source 
heights shown in Figure 12, for downwind conditions with refraction in an unstable 
atmosphere. 


 


 


 


Figure 13b. The results of GFPE calculations undertaken for the various source 
heights shown in Figure 12, for downwind conditions with refraction in a stable 
atmosphere. 
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A turbine that is rotating will constantly be transitioning between the two 
configurations shown in Figure 12, in which the noise generating portion of two 
blades are at either approximately 60 m or 100 m above ground whilst the noise 
generating portion of the third blade is respectively either at 120 m or 40 m above 
ground. Consequently, there is the possibility that the received noise level, even at 
distances beyond 300m, may vary in level as the blades rotate due to the differing 
effects of propagation from the three trailing edge noise sources at their various 
sources heights.  


This has been investigated at a receiver distance of 1 km by summing the 
contributions from each of the three blades to arrive at a total overall noise level 
corresponding to the two extremes of rotor positions shown in Figure 12. In both 
cases it is assumed that the total sound power level provided in Table 1 is evenly 
spread over the three turbine blades.  Comparison of the calculated overall received 
noise levels between the two rotor positions indicates that the effects of propagation 
alone accounts for only 0.1 dB difference. This result indicates that, under the 
assumed conditions, propagation effects would result in an insignificant degree of 
amplitude modulation as the turbine blades rotate. 


Previous research [ReUK, 2013] has suggested that one potential cause of 
amplitude modulated noise from wind turbines is an increase in the source sound 
power level for the blades as they pass through the top of the arc of rotation (i.e. 
corresponding to the source at a height of 120 m shown on the left of Figure 12). 
This increase is due to the blade entering partial stall. Figure 14 indicates the 
modified predicted received level differences between the two rotor positions shown 
in Figure 12 (again calculated by summing the calculated contributions of all three 
blades in each case) when it is assumed that the sound power of the uppermost 
(120 m height) source only is increased in level relative to the lower sources. Results 
are shown corresponding to an increase in source level for this uppermost source 
ranging from 1 dB up to 15 dB relative to the lower sources, all of which are 
modelled with the same, constant source level. In all cases the source has been 
maintained as an omnidirectional point source, thereby eliminating any of the 
radiation directivity effects otherwise associated with trailing edge sources 
[Oerlemans, 2009]. 


The calculated differences in received noise levels correspond to the depth of 
amplitude modulation shown in Figure 14 which may be introduced into the received 
noise level corresponding to the rotational rate of the source turbine. It should be 
noted that the results presented in Figure 14 have been derived on the basis of the 
addition of the overall A-weighted noise levels only. No account has been taken of 
any potential change in the source spectrum from that presented in Table 1 between 
the different blade positions. 


Based on the results of Figure 14, a 3 dB modulation depth would require the sound 
power level of the upper source to increase by approximately 5 dB, with a 7 dB 
modulation depth resulting from a 10 dB increase in the sound power level of the 
upper source. 


 


 







 
Page 18 


 
 


 


Figure 14. The predicted amplitude modulation depth at 1000 m distance from the 
source derived from the results of Figure 13a if the upper (120 m) blade source from 
Figure 12 is assumed to increase in source level by the stated amount relative to the 
lower height sources, which are all modelled as having the same, constant source 
level. 


 


The preceding discussion on modulation has been based on the results presented in 
Figure 13a. However, an interesting feature can be seen in Figure 13b, which 
predicts an increase in level from a source at 40 m height at a horizontal distance of 
approximately 1.5 km from the source under stable atmospheric conditions. It should 
be noted that, with regard to modulation, this increase in noise level could act to 
increase or decrease the received modulation depth at distance depending on 
whether or not any part of the upper rotor is in stall. It should also be noted that the 
magnitude of this effect in real world situations would be modified to some degree by 
the presence of atmospheric turbulence, non-flat terrain profiles, varying ground 
conditions and varying atmospheric conditions along the propagation path. Such 
effects have not been included in the GFPE implementation considered here. 


 


3.5 Effect of wind direction on sound propagation 


Figure 5 presented the sound speed profiles relating to neutral atmospheric stability 
and standard temperature lapse conditions for the cases of multiple wind directions 
in 30 degree increments between downwind and upwind of the source. 
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Figures 15 show the results of introducing these sound speed profiles into the GFPE 
model for the baseline case of Figure 1 of an 80 m source height and noise 
propagation over flat grassland to a 4 m height receiver. The results of Figures 15 
merit further discussion in respect of the upwind calculated noise levels. Based on 
consideration of basic ray theory it is the case that propagation in an upwind 
direction will result in the upwards refraction of sound. This means that, beyond 
some limiting point which is determined by the source height coupled with the 
strength of the upwards refraction, there will be a shadow region into which no sound 
energy can theoretically propagate. In reality, the presence of turbulence means that 
some sound energy ‘leaks’ past the limiting ray into the acoustic shadow zone.  


In order to model this effect two methods are frequently adopted. The first is to 
undertake a Monte-Carlo simulation in the PE calculation with small perturbations 
being introduced into the sound speed profiles. This procedure effectively eliminates 
‘hard line’ results, such as the existence of a distinct limiting ray, and in so doing 
replicates what would be experienced in practice as the atmosphere is naturally not 
truly homogeneous, either as a function of time or space. The second method simply 
recognises that atmospheric turbulence will always result in a practical limit to the 
reduction of noise levels in the shadow region. Common practice is that this limit 
should be set at -20 dB relative to the sound level that would be expected to occur 
under free field conditions [Salomons, 2001]. This second method is that which has 
been implemented in the results of Figure 15, which show for comparison the effects 
of limiting the shadow zone reduction to both -20 dB (moderate turbulence) in Figure 
15(a) and -10 dB (strong turbulence) in Figure 15(b). 


 


 


Figure 15(a) Predicted noise immission levels under varying wind directions. GFPE 
predictions shown as coloured lines, assuming neutral refraction, a surface 
impedance relating to grass and turbulent effects that limit shadow zone attenuation 
to -20 dB relative to free field. The corresponding ISO 9613-2 predictions assuming a 
ground factor of G=0.5 and accounting for directivity effects in accordance with the  
IoA GPG are shown as the black lines. 
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Figure 15(b) Predicted noise levels under varying wind directions. GFPE predictions 
shown as coloured lines, assuming refraction in a neutral atmosphere, a surface 
impedance relating to grass and turbulent effects that limit shadow zone attenuation 
to -10 dB relative to free field. The corresponding ISO 9613-2 predictions assuming a 
ground factor of G=0.5 and accounting for directivity effects in accordance with the  
IoA GPG are shown as the black lines. 


 


Also shown in Figures 15 are the results obtained from applying wind directivity 
corrections recommended for adoption by the IoA GPG [IoA, 2013] when using the 
ISO9613-2 calculation procedure with G=0.5. These have been calculated based on 
the recommendation that there should be no upwind attenuation accounted for until a 
distance of 5 tip heights from the turbine (in this case 5 x 125 m = 625 m), with the 
upwind attenuation ‘topping out’ at maximum of approximately 10 dB at a distance of 
10 tip heights from the turbine (in this case 10 x 125 m = 1250 m). In crosswind 
conditions a reduction of up to 2 dB is assumed, but no reduction is applied between 
downwind and 10 degrees from crosswind directions. 


The observed increase in the sound pressure level beyond 500 m can be due to the 
refraction and multiple reflections of the sound wave emitted by the turbine which 
can cause caustics and interference. Expression (11.8) in [Attenborough et al, 2007] 


contains the terms 2,1'kR  and 2,1 , where k  is the wavenumber in air, 1'R is the path 


length for the direct sound, 2'R is the path length for the ground reflection and 2,1 are 


the corresponding phases in these waves at the point where they cause a caustic.  


There can therefore be situations where the direct and reflected rays combine in 
phase, causing the sound pressure level to increase. The phenomenon of refraction 
is frequency dependent and changes with the wind direction. This effect is more 
pronounced when the ratio of acoustic wavelength to the radius of the curvature of 
the predicted path length is small. The frequency of sound at which the increase in 
the sound pressure level takes place (see Figures 15) decreases with the wind 
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direction angle. This makes sense, because the greater this angle, the greater the 


values of 2,1'R  and the lower the frequency at which the constructive interference can 


occur.  


Given the above, the magnitude of this upwind propagation effect would be expected 
to vary from that shown when derived using in more complex models (e.g. those that 
include complex terrain profiles, atmospheric turbulence along the propagation path, 
variations in ground absorption at different ranges from the source etc.). 
Investigation using such models would enable the likely magnitude of the effect in 
practically encountered situations to be determined. 


Apart from the foregoing effect, which is evident to varying degrees at differing 
distances in the results for all propagation directions from 90 degrees to 180 
degrees, Figures 15 indicate that for distances greater than 625 m (where the 
attenuation suggested in the IoA GPG begins to take effect for the particular turbine 
hub height and rotor diameter considered in this paper) the IoA GPG method 
generally predicts noise levels that are higher than the GFPE model for the generic 
turbine considered. 


The results of Figures 15 also lead to another possible source of amplitude 
modulation in the case of upwind sound propagation. This possibility arises due the 
varying horizontal distance at which the upwind acoustic shadow zone may occur for 
sources of differing heights. The potential for such upwind amplitude modulation 
effects was previously identified in [RenewableUK, 2012]. 


 


 


 


Figure 16 Predicted noise levels under upwind propagation with refraction in a 
neutral atmosphere for differing source heights. 
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Figure 16 shows the calculated noise levels as a function of upwind distance from 
sources modelled at each of the heights previously presented in Figure 12. Taking 
as an example the results corresponding to a source to receiver distance of 800 m, 
the received noise levels from the sources, all of which are assumed to have the 
same source level (see previous footnote 3), may vary between approximately 39 
dB(A) for the 120 m height source to as low as approximately 24 dB(A) for the 40 m 
height source. Combining the relative contributions of the three sources 
corresponding to each of the two rotor positions shown in Figure 12 reveals that 
these shadow zone propagation effect would yield a variation in the overall received 
noise levels between the two extreme rotor positions of approximately 6.5 dB. 


 


4. Conclusions and recommendations 


This paper has considered the use of the Green’s Function Parabolic Equation 
(GFPE) method to predict A-weighted noise levels from typical wind turbine noise 
sources. The results obtained have been compared to an engineering method of 
calculation commonly used in the UK (ISO 9613-2). 


The results have been based on the characteristics of a generic turbine of 2 MW to 3 
MW size with a tower height of 80 m and a rotor diameter of 90 m located on flat 
ground. The source has been consistently modelled as omnidirectional with a fixed 
sound power output in order to allow the study of propagation effects only in isolation 
from other factors, such as the extent to which meteorology may influence source 
levels and directivity. 


The implementation of the GFPE method enables the relatively efficient calculation 
of overall A-weighted sound pressure level results in addition to frequency specific 
results. As such, the use of the GFPE potentially offers a practical means of 
supplementing the current preferential use of engineering methods of calculation for 
wind turbine noise propagation. 


In general, the GFPE method applied to the modelled 80 m source height provides 
results that are consistent with, but typically slightly lower than, the ISO 9613-2 
predictions. The predictions further indicate that propagation effects related to both 
ground properties and atmospheric stability conditions (unstable, neutral, stable) 
have little influence on the predicted noise levels. Whilst outside the scope of the 
present study, it is noted here that atmospheric stability could, however, be an 
important factor in controlling the source levels generated by wind turbines. 


The influence of both ground properties and atmospheric stability conditions become 
increasingly significant for lower source heights.  


The effect of considering separate noise sources on each of the turbine blades, 
rather than a single source concentrated at the turbine hub height, has also been 
examined. These calculations indicate that, in general, very little amplitude 
modulation in predicted noise levels at the blade rotation rate can be expected due 
to propagation effects at a distance of 1 km downwind from a wind turbine. As a 
consequence, reports of higher amplitude modulation at the blade rotation rate at 
such downwind locations are most likely related to source effects. 


For the specific case of a stable atmosphere with downwind refraction, the GFPE 
model suggests that locally elevated noise levels at distances of approximately 1.5 
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km from the turbine could occur. This feature has been identified to arise specifically 
from the noise radiated from the portion of the blades as they pass the lowest point 
on their rotational path. The resultant effect could be to either increase or decrease 
amplitude modulation at the blade rotation rate, depending on the situation 
considered. 


The foregoing observed feature, however, requires further study to establish to what 
degree its predicted occurrence is a function of the simplifying assumptions (most 
notably the simplification of the modelled turbulence, the assumed constant 
atmospheric and ground conditions with horizontal distance, and the flat ground 
profile) and therefore whether or not it would likely occur in practice and, if so, to 
what degree. 


The effects of wind direction on received noise levels have also been modelled using 
the GFPE method. These results have been compared with predictions obtained 
using the ISO 9613-2 [ISO, 1996] method when applied in accordance with UK 
recommendations for the application of this standard to wind turbine noise [IoA, 
2013]. The IoA recommendations include suggested corrections to allow for the 
expected variable attenuation when sound is propagating in an upwind direction from 
the turbines. 


In general, with regard to the effects of wind direction, the IoA calculation method 
produces predictions that are higher than those produced by the GFPE model. This 
is apart from under upwind conditions where, and most notably for a generally 
narrow range of distances from between approximately 500 m and 800 m from the 
turbine and for the specific turbine dimensions considered in this paper, the GFPE 
model predicts higher noise levels not only when compared to the IoA method for the 
corresponding upwind direction, but also when compared with the corresponding 
calculated noise levels at those distances under downwind propagation conditions. 


A physical explanation for the occurrence of the foregoing feature has been 
proposed. However, this explanation again highlights the fact that it may not be 
experienced to the same degree in practically encountered situations by reason of 
the simplifying assumptions used in the model, as discussed above. Further GFPE 
modelling work, in particular including a more detailed consideration of the effects of 
atmospheric turbulence, would be required to establish the likely practical 
occurrence of this upwind effect. 


Finally, the potential effects of noise propagation on the degree of amplitude 
modulation at the blade rotation rate experienced at typical residential distances from 
a turbine have been investigated. Under downwind conditions it has been 
determined that very little modulation (of the order of just 0.1 dB) would be expected 
at a distance of 1 km due to propagation effects, but that source effects could 
introduce significant levels of modulation into the received noise levels at this 
distance 


Under upwind propagation, at a worst case distance of 800 m from the turbine for the 
specific turbine dimensions considered in this paper, the GFPE model indicates that 
a peak to trough modulation depth at the blade rotation rate of approximately 6.5 dB 
could be experienced due to propagation effects alone. 
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Further work is required to establish whether the above conclusions, and particularly 
those relating to specific isolated effects, would still hold for practically encountered 
and more complex scenarios including, but not restricted to: 


 more detailed consideration of atmospheric turbulence along the propagation 
path; 


 ground absorption that varies with range (e.g. for the case of propagation over 
inland bodies of water, or for propagation from offshore sources to onshore 
receivers); 


 non-flat terrain profiles, including both topographic scale variations in height 
and local perturbations; 


 temporal, spectral and directivity effects in the noise emitted by wind turbines; 


 the interpretation of results accounting for the spectral content of the received 
noise levels. 


It should also be recognised that the focus of this paper has been to compare and 
contrast predictions made using the GFPE method against the engineering method 
commonly used in the UK and, as such, no comparison between measured and 
predicted noise levels has been made. Whilst such comparisons have previously 
been carried out in relation to measured wind turbine noise levels and those 
predicted using the ISO 9613 method [Cooper and Evans, 2013], further work would 
be required to establish the accuracy of the GFPE method as compared to 
measured noise levels when applied to wind turbine noise in real-world scenarios. 
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1. Summary  
Amiet's aerofoil broadband noise theory is ideally suited to modelling wind turbine 
noise but few attempt have been published on validating it against experimental data 
for a full turbine. The main objective of this paper is to present such a validation. 
Furthermore, slightly different versions of Amiet's theory have been published, 
making it unclear how to apply it. This paper first reviews and clarifies the 
outstanding pitfalls in the application of Amiet's theory. The theory is then used to 
predict the sound power level and amplitude modulation for the DAN-AERO 40m 
radius turbine. Both trailing edge noise and leading edge noise are considered. 
Finally, Amiet's theory is used to estimate amplitude modulation. In all cases, results 
are in good agreement with available experimental data. This paper provides an 
example of the flexibility and effectiveness of Amiet's theory for predicting wind 
turbine noise.  


2. Introduction  
Wind turbine noise is dominated by trailing edge noise and leading edge noise 
(Oerlemans and Sijtsma 2007). Both are broadband and originate from the 
interaction of turbulence with the wind turbine blade. This makes them difficult to 
predict. Direct noise predictions based on unsteady CFD are too expensive to be 
used in the design process. There is a need for efficient analytical models for 
predicting wind turbine noise.  
The theory developed by Amiet provides such a model. Amiet derived blade 
response functions that relate the wavenumber spectrum of the incoming turbulence 
to the pressure jump over the blade surface (R Amiet 1975; R Amiet 1976; RK Amiet 
1978). The pressure jump defines the strength of the dipoles distributed along the 
airfoil surface. These dipoles are efficient noise sources that can be propagated to 
the far field using Curle’s theory (Curle 1955). A good review of Amiet's theory for 
isolated aerofoils is given in (R. K. Amiet 1986).  
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Amiet initially derived closed form expressions for the transfer functions between the 
wavenumber spectrum of the incoming turbulence and the noise spectrum in the far 
field. He later extended his theory to rotating airfoils (Schlinker and Amiet 1981). This 
involved applying appropriate Doppler factors. How to do so properly remained 
unclear until recently due to some discrepancies in the literature. This issue has 
recently been resolved, giving a renewed confidence and appreciation for Amiet's 
model (S Sinayoko, Kingan, and Agarwal 2013), which is thought to be ideally suited 
to predicting wind turbine noise.  
Early applications of Amiet's model to wind turbine noise were made by (Glegg, 
Baxter, and Glendinning 1987) and (Lowson 1993). At the time, the main focus was 
on identifying the dominant noise souce. In Glegg et al's study, inflow noise was 
found to be the dominant source, whereas Lowson showed that trailing edge noise 
should generally be dominant. A greater understanding of the dominant source 
mechanism was obtained thanks to a series of experimental and theoretical studies 
by Oerlemans et al (Sijtsma, Oerlemans, and Holthusen 2001; Oerlemans and 
Sijtsma 2007; Oerlemans 2009) who demonstrated that trailing edge noise was the 
dominant noise source. However, they did not attempt to use the full Amiet model to 
predict wind turbine noise (Oerlemans and Schepers 2010).  
Few such attempts have been made so far. Lee et al (Lee, Lee, and Lee 2013) 
estimated wind turbine noise by combining Amiet's model for trailing edge noise with 
the Ffowcs-Williams and Hawking's equations in the time domain (Casper and 
Farassat 2004; Ffowcs-Williams 1963). One advantage of their method is that they 
obtain the pressure field in the time domain, and therefore preserve the phase 
information. They use this information to estimate amplitude modulation in multiple 
observer directions. However, they do not compare their predictions with 
experimental results. Furthermore, working in the time domain appears more 
expensive than staying in the frequency domain, and it is possible to estimate 
amplitude modulation directly in the frequency domain. This was recognised by 
(Cheong and Joseph 2014) who presented an extensive study of amplitude 
modulation (swishing noise) using Amiet's model. In that study, they predicted very 
high levels of amplitude modulation that were explained by a singularity in Amiet's 
acoustic lift function. This singularity may be non-physical, however, due to a 
numerical issue in implementing the acoustic lift that was first highlighted in (Michel 
Roger and Moreau 2012). It is unclear at this stage how this may have affected 
Cheong et al's predictions of amplitude modulation. One of the aims of this paper is 
to clarify this issue. Furthermore, Cheong et al's study focused on a single wind 
turbine and it is unclear how amplitude modulation may vary when considering 
multiple wind turbines.  
The main objective of this paper is to fully implement Amiet's theory for both trailing 
edge noise and leading edge noise, and to compare the result with experimental data 
for a full wind turbine blade. The DAN-AERO 40m radius wind turbine blade was 
used as it has been already been researched extensively (Madsen et al. 2010).  
This paper first gives a brief overview of Amiet's theory and highlights three key 
issues that can affect the application of Amiet's theory (section 3). Implementation 
details are discussed in section 4. Results comparing predictions to experimental 
data provided by Vestas, for a DAN-AERO turbine (Madsen et al. 2010) are 
presented in section 5. The results include sound power level comparisons, a 
parametric study on leading edge sound power, and ground maps of amplitude 
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modulation for various configurations. The results are discussed in section 6.  


3. Amiet's aerofoil broadband noise theory  
Trailing edge noise is generated in two steps. Hydrodyamic fluctations convecting 
along the boundary layer are scattered into noise at the trailing edge. This occurs in 
order to satisfy the Kutta condition at the trailing edge: pressure must be continuous 
in the wake of the airfoil. The scattered field induces unsteady fluctuations on the 
blade surface, which can be regarded as a distribution of dipole sources. Dipole 
sources are efficient at radiating noise. However, for small acoustic wavelengths 
relative to the chord, most of these dipoles are distributed close to the trailing edge. 
This is why the sources appears to be the trailing edge of the airfoil. Similarly, leading 
edge noise is produce by the scattering of inflow turbulence at the leading edge of 
the airfoil.  
A brief summary of the theory is presented hereafter for both isolated aerofoils then 
rotating aerofoils. For isolated aerofoils, a good review is presented in (R. K. Amiet 
1986); for rotating aerofoils, detailed reviews are given in (S Sinayoko, Kingan, and 
Agarwal 2013; Schlinker and Amiet 1981). 


3.1. Isolated aerofoil theory  
Amiet showed that, assuming frozen turbulence and using Schwartzschild's theory (R. 
K. Amiet 1976; M Roger and Moreau 2005), it is possible to express the far field 
power spectral density (PSD) in the form:  


𝑆!!(𝜔) =
!
!!


!
!!!!


!
𝑆!!(𝜔),  (3.1.1) 


 
where 𝑆!!is a frequency force power spectral density, and where (𝑋,𝑌,𝑍)denote the 
observer coordinates centered on the trailing edge, with 𝑋in the chordwise direction 
pointing downstream and 𝑍in the vertical direction pointing upwards, and where  


𝜎! = 𝑋! + 𝛽!(𝑌! + 𝑍!),𝛽! = 1−𝑀!
!, 


where 𝑀!is the flow Mach number.  
For trailing edge noise, the frequency force power spectral density can be expressed 
as  


𝑆!!(𝜔) =
!
!
𝑆𝐶!|𝛹!"(𝑘! , 𝑘!, 𝑘!)|!𝑙!(𝑘! , 𝑘!)𝑆!!(𝜔),  (3.1.2) 


where 𝑆and 𝐶denote the blade span and chord,  


𝑘! =
!
!!
, 𝑘! =


!
!!


!
!
, 𝑘! =


!
!!!!


𝑀! −
!
!
,  


and the correlation length 𝑙!is derived as follows (M Roger and Moreau 2005) 
  (3.1.3) 


 𝑙!(𝑘! , 𝑘!) =
!
!!


!
!!!(!! !!)!


, 


where 𝜂is the exponential decay rate of the spanwise coherence function. This paper 
uses the value 𝜂 = 0.62measured in (Brooks and Hodgson 1981) for a NACA 0012 at 
Mach 0.11 and zero angle of attack. In this paper, we use the model of (Kim and 
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George 1982) for modelling the frequency spectrum 𝑆!!(𝜔)at the trailing edge.  


For leading edge noise, the frequency force power specral density can similarly be 
expressed as 


𝑆!!(𝜔) = 2𝜋!𝜌!!𝑆𝐶!𝑈!|𝛹!"(𝑘! , 𝑘!, 𝑘!)|!𝛷!!(𝑘! , 𝑘!),  


where 𝛷!!is defined using Karman's spectrum model (R. K. Amiet 1986)  


𝛷!! =
!
!!


!!"#
!


!!!
!!!!!!!


!!!!!!!!!
! !  


where 𝑢!"#can be expressed in terms of the turbulence intensity 𝐼as  
𝑢!"# = 𝐼𝑀!𝑐!,  
and where the hats signify normalization by the wavenumber  


𝑘! =
!
!
!(! !)
!(! !)


,  


where 𝐿 is the integral length scale of the inflow turbulence and 𝛤denotes the 
Gamma function.  
Note that the acoustic lift functions 𝛹!"and 𝛹!" in equations (3.1.2) and (3.1.3) are 
provided by Amiet in reference (R. K. Amiet 1986).  


3.2. Rotating airfoil theory  
Following (Schlinker and Amiet 1981; S Sinayoko, Kingan, and Agarwal 2013), the 
instantaneous PSD is given in source time 𝜏 as  


𝑆!!(𝑥! , 𝜏,𝜔) =
!!
!


!
𝑆!!′(𝑋, 𝜏,𝜔′),  


where 𝜔′and 𝑆!!′are the frequency and the instantaneous power spectral density in 
the reference frame of the source respectively.  


The observer position 𝑋is defined as  


𝑋 = 𝑅!(𝛼)𝑅!(𝜋 2− 𝛼)(𝑥! − 𝑥!),  


where 𝛼is the pitch angle, 𝑥! ≈ 𝑀!"𝑐!𝑇! is the present source position (assuming that 
the source is emitted at the hub, which is valid for an observer in the far field) and is 
expressed in terms of the blade Mach number 𝑀!" = 𝑀!𝛾relative to the observer. 
𝑅!and 𝑅!denote the rotation matrices about the 𝑧-axis and 𝑦′-axis respectively, with 


𝑦′ = 𝑅!(𝜋 2− 𝛼)𝑦. The propagation time 𝑇! is obtained from 𝑅! ≡ 𝑐!𝑇!, where 𝑅! is 


the distance from the convected (or retarded) source position to the observer location:  


𝑅! =
! !!!!"#$! !!!!!!"#!!


!!!!!
, (𝑓𝑎𝑟  𝑓𝑖𝑒𝑙𝑑),  


where 𝛩 = 𝜋 − 𝜃denotes the angle between the flow Mach number relative to the 
observer and 𝑥!.  


Finally, the source frequency 𝜔′is related to the observer frequency 𝜔through the 
Doppler shift (S Sinayoko, Kingan, and Agarwal 2013) 
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!
!!
= 1−


!!"⋅!"


!!!!"⋅!"
(𝑓𝑎𝑟  𝑓𝑖𝑒𝑙𝑑),  


where 𝑀!" = −𝑀!𝑧is the flow Mach number relative to the observer, and 𝐶𝑂 =
𝐶𝑂 |𝐶𝑂|is the unit vector from the convected source position to the observer position.  


The spectrum 𝑆!!′in the reference frame of the blade can be computed from equation 
(3.1.1), using a frequency force spectrum 𝑆!!representative of trailing edge noise 
(equation (3.1.2)) or leading edge noise (equation (3.1.3)).  


3.3. Key pitfalls  
This section summarizes the outstanding pitfalls in apply Amiet's theory. For isolated 
aerofoils, one issue is the confusion between the incident pressure jump and the 
incident pressure field. For a flat plate at zero angle of attack, the incident pressure 
jump (or blocked pressure) for a boundary layer on one side of the plate equals twice 
the incident pressure field (i.e. the pressure field that would exist without the plate). 
Amiet expresses his theory in terms of the pressure jumps, while other authors 
favour the incident pressure field (M Roger and Moreau 2005; Moreau and Roger 
2009; Howe 1978). One advantage of the pressure jump is that it can be measured 
directly using surface pressure probes. Furthemore, the wavenumber spectra 
required in Amiet's theory are wall pressure spectra and are expressed in terms of 
the pressure jump. For a boundary layer on both sides of the aerofoil, one may treat 
each side independently since the problem is linear; at zero angle of attack, it is 
sufficient to double the wall pressure spectrum compared to one sided boundary 
layer.  
A second problem is the presence of a singularity in the acoustic lift, as pointed out 
by (Michel Roger and Moreau 2012). A simple work around is to express the acoustic 
lift as  


𝛹(𝑘! , 𝑘! , 𝑘!) =
!
!


2𝑗𝐵𝐸(𝐵 − 𝐴)+ 𝑒𝑥𝑝(2𝑗𝐴)(1− 𝑒𝑟𝑓( 2𝑗𝐵)) ,  


where  


𝐸(𝑧) = !"#( !!")
!!"


  


if 𝑧 ≠ 0, and 𝐸(0) = 2 𝜋. In comparison to the usual expression for 𝛹provided for 
example in Sinayoko et al the above expression does not become singular when 
𝐵 = 𝐴(see the above reference for expressing A and B in terms of the input 
wavenumbers). This singularity may explain the super-directive behaviour of the 
amplitude modulation observed by (Cheong and Joseph 2014).  
Finally, a third pitfall is the exponent of the Doppler shift in the rotating model. As 
explained by (S Sinayoko, Kingan, and Agarwal 2013), the exponent should be 1 for 
the instantaneous spectrum, and 2 for the time averaged spectrum. One exponent 
stems from expressing the PSD in two different reference frames, and another 
exponent stems from expressing the observer time in terms of the source time. 
However, this problem is not a major concern for current wind turbines for which the 
Mach number is small.  


4. Implementation  
The blade geometry is provided in the DAN-AERO final report (Madsen et al. 2010). 
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The point frequency spectrum of (Kim and George 1982) requires knowledge of the 
boundary layer momentum thickness, which is obtained for each blade section by 
using the panel method code X-foil. X-foil uses the local Mach number and angle of 
attack as inputs. These are obtained by combining measurements of the lift, drag, 
and momentum coefficients as a function of angle of attack, with Vesta's in-house 
Blade Element Momentum code PYRO 2.1.6, for a wind speed of 8.5 m/s and a tip 
speed ratio of 8.9 (rotation speed of 18.14RPM). Thus, the only measurements 
required are the lift, drag and momentum coefficients as a function of angle of attack. 
Note that these coefficients can also be obtained using X-foil.  
Amiet's theory is implemented by using ISVR's in-house fdanoise. An early version of 
this code accompanies (S Sinayoko, Kingan, and Agarwal 2013) and is available in 
the public domain under the MIT open source public licence. The new version 
(commit number 120) is still under development and its source code is currently 
closed. In comparison to this early version, it is object oriented and implements 
leading edge noise in addition to trailing edge noise. It has been used in several 
studies (Samuel Sinayoko, Kingan, and Agarwal 2013; S Sinayoko, Azarpeyvand, 
and Lyu 2014) and contains several features not used in this work, including an 
implementation of Howe's model for trailing edge noise for both straight and serrated 
edges (Howe 1991).  
The sound power is computed first by estimating the sound pressure directivity 
𝑆!! 𝜃,𝜔   at 100 meters from the hub, using 50 uniformly space observer locations in 
the mid-plane of the wind turbine, for elevation angles (measured relative to the axis 
centred on the turbine hub) varying between 0 and 180 degrees. The sound power is 
then obtained by appling the following formula [???Blandeau and Joseph].  


𝑊 𝜔 = !!!


!!!!
𝑆!!(𝜃,𝜔)𝐹(𝜃)𝑠𝑖𝑛𝜃


!
! 𝑑𝜃,                            𝐹(𝜃) =


!! !!!!!!"#!!


!!!!!!"#!!!!!!"#$
! ,                       


(4.1) 


and its level in decibels is relative to 10!!".  
In the measured data, provided by Vestas, the sound power level was obtainedd from a single  
measurement of the sound pressure level, 60 meters below the hub and 104.5 
meters downstream of the turbine. The conversion from sound pressure level to 
sound power level was made according to IEC 61400-11. Furthermore, the predicted 
sound power levels were corrected for atmospheric attenuation, since the measured 
data was taken at significant distance to the turbine. The atmospheric coefficients 
were obtained from ISO-96-132 assuming a temperature of 10 degrees and 70% 
humidity.  


5. Results  


5.1. Sound power levels  
Figure 5.1.1 shows the sound power level (SPWL) for the DAN-AERO wind turbine. 
Both the measured spectrum (red solid line with triangles) and the computed 
spectrum (black solid line with diamonds) are presented. The computed spectrum is 
based on Amiet's theory and is made up of two components. The first component is 
the trailing edge noise, shown in dashed blue with circles. The second component is 
the leading edge noise, shown in dashed green with squares. For leading edge noise, 







7 


the integral length scale is assumed to be uniform and set to 40m, and the incoming 
turbulence intensity is set to 12.5%. The overal sound power level (OASPWL) is 
obtained by summing the powers in each frequency band. The measured OASPWL 
is 102.5 dBA, compared to 102.2 dBA for the estimated OASPWL. The OASPWL for 
trailing edge noise only is 101.2 dBA.  
Figure 5.1.2 is similar to 5.1.1 and also shows the sound power level, but for varying 
values of the integral length scale. For each value, the leading edge SPWL is plotted 
in dashed green, and the corresponding total SPWL, taking into account the trailing 
edge spectrum shown in 5.1.1, in black. The values taken by the integral length scale 
are 20m (diamonds), 40m (squares), 80m (circles) and 160m (pentagons). The 
corresponding OASPWLs in dBA, for the total SPWL (black curves), are 102.5, 102.1, 
101.9 and 101.8. The measured SPWL is the red solid line with triangles.  
Similarly, figure 5.1.3 varies the turbulence intensity between 5% (diamonds), 12.% 
(squares) and 20% (circles). The associated OASPWLs are 101.3, 102.2 and 103.4 
dBA.  
  


 Figure 5.1.1: Measured (red triangles) and predicted (black diamonds) sound power 
levels (SPWL) in dBA in third octave bands for the DANAERO turbine, using Amiet's 
model for trailing edge noise (blue circles, dashed) and leading edge noise (green 
squares, dashed). For leading edge noise, the turbulence intensity and integral 
length scales are set to 12.5% and 40m. The overall sound power levels in dBA are: 
102.5 (measured), 102.2 (predicted), 101.2 (trailing edge only) and 95.3 (leading 
edge only). 
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 Figure 5.1.2: Impact of integral length scale on sound power level: the green dashed 
curves give sound power for leading edge noise for an inflow turbulence intensity of 
12.5% and an integral length scale of 20m (diamonds), 40m (squares), 80m (circles) 
and 160 (pentagons). The corresponding total sound powers, including trailing edge 
noise, are shown in solid black using the same markers. The measured sound power 
is the solid line with red triangles. Leading edge sound power decreases with integral 
length scale. The overall sound power levels (black curves) in dBA are: 102.5 
(diamonds), 102.1 (squares), 101.9 (circles) and 101.8 (pentagons). 
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 Figure 5.1.3: Impact of turbulence intensity on sound power level: the green dashed 
curves give sound power for leading edge noise for an integral length scale of 40m 
and a turbulence intensity of 5% (diamonds), 12.5% (squares) and 20% (circles). The 
corresponding total sound powers, including trailing edge noise, are shown in solid 
black using the same markers. The measured sound power is the solid line with red 
triangles. Leading edge sound power increases with turbulence intensity. The overall 
sound power levels (black curves) in dBA are: 101.3 (diamonds), 102.2 (squares), 
103.4 (circles). 


5.2. Amplitude modulation  
Figure 5.2.1 presents a map of the amplitude modulation in dBs, estimated using 
Amiet's model with the same parameters as in figure 5.1.1, around a DAN-AERO 
wind turbine for: (a) a single bladed rotor; (b) a three bladed rotor. The z-axis gives 
the position in the flow direction, normalized by the tower height ℎ = 58𝑚, with the 
wind pointing in the negative z direction. The y-axis gives the normalized position in 
the rotor plane, in the horizontal direction. The map is focused near the turbine, 
within a radius 𝑅 = 2ℎ  of 116m.  
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 Figure 5.2.1: Amplitude modulation on the ground, in decibels, around a single 
DANAERO wind turbine estimated using Amiet's model. (a) Single rotating blade (b) 
Three rotating blades. 
Figure 5.2.2 presents a similar map of the amplitude modulation in dBs around: (a) 4 
wind turbines; (b) 8 wind turbines. The turbines are equally spaced, with a separation 
distance between the towers of 194 meters, i.e 3 times the "height plus radius" 
distance. The map extends further away compared to 5.2.1 to a distance 𝑅 = 20ℎof 
1160m. The phase of each wind turbine has been randomized so that the 
instantaneous directivities for each turbines are not synchronized.  
  


 Figure 5.2.2: Amplitude modulation on the ground, in decibels, around multiple 
DANAERO wind turbines estimated using Amiet's model. (a) 5 turbines (b) 10 
turbines. 


6. Discussion  


6.1. Sound power levels  
From figure 5.1.1, the predicted sound power level falls within 3 dBA of the 
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measurements over the entire frequency range. The prediction underestimates the 
sound power below 1kHz, and overestimates the sound power otherwise. The 
predicted overall sound power level (OASPWL) of 102.2 dBA is therefore very close 
to the measured one (102.5 dBA). The difference in the spectra can most likely be 
explained by our use of the analytical surface pressure spectrum due to (Kim and 
George 1982), or some error in predicting the spanwise correlation length 𝑙!(equation 
(3.1.3)), which may be over-estimated at high frequencies. More work is needed to 
quantify the uncertainty in those two quantities. Figure 5.1.1 also shows that trailing 
edge noise dominates the sound power except at low frequencies (below 200 Hz in 
this case), where leading edge noise takes over. The contribution of leading edge 
noise to the OASPWL is only 1.3 dBA in this case. Overall, these preliminary results 
are encouraging and suggest that Amiet's theory gives reasonable estimates of the 
sound power level for a full wind turbine, even when using elementary semi-analytical 
models for the surface pressure spectrum and the correlation length.  
In the current study, the integral length scale 𝐿and the turbulence intensity 𝐼  were 
unknown, so typical values were estimated based on results published by (Glegg, 
Baxter, and Glendinning 1987). 𝐿  was assumed to vary between 20m and 160m and 
the turbulence intensity between 5% and 20%. The effect of each parameter on 
leading edge noise power, as well as the total sound power is illustrated in figures 
5.1.2 and 5.1.3. The leading edge sound power decreases with increasing values of 
the integral length scale 𝐿  by 5 dBA. For large values of the 𝐿, above 80𝑚, the 
contribution to the OASPWL is small and changes only by -0.1 dBA when doubling 
𝐿from 80m to 160m. For smaller values of 𝐿, changes to the OASPWL are more 
substantial but remain small, with -0.4 dBA for 𝐿going from 20m to 40m. In practise, 
the integral length scale would likely vary with the position of the blade, which has not 
been taken into account here. However, it appears that the SPWL is relatively 
insensitive to the value of the integral length scale. The turbulence intensity 𝐼as a 
much large effect, as illustrated in 5.1.3: the SPWL for leadinge edge noise increases 
by 12 dBA when increasing 𝐼from 5% to 20%. This translates into a contribution to 
the OASPWL of 0.1 dBA to 1.1 dBA and 2.3 dBA. High inflow turbulence intensities, 
above 10% do have a signifiant impact on the predicted sound power level. Even if 
the trailing edge noise levels are predicted accurately, for high inflow turbulence, a 
good estimate of the inflow turbulence is necessary to predict the OASPWL to within 
1 dBA.  


6.2. Amplitude modulation  
Figure 5.2.1(a) gives the amplitude modulation for a single rotating blade. 
Considering an observer on the ground at 45 degrees to the hub, i.e. for (z/h, y/h) = 
(1.0, 0), the amplitude modulation experience by the observer is predicted to fall 
between 10 and 12 dB. This is in line with the typical levels measured by (Sijtsma, 
Oerlemans, and Holthusen 2001; Oerlemans and Sijtsma 2007) using array 
measurements. This supports our prediction, although more array measurements are 
necessary to further validate the prediction. Note that the level of amplitude 
modulation varies greatly with the observer location. The peak modulation is in the 
rotor plane, with more than 40 dBA predicted there due to the null in the directivity of 
the sound in the blade plane. Within zero to about 30 degrees to the rotor plane, the 
levels of amplitude modulation.  
Comparing figure 5.2.1(b) with 5.2.1(a) shows that for a full 3-blade turbine, the 
amplitude modulation by about very significantly compared to a 1-blade turbine. Thus, 
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at 45 degrees, the amplitude modulation is less than 3 dB for 3-blades compared to 
10-12 dB for a single blade. This is because the instantaneous spectra are out of 
phase, so the minimum value for one blade does not coincide with the minimum 
value for another blade. This suggests one simple way of reducing amplitude 
modulation: to increase the number of rotor blades. However, the modulation levels 
remain high (12-15 dB) in the rotor plane. Note also that figure 5.2.1(b) is analogous 
with figure 25 of (Cheong and Joseph 2014), although the amplitude of the 
modulation appears higher here: Cheong et al predict only 3 dB of swishing near the 
rotor plane.  
In the case of simplified "wind farms", made of equally spaced 3-bladed turbines, 
figure 5.2.2 shows that the amplitude modulation increases compared to a single 
turbine. It is less than 3 dB for angles up to 45 degrees to the flow direction. However, 
in the region around the rotor plane, the amplitude modulation is significant, without 
about 18 dB within 30 degrees of the rotor plane. There is therefore two distinct 
regions: a high amplitude modulation region near the rotor plane, and a low 
modulation region normal to the rotor plane. Doubling the number of turbines 
increase slightly the size of the noisy region, and increases the magnitude of the 
modulation by only a few decibels. More work is needed to fully understand the 
impact of separation distance and blade alignment on wind turbine noise.  


7. Conclusions  
This paper predicts the sound power level for a DANAERO 40m radius turbine using 
Amiet's theory for trailing edge and leading edge noise. The predicted overall sound 
power level agrees very well (less than 0.5 dBA) with measured data. The noise is 
dominated by trailing edge noise except at low frequencies (less than 200 Hz), where 
leading edge noise dominates. However, there is some uncertainty on the magnitude 
of inflow noise. Inflow noise is found to be very sensitive to the level of turbulence 
intensity, rather than to the size of the integral length scale. If the turbulence intensity 
is set much higher in the prediction than in the experiment, for example to 20% 
compared to 10%, then the overall sound power level is over-estimated by up to 1.5 
dBA. There is also some uncertainty on the sound power spectrum for trailing edge 
noise, with low frequencies being under-estimated and high frequencies over 
estimated by 2-3 dBA. The accuracy may be improved by using improved semi-
analytical models tailored to wind turbine blades, such as the TNO-model 
(Bertagnolio, Madsen, and Bak), or advanced CAA/CFD methods such as synthetic 
turbulence. Based on these preliminary findings, Amiet's theory appears able to 
predict the overall sound power level of a full wind turbine to within less than 0.5 dBA 
when combined with simple surface pressure spectrum models.  
The magnitude of amplitude modulation was validated successfully for a single 
rotating rotor: it matches the expected 10-12 dB modulation in sound pressure level 
near the ground at 45 degrees to the hub. More experimental array measurements 
are needed to further validated the predictions. Most importantly, amplitude 
modulation greatly reduces when considering a full wind turbine, compared to only a 
single blade. For an observer on the ground at 45 degrees to the hub, the predicted 
amplitude modulation is less than 3 dB. However, amplitude modulation in the rotor 
plane is a major concern, with predicted amplitudes of up to 10-15 dBA. The 
predicted amplitude modulation is qualitatively consistent with the results of Cheong 
et al, although the levels predicted in this study appear higher in the rotor plane. 
Finally, the amplitude modulation extends to a wide range of angles (up to 30-40 
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degrees) around the rotor plane, which increases the number of wind turbines 
aligned within that plane. More research is needed to understand the effect of 
separation distance and turbine alignment on amplitude modulation.  
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Summary 
The Danish Cancer Society is conducting an objective register based cohort study of whether 
noise from wind turbines can cause health problems. The study is investigating connections 
between noise levels from all land based Danish wind turbines with registered health problems 
for neighbours to wind turbines and are utilizing the unique combination of the Danish health 
register and a long history of wind turbines. The study includes occupants at all 
dwellings/houses which potentially can hear one or more wind turbines. The calculation of the 
noise levels are performed by DELTA based on weather statistics provided by the Technical 
University of Denmark. The noise calculation is executed each hour for all Danish land based 
wind turbines connected to grid in the years 1982-2013. The used calculation method is the 
Nord2000 method developed by DELTA and other Nordic institutes. Basis for the noise 
calculation is a study of results from wind turbine noise measurement reports during 1982 to 
2013. The measurement methods have changed over the years, and the measurements are 
not necessarily performed for the frequency range, frequency resolution and wind speeds 
which are interesting for this study. This paper describes how data is collected to form the 100 
classes of wind turbines, which forms the basis for calculations of the contribution of noise at 
the neighbours. Each class contains one third sound power spectra at wind speeds from 3 to 
14 m/s and an assessment of the tonality and validity of the results in each of the classes. 
 


1. Introduction 


The project aims to investigate both short and long term exposure to wind turbine noise on the 
health. More specifically whether noise from wind turbines can be associated with increased 
risk of cardiovascular disease and whether prolonged exposure to wind turbine noise increases 
the risk of heart disease, diabetes, increased consumption of prescription of drugs for high 
blood pressure, sleep problems and depression and if the exposure to noise from wind turbines 
during pregnancy is associated with increased risk of low birth weight. Denmark is densely 
populated and has been a pioneer in setting up wind turbines since 1980. This combined with 
unique national registers of addresses of all Danish citizens since 1971 and a variety of health 
registers (among other things all hospital admissions for cardiovascular disease) makes it 
possible to track all Danes who have lived near wind turbines during 1982 to 2013. 


2. Onshore wind turbines in Denmark 


The Danish Energy Agency and Energinet.dk have established a register of all Danish wind 
turbines. This register is updated monthly, and contains information on all wind turbines from 
1980 including the exact location of each wind turbine (geographical coordinate), date of grid 







connection, cancelation date for decommissioned turbines, manufacture, type, hub height and 
diameter of rotor blades. The registry contains data for approximately 4,700 wind turbines in 
operation and 2,500 cancelled wind turbines. 


 
Figure 1 


Onshore wind turbines in Denmark. Left: Position of wind turbines connected to grid January 1st 
1982. Right: Position of wind turbines connected to grid December 31st 2013. 
 
In figure 1 is shown a map of onshore wind turbines connected to grid the 1st of January 1982 
and again 32 years later the 31st of December 2013. These maps show all onshore wind 
turbines – both small and large wind turbines. As can be seen wind turbines has been erected 
in most of Denmark, but especially near western coastlines which has the strongest wind.  


 


 
Figure 2 
Statistics of onshore wind turbines in Denmark. Left: Number of wind turbines connected to 
grid. Right: Sum of nominal power of the wind turbines connected to grid. 
 







In the years 1980-2000 there were numerous wind turbine manufacturers each with typically 
only a few wind turbine types, and where generally the wind turbines were small with a low 
nominal power. Over the years the wind turbines has grown in size and electrical power and 
typically in recent years a newly erected wind turbine is either; 1. Large (>2MW) and typically 
produced by either Siemens or Vestas or 2. Small (<100 kW) and produced by a number of 
manufacturers. 


Since 1980 approximately 7200 wind turbines has been connected to grid in Denmark, where 
approximately 2500 of them has been decommissioned again (most of them to make room for 
newer and/or larger wind turbines). In figure 2 it can be seen that the number of wind turbines 
has grown steady until around year 2000 where the number of wind turbines has decreased, 
but even with fewer wind turbines the total nominal power keeps growing. 
In figure 3 it can be seen that the average wind turbine connected to grid generally grows. 


 
Figure 3 
Average, minimum and maximum nominal power for a wind turbine connected to grid a given 
year 


3. Wind turbines and measurement methods 


The data material for this investigation is a large number of noise measurements performed on 
wind turbines primarily erected in Denmark. Over the years between 1980 to now wind turbines 
has changed largely, both in size but also layout of the blades, the drivetrain and controlling the 
wind turbine. Measuring equipment has also improved rapidly, and the measurement methods 
for wind turbine noise has also improved encompassing both the updated wind turbines and 
using the improved measurement systems. The included data in this document are measured 
according to one of methods described in reference [6 to 10]. Mostly for smaller wind turbines 
the noise development versus wind speed can be described as linear – at least in the wind 
speed range normally measured.  
The wind speed of 8 m/s (referenced at 10 m height) are the common thread for most standard 
noise measurement on wind turbines in Denmark – old as new. Most reports contain also a 
frequency spectrum in some form. It however varies largely how low frequencies are included, 
and whether the resolution of the spectra is in 1/1-octave bands or 1/3-octave bands. In the 
following all wind speeds will be references to 10 m height. 
A short description of the primary of the methods (where the measurement method in general is 
identical): 


 Statutory order number 304 from 1991 [7] (in the following referenced as BEK 304) 


assumes a linear relationship for the noise development, which is used for calculating 


the noise level at 8 m/s. Reports typically shows a 1/1 octave band sound power level 


and the slope of the linear relationship for the development of the sound power level. 


Typical frequency reported frequency range is between 63 Hz and 8 kHz. 


 IEC 61400-11:Ed.2.1 [10] Assumes a 4th order regression to describe the noise 


development (bin analysis if poor fit). Reports typically a 1/3 octave band sound power 







level for wind speeds 6 to 10 m/s and a frequency range between 50 Hz to 10 kHz. In 


recent years often a frequency range down to 10 Hz is reported. 


 Statutory order number 1518 from 2006 [8] (in the following referenced as BEK 1518) 


Uses bin analyses for the wind speeds 6 and 8 m/s. 1/1 octave band sound power levels 


in the frequency area 63 Hz to 8 kHz is required, but often 1/3 octave band sound power 


levels in the frequency range 10 Hz to 10 kHz is reported. 


 Statutory order number 1284 from 2011 [9] (in the following referenced as BEK 1284) 


Uses bin analyses for the wind speeds 6 and 8 m/s. 1/3 octave band sound power levels 


in the frequency area 20 Hz to 10 kHz is required, but often data down to 10 Hz is 


reported. 


In figure 4 is shown the measured noise levels (measured in a distance equal to the total height 
of the wind turbine) for both a small and a large wind turbine. To the left is shown measurement 
result for a small wind turbine and to the right for a large wind turbine. In the figure is shown 
both total noise and background noise. Additionally is on each figure shown the result of 1st 
order regression, 4th order regression and bin analysis. It can be seen that the 1st order 
regression (linear noise development) is a fair fit of the total noise from the small wind turbine, 
where the linear fit for the large wind turbine is poor. The 4th order regression is a fair fit for both 
turbines, but only for the wind speed range where data exists. The bin analysis is generally also 
a fair fit for both turbines as long as there is a sufficient amount of data. 


 
Figure 4 
Measured noise development for two random wind turbines together a 1st order regression, a 
4th order regression and bin analysis. Left: Small wind turbine (< 1 MW). Right: Large wind 
turbine (> 2 MW) 


4. Existing (old) wind turbines 


The investigation for data representing existing and old wind turbines will be based on 
reference [1], [2] and [3] – supplemented by extra data from DELTA’s archives. 


4.1 General spectra for older wind turbines 


As a part of the introduction of Statutory order number 1284 [9] in 2011 a guideline to the 
Statutory order was written [1]. When calculating the noise contribution levels at receivers 
positions all relevant neighbour wind turbines must be included. An investigation was 
conducted to provide a table with data to use if the noise levels of the relevant neighbour wind 
turbines were not known [2]. 
Sound power spectrums for approximately 130 existing Danish wind turbines was sorted into 9 
classes based on nominal power – from 0 kW to 2 MW, where data for domestic wind turbines 
are also included in the lowest class. Each class is based on between 6 to 35 reports with an 
average of 14 reports pr. class. The reports suggest general 1/3-octave sound power 







spectrums for the 9 classes for 6 and 8 m/s (referenced 10 m height) in the frequency range 10 
Hz to 10 kHz, where some data are based on regression. The classes are listed in table 1. 
 


Class 
no 


Nominal power Class 
no 


Nominal power Class 
no 


Nominal power 


1 [0 kW – 100 kW[ 4 600 kW 7 ]750 kW – 1000 kW[ 


2 ]100 kW – 300 kW] 5 660 kW 8 [1000 kW – 2000 kW[ 


3 ]300 kW – 600 kW[ 6 750 kW 9 2000 kW 


Table 1 
Overview of the classes described in [1] and [2]. 
 
The suggested data are based on the 90 percentile of the 1/3 octave spectra in order not to 
underestimate the noise level. However an average spectrum is also found for each class 
which will be used in this study. In figure 5 the sound power level spectra for the 9 classes are 
shown for the wind speeds 6 and 8 m/s. 
 


 
Figure 5 
Average 1/3 octave sound power level spectra from reference [2]. Left: Data for wind speed at 
6 m/s. Right: Data for wind speed at 8 m/s  


4.2 Noise catalogue for older wind turbines in Denmark 


As mentioned in section 4.1 a list with 1/3 octave spectra were found to be used for calculating 
the noise contribution for relevant existing neighbour wind turbines. Using the 90 percentile 
might not be representative for all wind turbines in each class and another investigation was 
performed in order to build a more extensive list with relevant noise spectra [3] for as many 
wind turbines as possible. Data was collected for approximately 300 wind turbines for 89 
different wind turbine types erected in Denmark. Some of the wind turbine types have been 
combined in the data analysis to a final number of 75 different wind turbines types, each based 
on between 1 to 19 wind turbines with an average of 4 wind turbines pr. class. For each of the 
75 wind turbine classes are described 1/1-octave sound power spectrums for 6 and 8 m/s in the 
frequency range 63 Hz to 8 kHz. Only wind turbines which are not sold anymore by 
manufacturers are included in the data material. The nominal power for the described 75 
classes ranges from 11 kW to 2.75 MW. The spectra are shown in figure 6. 







 
Figure 6 
1/3 octave sound power level spectra from reference [3]. Left: Data for wind speed at 6 m/s. 
Right: Data for wind speed at 8 m/s. 
 


4.3 Noise spectra for other wind speeds than 6 and 8 m/s 


The noise spectra shown in section 4.1 and 4.2 are only reported for 6 and 8 m/s which is the 
wind speeds the noise spectra is typically reported in Denmark. In [2], [3] and [4] are assumed 
a linear noise development for other wind speeds. Reference [4] describes that at higher and 
lower wind speeds the correlation can be different, and for turbines with two generators, the 
switching between the two generators can result in a significant change of noise development 
at the wind speed where the switching occurs. It is assumed in this study that the noise 
development for small wind turbines is linear and that the frequency distribution behaves in the 
same way at the different wind speeds. This is probably not always correct, but the frequency 
distribution by other wind speeds than 6 and 8 m/s are mostly unknown or only sporadically 
reported. Probably the spectra changes especially for the highest wind speeds, and especially 
also when switching between generators. This is not methodically reported. For the reports 
DELTA has checked the linear noise development has a good fit with the measured values. 
The majority of these reports has primarily data around and close to 8 m/s, but a few also has 
data at high and low wind.  
 
In order to describe spectra at other wind speeds than 6 and 8 m/s the difference in the 
reported 6 and 8 m/s spectra are used to calculate spectra at other wind speeds following the 
method described in [2] and [3]. For data described in section 4.2 the energy in the 1/1 octave 
bands will be divided into the relevant 1/3 octave bands and combined with interpolation to 
ensure a smooth spectrum, however still ensuring the same energy in each 1/1 octave band. 
For the low frequency part of the data from section 4.2 data from the relevant class in section 
4.1 will be used. 
 
By combining knowledge from section 4.1 and 4.2 1/3 octave band spectra in the frequency 
range 10 Hz to 10 kHz can be calculated/estimated, where two examples of the frequency 
distribution of two random wind turbine classes is shown in figure 7. The greater the difference 
in wind speed is compared to 8 m/s (and 6 m/s) the greater the uncertainty of the data is. 
 
As a result the standard deviation grows with the difference in wind speed to 8 m/s (and 6 m/s). 







 
Figure 7 
Calculated 1/3 octave sound power level spectra for wind speeds from 2 – 14 m/s for two 
randomly selected classes. The blue line shows the spectra at 6 m/s and the red line the 
spectra at 8 m/s. 


5. New wind turbines 


Data on new wind turbines are primarily based on data from DELTA’s archives supplemented 
by received measurement reports. Data are from measurement reports according to [8], [9] and 
[10].  


5.1 Large wind turbines 


For large new wind turbines DELTA has performed a large number of measurements both 
according to the Danish methods [8] and [9] but also according to the IEC method [10]. The 
data for this analysis continues the investigation reported in [5] where additional data has been 
included. Noise from a total of 111 different wind turbines has been included in the study 
primarily measured by DELTA, but a few received measurement reports have been included as 
well. Some of the turbines are measured in different operating modes. Some turbines are 
measured over several days of measurement to catch wind speeds both about 6 m/s and 8 
m/s. In total 156 measurements are included. Figure 8 shows the distribution of these 
measurements on wind speeds. The figure shows that the two distributions are very similar, so 
the comparison of the two types of wind turbines at different wind speeds can be done on a 
consistent basis.  
 


 
Figure 8 
Number of measurements for noise reduced wind turbines and standard wind turbines for 
different wind speeds. 







Primarily measurements covering a wide wind speed range are selected. For most 
measurements only data at 6 and 8 m/s was initially reported, for the other wind speeds similar 
analysis is conducted and 1/3 octave band spectra are calculated for as large a wind speed as 
possible. A few data does not meet all of the requirements of [8] and [9], but is included if a 
further validation estimates that the deviation is not believed to influence the outcome. In figure 
9 is shown the 1/3 octave band frequency spectrum for 6 and 8 m/s for all the data. 
 


 
Figure 9 
1/3 octave band frequency spectrums for all wind turbines used in section 5.1. Left: Data for 
wind speed at 6 m/s. Right: Data for wind speed at 8 m/s. 
 


 
Figure 10 
Noise distribution for different wind speeds for large wind turbines 







 
Data was obtained in the wind speed range 3-12 m/s, with most data from 5-9 m/s. In general 
the noise from the wind turbines increases up to approximately 7 m/s, where it for higher wind 
speeds is approximately constant. In figure 10 is shown the noise distribution for each wind 
speed bin centre. The thin coloured lines shows data for each measurement, where the grey 
area marks the minimum and maximum of the data. A thick black line shows the average value 
together with the standard deviation. It can be seen that data below 7 m/s can be represented 
by a linear regression (shown with thick blue lines) and that data from 7 m/s and up can be 
represented by another linear regression (shown with thick yellow lines).  
 
Data is divided into 6 classes which together represent the majority of the wind turbines erected 
in Denmark since approximately 2006. Each class is divided into two subclasses, one with 
noise reduced wind turbines and the other with standard wind turbines. To represent the 
remaining wind turbines the last class contains all data, again divided into noise reduced and 
standard wind turbines. The amount of data differs for each class, where especially the wind 
speed distribution differs. To obtain data for all wind speeds for each class from 3 to 14 m/s 
linear regression is used on the group of data below 7 m/s and again on the group of data from 
7 m/s and up. This is used to find a noise development for each class for each wind speed from 
3 to 14 m/s.  
Accordingly all frequency spectra below 7 m/s are grouped together and normalized to the 
same total sound power level where after an average 1/3 octave band frequency spectrum is 
calculated to represent the low wind speeds. The same method is used for data with wind 
speeds from 7 m/s and up.  
Finally for each wind speed with no or only one data set the average frequency spectra for 
either low or high wind speed is used adjusted to the noise development found above. All data 
are visually inspected to ensure validity of the data. 


5.2 Domestic wind turbines 


For the domestic wind turbines the procedure in general are identical to the procedure followed 
for new wind turbines (see section 5.1), except that a linear relationship is found for all wind 
speeds as for with the old/existing wind turbines. DELTA has measured noise from a number of 
domestic wind turbines. These data are supplemented with received data. 


6. Data validity 


For all spectra are calculated a standard deviation (either in the referenced reports or 
calculated on data). For a wind speed with only one spectrum or with no spectra a standard 
deviation cannot be calculated. Instead a value is calculated based on available data. In the 
calculation a “penalty” is added representing the distance to wind speeds with measured data. 


6. Tonality number 


For all wind turbine classes are indicated a tonality number based on available reports. In 
Danish legislation tonality are primarily assessed at a distance from the wind turbine equal to 
the total height of the turbine (referred to as the IEC distance) and sometimes also at neighbour 
distance. For this investigation the following indicators are used: 


 -1: No knowledge whether this turbine class has audible tones 


 0: No clearly audible tones at IEC distance is found for this wind turbine class 


 1: There are cases with clearly audible tones at the IEC distance, but no cases are 


known of clearly audible tones at neighbour distance 


 2: There are cases of clearly audible tones at neighbour distance 


The assessment of tonality is performed according to reference [11] and for old turbines 
generally evaluated around 8 m/s. Since 2006 the assessment are generally evaluated around 
6 and 8 m/s. Generally there is no knowledge of the tonal content at other wind speeds. 







Not all reports contain assessment of tonality, which especially is the case for the oldest 
measurement. 


7. Conclusions 


Noise regulation for wind turbines in Denmark are based on sound power level measurements 
primarily following the statutory orders 304, 1284 or 1518 [7, 8 and 9], which are comparable 
with the IEC 61400-11 [10]. Measurements are performed in a distance from the wind turbine 
approximately equal to the total height of the wind turbine. 
 
Combining reference [2], [3] and [5] with additional noise data 100 wind turbine classes are 
formed with noise data for 1/3 octave band sound power level spectra for wind speeds from 3 
to 14 m/s referenced 10 m height. For each 1/3 octave band for each wind speed are found a 
validity value, which describes the validity of the data. Additionally for each class are described 
a tonality value, which add information of tonality around 6 and 8 m/s (if known). 
 
The classes are: 
Class 1-9: Based on reference [1] and [2] 
Class 10: Domestic wind turbines 
Class 11-86: Based on the 75 classes in reference [3] 
Class 87-100: New wind turbines 
 
The 100 classes are then used to calculate the noise from the approximately 7200 onshore 
wind turbines in Denmark in the years 1982 to 2013. 
 
The noise development for different wind speeds for the 100 classes are shown in figure 11. 


 
Figure 11 
Sound power level for the 100 classes for wind speeds from 3 to 14 m/s 
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Abstract


This paper extends previously published TNO-Blake methods to
predict airfoil broadband self-noise due to interaction of a turbulent
boundary-layer with a sharp trailing edge. The method presented
herein combines Blake’s model to predict surface pressure fluctua-
tions and Amiet model to predict trailing edge noise emission. The
Blake method is based on the solution of the Poisson equation as an
integral of the mean-shear turbulent source interaction, over the en-
tire boundary layer thickness. A recent advances in description of
streamwise turbulent intensity are employed to avoid tuning parame-
ters. Surface pressure spectra are measured with remote microphones
and compared to the prediction. In the next step, the wavenumber-
frequency spectrum as predicted by the TNO model was utilized as an
input to the Amiet model to evaluate the far-field trailing edge noise.
Agreement between measurements and both predictions are generally
within 2 dB.
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1 Introduction


Wind is a clean and sustainable source of energy. However, a major hindrance
to the further adoption of onshore wind-farms is the noise emitted from the
wind turbine blades [1]. Wind turbine noise can be divided into mechani-
cal noise, emitted by the gearbox, and flow-induced noise generated by the
rotating blades. Mechanical noise can be diagnosed and treated by apply-
ing standard engineering methods. Aerodynamic noise, on the other hand,
dominates the overall levels and is still being understood at a fundamental
level.


Aerodynamic sound is produced by the interaction of the flow with a lift-
ing surface, and may originate from a number of sources, including tip vor-
tices, turbulence of the incoming flow interacting with the blade, and airfoil
self-noise. Brooks et al. [2] has identified the following five self-noise mech-
anisms: turbulent boundary layer trailing edge interactions, the separated
boundary layer, the laminar boundary layer vortex shedding, and trailing
edge bluntness resulting in vortex shedding noise and tip vortex formation
noise. Provided that the lifting surface is not stalled, the most significant
source of broadband noise is due to the interaction of the turbulent boundary
layer with the trailing edge.


The unsteady pressure developed beneath a turbulent boundary layer on
the wall is referred to the blocked pressure. It is twice the pressure that a
nominally identical flow would produced if the wall was absent [3]. In the
analysis in this paper the turbulent boundary layer wall–pressure is expressed
in terms of its wave number-frequency spectrum. This consists of two distinc-
tive regions; the acoustic region where wave components propagate at least
as fast as the acoustic wave speed and therefore radiate efficiently to the
far field, and the convective hydrodynamic region, where wave components
convect slower that the acoustic wave speed and therefore do not radiate
efficiently to the far field. Pressure fluctuations within the convective region
are much greater that the acoustic region. Even though the radiation from
this region is inefficient, it becomes the main source of noise upon interac-
tion with surface roughness and/or other discontinuities (ribs, rivets, joints,
etc.) at which convective energy is scattered into radiating components with
supersonic wave speeds. This is mechanism associated with trailing edge
self-noise.


When an airfoil is situated in a quiet (low-turbulence) flow it radiates
broadband noise due to turbulent-boundary layer vortical structures devel-
oped along the airfoil surface with the trailing edge. Ffowcs-Williams and
Hall [4] were the first to recognize this significance of the trailing edge airfoil
self-noise. They derived an analytic expression for the far-field noise radia-
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tion that showed that the noise intensity depends on the 5th power of flow
velocity. While noise emission from a turbulent boundary layer, without a
solid boundary, depends on the 8th power of flow velocity [5]. This implies
that at low Mach numbers noise production is greatly amplified by the edge
of the blade.


The effect of a sharp trailing edge is to scatter pressure fluctuations
beneath the turbulent boundary-layer from relatively short hydrodynamic
waves that do not radiate to the far-field into acoustic waves that have much
longer wavelength. Early predictions of the far-field broadband noise, for
example by Chandiramani [6] and Chase [7, 8], make the assumption a semi-
infinite rigid-plate. In this formulation the radiated pressure involves cal-
culation of the diffraction of short (U/f) hydrodynamic waves by the sharp
edge into sound with larger wavelength (c/f). These early studies make the
assumption that the leading edge is sufficiently far upstream of the trailing
edge for secondary leading edge interaction to be neglected. While this is
a good approximation at sufficiently high frequency, at low frequency the
effect of the finite chord, as well as secondary diffraction by the leading edge
must be included. The effect of finite chord length was later introduced by
Amiet [9, 10], although the effect of secondary interaction by the leading edge
were not included. Roger and Moreau [11] included this effect, which they
showed was important only at very low frequencies. An alternative approach
that takes into consideration the finite chord was proposed by Howe [12],
which is consistent with the Amiet formulation in the low Mach number
limit. Despite these later developments the approximation of semi-infinite
chord is still widely used. In the low frequency limit the airfoil chord be-
comes acoustically compact and the radiation directivity is of classical lift
dipole type, sin2(θ). As the frequency increases, main lobes are introduced
and tent towards the limiting pattern sin2(θ/2) of a semi-infinite half-plane.


Since the source of airfoil trailing edge self-noise is the turbulent bound-
ary layer an accurate description of its statistical characteristics close to
the trailing edge just before it convects over the trailing edge is essential.
In the form of solution investigated in this paper knowledge of the surface
pressure wavenumber-frequency spectra is required at a position close to the
trailing edge, but not too close such that the surface pressure is affected by
back scattering of incident waves by the trailing edge. The prediction of the
wall pressure fluctuations beneath a turbulent boundary layer on a flat plate
was first treated by Kraichnan [13] from solutions of the Poission equation,
which governs the relationship between the fluctuating pressure and veloc-
ity through the boundary layer. The solution to Poisson’s equation implies
that pressure at the airfoil surface due to the turbulent boundary is affected
by turbulent velocity fluctuation across the entire boundary layer. Smaller
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eddies situated close to the inner region of the boundary are generally re-
sponsible for high frequency fluctuation while the large eddies situated in
the outer region are responsible for the lower frequencies. A widely used
model to describe the surface pressure fluctuations based on the solution to
Poisson’s equation has come to be referred to as the TNO model, which was
developed from the work of Blake [14] and later extended by Parchen [15].
The original TNO model, and most other version of this approach, make the
assumption of a semi-infinite plane and is therefore only valid in the high
frequency limit [16, 8].


The TNO-Blake model has been studied in detail by the Institute of Aero-
dynamics and Gas Dynamics (IAG) research group [17, 18, 19]. The bound-
ary layer parameters required by the model were measured at the trailing
edge of large scale airfoil models in the closed-section laminar wind-tunnel at
the IAG. Far-field noise was estimated based on the coherent particle veloc-
ity at two hot wire probes in order to reject background noise in the closed
tunnel [20]. These measurements, led to the conclusion that the original as-
sumption of local isotropy in the turbulent boundary layer was incorrect and
the TNO-Blake model was further modified to include anisotropy in which
the turbulence intensity and integral length-scale were allowed to be different
in the three orthogonal directions [17]. Anisotropy was introduction through
the introduction of ‘stretching’ coefficients in order to vary the ratios be-
tween streamwise and transverse mean square velocities and length-scales.
Recent work of Bertagnolio et al. [21] revisited the original model derivation
by Blake [14] and discuss the effect of pressure gradient in the estimation of
the surface pressure fluctuations and by considering a frequency-dependent
vertical correlation length. The introduction of anisotropy by these authors
provided much better predictions of the surface pressure and far field noise
spectrum. However, all of this work required the stretching coefficients to be
‘tuned’ by adjusting them to give best fit to the data. One of the innovations
of the present work is that this empiricism is avoided by employing stretch-
ing coefficients consistent with classical values for a fully turbulent boundary
layer.


In this paper we propose a number of modification to the TNO-Blake
model with the main objective of removing adjustable empirical constants.
Model predictions are compared against surface pressure and far field noise
spectra measured in an open jet facility at the University of the Southamp-
ton. The main innovations in the model are summarised herein: (1) the well
ratios between mean square velocities and length-scale for a fully turbulent
boundary layer are chosen thereby removing the requirement for empirical
tuning parameters; (2) the effect of finite length of the airfoil chord we incor-
porate Amiet [9] radiation formula to describe the radiation of sound to the
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far-field; (3) Recent developments in describing turbulent layer intensities
as a function of the mean profile incorporating and validating. The model
will also be assessed in comparison to integral boundary-layer parameters
predicted with empirical functions and XFOIL code [22] panel method.


We begin with describing the experimental apparatus used to measure
surface pressure, boundary layer profiles and far field noise by a NACA0012
airfoil in an open jet wind tunnel facility in §2. The formulation of the broad-
band trailing edge noise model is derived in §3. Validation of the boundary-
layer parameters modelling is presented in §4, and evaluation of the surface
point spectra and far-field noise are presented in section §5. Finally, we dis-
cuss the findings significance and error in the comparison between prediction
and measurement and conclude in section §7 with discussions of the results
and inherent weaknesses in the formulation.


2 Experimental apparatus


In this section we describe the aerodynamic and aeroacoustic measurements
that were conducted at the open-jet facility at the Institute of Sound and
Vibration Research (ISVR) for the purpose of validating the self-noise pre-
diction model.


Experimental set-up


Free-field measurements of the self-noise of a NACA-0012 airfoil section were
made in the open free-jet anechoic wind-tunnel facility at the ISVR. The size
of the anechoic chamber is 9.15×m×9.15 m× 7.32 m. The walls of the cham-
ber are acoustically treated with glass-wool wedges to approximate free-field
conditions above about 80 Hz. The wind-tunnel nozzle exit is of rectangular
cross-section with dimensions of 0.15 m in height and 0.45 m in width. With
this nozzle, the wind-tunnel can reach speeds as high as U∞ = 100 m/s.
Within the potential core the flow turbulence intensity is less than 0.1%.
Background noise levels are generally low except at very low frequencies,
typically less than a few 100 Hz, due to turbulent mixing in the jet. A more
detailed description of this facility and its characteristics can be found in
Chong et al. [23, 24].


To ensure two-dimensionality of the flow field the NACA-0012 airfoil sec-
tion was positioned horizontally between two end plates, which are rigidly
attached to the nozzle. The airfoil leading-edge was located 0.145 m down-
stream of the nozzle exit which is well within the potential core of the jet.
The NACA-0012 airfoil under investigation here has a chord of c = 0.2 m


5







x


c


x


x


(a)


x


c


x


rm


(b)


Figure 1: Schematic of the airfoil and the coordinate system.


and span of L3 = 0.45 m. The four wind speeds under the investigation
here are U∞ = 20 m/s, 40 m/s, 60 m/s, and 80 m/s, corresponding to a chord
based Reynolds number Rec = U∞c


ν
and Mach number M = U∞


c0
in the range


2.6× 105 < Rec < 2.6× < 106 and 0.06 < M < 0.23, respectively, where ν is
the kinematic viscosity and c0 is the speed of sound.


In order to prevent instability noise from the trailing edge, the flow at
−0.82 < x1/c < −0.76 of NACA-0012 model was tripped using a roughness
strip on both suction and pressure sides to ensure fully developed turbulent
boundary layer. The origin of the coordinate system is in the mid-span x3 of
the trailing edge, as shown in Figure 1(a). The x1-axis is in the direction of
the mean flow and the x2-axis is in the wall-normal direction.


Model instrumentation and aeroacoustic measurements


For the measurement of surface pressure fluctuations near the trailing edge
the airfoil section was instrumented with remote microphone. Microphones
are connected to a surface pinhole by a tube that runs from the pressure
tap along an inner passage through a T-junction in which a miniature mi-
crophone is inserted. The other end of the T-junction is sealed in the end
of a long (about 3m long) tube to avoid reflections. The unsteady sur-
face pressure measurements were performed with microphones FG-3329-P07
from Knowles Electronics that are 2.5 mm diameter omnidirectional electret
condenser microphones. The microphone calibration was made in-situ by
comparing their frequency response to the equivalent response of a reference
B&K 1/2′′ condenser microphone.


Free-field noise measurements were acquired with a microphone array
comprising 11 free-field B&K 1/2′′ condenser microphones (model 4189) with
pre-amplifiers (model 2669) situated over an arc outside the jet shear-layers at
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a radial distance from the airfoil mid-chord origin of 1.18 m. The microphones
were positioned at an angular range of 40◦ < θm < 140◦ every 10◦. The angle
of radiation θm is referenced to the direction of the incident flow with the
origin at the trailing edge, shown in Figure1(b).


A correction to propagation angle and amplitude due to shear-layer re-
fraction was applied according to Amiet [25]. The microphones were cal-
ibrated in-situ using a B&K − 4231 Sound Calibrator at a frequency of
1 kHz. The data were sampled using a 24bit National Instruments data
acquisition system at a frequency of 50 kHz for a sample period of 10 sec-
onds. The far-field and surface pressure fluctuations are normalized relative
to Pref = 20× 10−6 Pa.


Hot-wire anemometry


Boundary-layer velocity profiles were acquired with hot-wire anemometry.
A single hot-wire probe (Dantec type 55P11) was driven using a standard
constant temperature anemometry bridge (AA Lab System) operated at an
overheat ratio of 1.5. The hot-wire sensor was calibrated in the free-stream
against a standard Pitot tube. The calibration function applied was a third-
order polynomial that was fit to the calibration data pairs (including the
voltage at zero velocity). The preliminary wall position of the sensing element
was obtained optically and was adjusted by fitting the near-wall data to
a prescribed mean velocity distribution. To ensure convergence of mean
statistics the signals were acquired for a period of 60 seconds at sampling
frequency of 20 kHz. Hot-wire data was acquired at two free-stream speeds
of U∞ = 20 m/s and 40 m/s.


3 Formulation of the broadband trailing edge


noise model


Far-field power spectral density


The prediction of broadband acoustic pressure radiated to the far-field from
a stationary airfoil of chord c and span L3 in a uniform streamwise speed
U∞ was considered by Amiet [9]. This theory links the radiated far-field
power spectral density of the acoustic pressure Spp(x1, x2, x3 = 0, ω) to the
wall pressure wavenumber-frequency spectrum Pw(k1, k3, ω) in the vicinity
of the trailing edge.


Under the assumption of a large span, the general expression for Spp at
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frequency ω for an observer positioned in the mid-span (x3 = 0) is given by


Spp(x1, x2, x3 = 0, ω) =


(
ωcx2


4πc0σ2


)2
πL3


2∫ ∞
−∞
|L (k1, k3 = 0, x1, x3, U∞, Ūc)|2P̂w(k1, k3 = 0, ω)dk1 (1)


where c0 is the speed of sound, and k1 and k3 are the streamwise and span-
wise wavenumbers, respectively, σ2 = x2


1 + β2x2
2 is the flow corrected radial


distance, with β2 = 1 − M2. Here Ūc represents the effective convection
speed of the boundary layer flow over the airfoil surface and is the net result
of eddies of different size convecting at different speeds across the boundary
layer.


In this formulation the boundary layer is characterised in terms of the
wavenumber-frequency spectrum of the wall pressure close to the trailing
edge. It can be determined by the Fourier transform of the corresponding
spatial and temporal correlation function R(ξ1, ξ3, τ) defined by


Pw(k1, k3, ω) =
1


(2π)3


∞∫∫∫
−∞


R(ξ1, ξ3, τ)e−i(k1ξ1+k3ξ3+ωτ)dξ1dξ3dτ (2)


or via the Inverse Fourier Transform


R(ξ1, ξ3, τ) =


∞∫∫∫
−∞


Pw(k1, k3, ω)ei(k1ξ1+k3ξ3+ωτ)dk1dk3dτ (3)


where (ξ1, ξ3) represent streamwise and spanwise coordinates confined to the
plane of the airfoil boundary surface. The space-time correlation of the wall
pressure fluctuating component is defined by


R(ξ1, ξ2, τ) = 〈pw(x1, x3, t)pw(x1 + ξ1, x3 + ξ3, t+ τ)〉 (4)


where the angle brackets 〈...〉 denote time or ensemble average. The term
L (k1, k3 = 0, x1, x3, U∞, Ūc) is the acoustically weighted unsteady lift
function over the surface x1 and x3 due to an impinging turbulence with
wavenumber k1 and k3, defined according to Refs. [9, 10, 26]


|L | = 1


θ


∣∣∣∣∣(1 + i)


{√
1 +M + K̄x1/µ


1 + x1


σ


E∗[2µ(1 +
x1


σ
)]e−i2θ − E∗[2((1 +M)µ+ K̄x1)]


}
+ 1}


∣∣∣∣∣
(5)
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where


θ = K̄x1 + µ
(
M − x1


σ


)
, K̄x1 = ω/Ūc, µ =


Mωb


Uβ2
(6)


and E∗(x) represents the complex Error function


E∗(x) =


∫ x


0


e−iξ0√
2πξ0


dξ0 (7)


and is deduced in practice from a combination of Fresnel integrals.
It should be noted that the Amiet model was recently extended by Roger


and Moreau [11] to take into the account secondary scattering of sound by the
leading-edge. The back-scattering leading-edge correction is found partially
to cancel the contribution from the main trailing edge term at low acoustic
wavenumbers k0 = ω/c0 and it vanishes in the high frequency limit k0c→∞.


For frozen turbulence the streamwise wavenumber is equal to k1 = ω/Ūc,
and Eq.(1) takes the form


Spp(x1, x2, x3 = 0, ω) =


(
ωcx2


4πc0σ2


)2
πL


2Ūc


|L (ω/Ūc, k3 = 0, x1, x3, U∞, Ūc)|2Pw(ω/Ūc, k3 = 0, ω). (8)


Modelling wavenumber-frequency spectra of surface pres-
sure


Poisson equation for a turbulent shear-flow


The wall pressure fluctuations beneath an incompressible turbulent boundary
layer are governed by the Poisson equation [13, 14], which is derived by taking
the divergence of the Navier-Stokes [27, 28] equation and then using the
continuity equation to drop terms. By performing Reynolds decomposition
of the flow and subtracting the mean equation from the equation involving
fluctuating quantities, we can obtain the following relation for the fluctuating
pressure


∇2p = q(ξ1, ξ2, ξ3, t) (9)


where


q(ξ1, ξ2, ξ3, t) = −2ρ
∂uj
∂xi


∂Ui
∂xj
− ∂2


∂xi∂xj
(uiuj − uiuj) (10)


Here ρ is the fluid density, and ui and p are the velocity and pressure fluc-
tuations, respectively. Upper case symbols denote the mean quantities and
the lower case symbols denote fluctuating quantities, where overbar denotes
the time average.
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The first source term on the right hand side of Eq.(10) is due to tur-
bulence interactions with the mean-shear (MS); the second term represents
turbulence-turbulence (TT) interactions. In shear-flows, the MS turbulence
interactions are generally an order of magnitude higher than the TT inter-
actions [13]. Adopting the standard boundary layer approximation, whereby
the mean streamwise velocity component U1(x2) is assumed to vary only in
the x2 direction (normal to the wall), and applying the continuity equation
for the fluctuating velocity ∂ui/∂xi = 0, yields the source term q(ξ1, ξ2, ξ3, t)
in Poisson equation which now simplifies to


q(ξ1, ξ2, ξ3, t) = −2ρ
dU1


dx2


∂u2


∂x1


(11)


where dU1/dx2 denotes the mean-shear and u2 is the velocity component
normal to the airfoil surface.


Spectral solution of the Poisson equation


The solution to the Poisson Eq.(11) in free space can be expressed as the
convolution of the source terms q(ξ1, ξ2, ξ3, t) and the free field Green function
integrated over the fluid volume V– (y)


p(x1, x2, x3, t) =


∞∫∫∫
∞


q(ξ1, ξ2, ξ3, t)


4π|x− ξ|
dV– (ξ) (12)


The wall boundary condition on the rigid wall surface, ∂pw/∂x2 = 0, can be
treated using the method of images, where the pressure pw, which develops
beneath a turbulent boundary layer on the wall, is twice the pressure that
would be produced by a nominally identical flow in the absence of the wall [3].
The solution for the surface pressure is now modified as,


pw(x1, x3, t) =


∞∫
0


dξ2


∞∫∫
−∞


q(ξ1, ξ2, ξ3, t)


2πr
dξ1dξ3. (13)


where r =
√


(x1 − ξ1)2 + ξ2
2 + (x3 − ξ3)2 . It is convenient to solve Eq.(13)


in terms of spectral variables [29, 30] and hence obtain the solution for the
pressure wavenumber-frequency spectrum, which is simply the time-space
Fourier transform of pw(x1, x2, x3, t)


p̂w(k1, k3, ω) =
1


(2π)3


∞∫∫∫
−∞


pw(x1, x3, t)e
−i(k1x1+k3x3)eiωtdx1dx3dt. (14)
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Substituting Eq.(13) into Eq.(14) yields an expression containing six integrals
that may be simplified by changing the orders of integration, so that the
integration over the 1, 3 plane is performed first. Provided that each layer is
sufficiently large, the surface integral is straightforward [31] using the Fourier
Transform of r−1 and the definition of Dirac delta function


1


2π


∞∫∫
−∞


e−i(k1x1+k3x3)


r
dx1dx3 =


e−kξ2


k
e−i(k1ξ1+k3ξ3) (15)


where k =
√
k2


1 + k2
3 is the magnitude of the wavenumber.


û2(k1, x2, k3, ω) =
1


(2π)3


∞∫∫∫
−∞


u2(x1, x2, x3, t)e
i(k1x1+k3x3)eiωtdx1dx3dω (16)


where u2(k) is the wavenumber spectrum of vertical velocity component
u2(x1, x2, x3, t) through the boundary layer. Recalling the differential prop-
erty of ∂u2/∂x1 is equal to k1û2(k1, x2, k3, ω) in the Fourier transform, the
spectral solution of the surface pressure may be obtained as


p̂w(k1, k3, ω) = −2ρ


∞∫
0


∂U1


∂x2


k1


k
û2(k1, x2, k3, ω)e−x2kdx2 (17)


Since broadband trailing edge noise is a stochastic phenomenon, it is useful
to work with pressure wavenumber-frequency spectral densities. and hence
obtain the solution for the pressure wavenumber-frequency spectrum, which
is simply that the turbulent pressure field and velocity field u2(x2) are spa-
tially homogeneous (i.e., its correlation function only depends on separation
distance) and stationary with respect to time. Under these assumptions


Pw(k1, k3, ω)δ(k1 − k′1)δ(k3 − k′3)δ(ω1 − ω′1) =


〈p̂w(k1, k3, ω)p̂?w(k′1, k
′
3, ω


′)〉 (18)


and


φ22(k1, x2, x
′
2, k3, ω)δ(k1 − k′1)δ(k3 − k′3)δ(ω1 − ω′1) =


〈û(k1, x2, k3, ω)û?(k′1, x
′
2, k
′
3, ω


′)〉 (19)


where ? represents the complex conjugate, and δ is the Dirac delta function.
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The multiplication of the amplitude spectrum and its subsequent aver-
aging yields an expression which needs to be integrated twice with respect
to the independent coordinates x2 and x′2 . Combining Eq.(17) with Eq.(18)
yields an expression for the wavenumber-frequency spectrum of the surface
pressure fluctuations


Pw(k1, k3, ω) = 4ρ2k
2
1


k2


δ∫
0


dx2


δ∫
0


dx′2


√
u2


2(x2)u′22(x′2)
∂U1(x2)


∂x2


∂U1(x′2)


∂x2


φ̃22(k1, x2, x
′
2, k3, ω)e−|k|(x2+x′2) (20)


where φ̃22(k1, x2, x
′
2, k3, ω) is the cross-spectral density of the vertical veloc-


ity fluctuations. Finally, we make the approximation to φ̃22(k1, x2, x
′
2, k3, ω)


that was first introduced by Blake [14] and Parchen [15], which essentially
separates the various spatial and wavenumber components according to


φ̃22(k1, x2, x
′
2, k3, ω) = Λ2|22(x2)δ(x2 − x′2)u2


2(x2)φ22(k1, k3)φm(ω − Uc(x2)k1)
(21)


where Λ2|22(x2) is the vertical integral length scale, φ22(k1, k3) is the di-
mensionless energy density of the vertically directed velocity fluctuations,
and φm(ω − Uc(x2)k1) is the moving axis spectrum that describes how the
φ22(k1, k3) spectrum of the vertical velocity fluctuations is distorted as a
result of the generation and distortion of the eddies during the convection
over the trailing edge at a convection speed Uc(x2). Integration of Eq.(18)
with respect to x′2 yields the final expression for the of the wall pressure
wavenumber-frequency spectral density


Pw(k1, k3, ω) = 4ρ2k
2
1


k2


δ∫
0


Λ2|22(x2)


(
∂U1(x2)


∂x2


)2


u2
2(x2)φ22(k1, k3)φm(ω − Uc(x2)k1)e−2|k|x2 .dx2 (22)


Point Frequency Spectrum and Spanwise Correlation Length


The largest contribution to Pw(k1, k3 = 0, ω) arises from the streamwise
turbulence wavenumber components k1 in the vicinity of the convective ridge.
We now make the usual assumption of ‘frozen’ turbulence where turbulence
is assumed to convect unchanged as it passes over the trailing edge. In this
case the streamwise wavenumber at any location in the boundary layer x2


takes the form k1 = ω/Uc(x2), where Uc(x2) is the local mean convection
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velocity. Thus, under the ‘frozen’ turbulence assumption the moving axis
spectrum can be simplified to


φm(ω − Uc(x2)k1) = δ(ω − Uc(x2)k1). (23)


The validity of this assumption was previously demonstrated by several au-
thors where it was shown that it gives similar results to a Gaussian function
of finite temporal correlation time [21].


In order to predict surface pressure spectra the frequency-wavenumber
spectrum defined in Eq.(22) is integrated over all wavenumber components k1


and k3. After making the frozen gust assumption the integral over k1 yields
the delta function as defined in equation. The surface pressure frequency
spectrum can be obtained by integrating equation Eq.(22) over k3 which can
be approximated by the introduction of the spanwise correlation length


Π(ω) =
π


Uc


1


Λp|3
Pw(k1 = ω/U1(x2), k3 = 0) (24)


where the spanwise frequency-dependent correlation length Λp|3(ω) is given
by


Λp|3(ω) =


∫ ∞
0


√
γ2(ω,∆ξ3)d(∆ξ3) (25)


where γ2(ω,∆ξ3) is coherence function between two microphones separated
spanwise distance ∆ξ3


γ2(ω,∆ξ3) =
〈pw(x1, x2 = 0, x3, ω)p?w(x1, x2 = 0, x3 + ∆ξ3, ω)〉


pw(x1, x2 = 0, x3, ω)pw(x1, x2 = 0, x3, ω).
(26)


The product on the right hand side of Eq.(24) is precisely the source term
in Eq.(1) of Amiet’s broadband trailing edge model. The point wall pressure
frequency spectrum Π(ω) may be measured by a single pressure transducer
on the airfoil surface and the spanwise correlation length Λp|3(ω) can be
estimated from the coherence measurements between the surface pressure at
a finite number of lateral spanwise points. It should be noted that in the
case of a curved surface such as an airfoil, the precise value of Λp|3(ω) can be
different from the one presented in Eq.(25).


Combining Eqs.(24) and (23) and utilizing the sifting property of the
Dirac delta function we may write,


∞∫
−∞


f(k1)δ(ω − Uc(x2)k1)dk1 =
1


Uc(x2)
f


(
ω


Uc(x2)


)
(27)
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which allows Eq.(22) to be further simplified to


Π(ω) =
4πρ2


Λp|3(ω)


δ∫
0


Λ2|22(x2)Uc(x2)


[
∂U1(x2)


∂x2


]2
u2


2(x2)


U2
c (x2)


φ22(ω/Uc(x2), k3 = 0)e−2|k|x2dx2. (28)


Note that in Eq.(28) we have introduced a factor of 2 to recognise the fact
that the point spectrum Π(ω) is symmetric about x2 = 0.


4 Evaluation of boundary layer parameters


In the current work the terms introduced in Eq.(28) are estimated with
the XFOIL code [32] and empirical boundary-layer functions. Examples
of some well-known prediction codes that utilize the XFOIL code include
NAFNoise [33], RISO-XFOIL [34, 35], Xnoise [19, 36, 37, 38, 17]. The XFOIL
code is a panel method that provides boundary-layer integral properties, such
as displacement δ∗ and momentum θ thickness, and skin friction coefficient.
However, the code does not provide direct information about the wall-normal
thickness or velocity profiles, which is essential for the evaluation of the source
terms in the prediction model described by Eq.(28).


Mean-shear


The mean-shear term ∂U1/∂y2 can be modelled with the log-wake law [39].
The law of the wall is an empirically-determined relationship governing the
behaviour of turbulent flows near solid boundaries. The streamwise velocity
U1(x2) outside the viscous-dominated near-wall region is a sum of a logarith-
mic part and a wake component. The variation of the normalized mean ve-
locity U+


1 = U1(x2)/uτ with normalized distance from the wall x+
2 = x2uτ/ν


is therefore described by


U+
1 (x2) = k−1 lnx+


2 +B +
2Πw


k
sin2


(πx2


2δ


)
, (29)


where uτ is the friction velocity, and k and B are the von-Kármán and an
additive empirical constants, respectively. There is much debate over the
exact empirical constants, here empirical values of k and B are 0.38 and 5,
respectively. The friction velocity uτ =


√
τw/ρ can be defined with the local


shear stress τw, which is estimated with the XFOIL code via the local skin
friction coefficient Cf = τw/0.5ρU


2
∞.
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Figure 2: Measured and predicted streamwise (a) mean and (b) turbulent
intensity profiles over the NACA-0012 airfoil section at Rec = 260× 103 and
520 × 103. The measured velocity profile were acquired at x/c = −0.025.
Superscripts m and p indicate measured and predicted profiles.


The last term in Eq.(29) is the Coles’s [39] wake function, as defined by
Hinze [40]. It takes into the account the effect of adverse pressure gradient on
the mean streamwise velocity component. The pressure gradient parameter
Πw = 0.8(β + 0.5)3/4 is a function of the local pressure gradient dCp/dx1


and wall shear stress τw, with β = δ∗/τwdCp/dx1. The boundary layer thick-
ness may be estimated from the following empirical relation suggested by
Drela [22] can be applied


δ = θ


(
3.15 +


1.75


H − 1


)
+ δ∗ (30)


where H = δ∗/θ is a kinematic shape factor.
A comparison between the measured and predicted streamwise mean and


turbulent intensity velocity profiles measured upstream of the trailing edge
of a NACA-0012 airfoil at two flow speeds U∞ = 20 m/s and 40 m/s (corre-
sponding to Rec = 260 × 103 and Rec = 520 × 103) is shown in Figure 2.
The boundary layer profiles were measured at x/c = −0.025. Distance from
the airfoil surface was estimated with digital photography by setting it as
half the distance from the wire to its image, as reflected in the polished wall
surface. The thickness of tripped boundary layer for both flow speeds was
in order of δ ≈ 10 mm,which is in agreement with the the measurements
reported by Sagrado [41]. Estimated boundary layer profile with Eq.(29)is
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plotted for reference. Note that the boundary layer near the trailing edge is
subject to an adverse gradient and is not fully developed.


Turbulence intensities


Eq.(28) for airfoil surface pressure spectrum and Eq.(1) for self-noise requires
the variation of turbulence intensity normal to the airfoil u2(x2)/U∞ direc-
tion. However, in practice the measurement of the velocity in the normal
direction is not straightforward due to relatively large physical size of x-wire
probe, compared to the thickness of the boundary layer. Kamruzzaman et
al. [17] estimated the wall normal intensity using the Prandtl’s mixing-layer
hypothesis. However, this approach fails to predict the fluctuation level and
the maximum location in the near wall region.


In this paper we set the ratios of mean square velocity to those of an
incompressible zero pressure gradient boundary-layer, i.e. in the following
empirical ratios u2


2 = 1
2
u2


1 and u2
3 = 3


4
u3


1 [42]. These ratios are of course
not constant throughout the boundary layer and might be influenced by the
local pressure gradient. However, they are usually reckoned to be a good
approximation [43, 44] provided the pressure gradient is not significant and
the boundary-layer remains attached.


One of the main contributions of this paper is the use of recent work of
Alfredsson et al. [45, 46] to estimate the variation of mean square turbulence
velocity. They showed that the streamwise turbulence intensity u1(x2)/U∞
through the boundary layer could simply deduced from the mean stream-
wise velocity profile. This relationship was found valid starting within the
logarithmic layer, and continuing throughout almost the entire outer region.
Alfredsson et al. [45, 46] showed that for a zero-pressure gradient boundary-
layer the turbulence intensity u1(x2)/U∞ decreases almost linearly with the
normalized streamwise velocity component U1(x2)/U∞ according to the fol-
lowing empirical relation


u1(x2)


U1(x2)
=


(
a+ b


(
U1(x2)


U∞


))
Q


(
U1(x2)


U∞


)
(31)


where a = 0.2909 and b = −0.2598 are empirical constants [46]. Note that
this linear relation is independent of the Reynolds number. Since the mean
streamwise U1(x2) velocity approaches the free-stream velocity much faster
than u1(x2) in the free-stream region, a correction factor is introduced


Q


(
U1(x2)


U∞


)
= 1− e−γ(1−U1(x2)/U∞) (32)


where γ = 64.
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Figure 3: Streamwise turbulent intensity u1/U∞ plotted against the stream-
wise mean velocity. Superscripts m and p indicate measured and predicted
profiles. The dashed lines correspond to estimation of u1/U∞ based on mea-
sured and predicted U1/U∞ and Eq.(31)


The Alfredsson relation was verified only for fully developed canonical
flows, such as boundary layers and pipe and channel flows, and further veri-
fication was required. In the current work this relation was verified with the
boundary layer profiles shown in Figure 2. This data is plotted in the form of
a diagnostic plot in Figure 3. The streamwise turbulent intensity in the outer
region collapses on a straight line as a function of U1(x2)/U∞, independently
of Reynolds number. The deviation from a straight line occurs in the inner
region, where the appropriate scaling of u1(x2)/U∞ should be replaced with
the inner variables U1/uτ .


Figure 2(b) shows the measured and predicted streamwise intensity. A
typical maximum value of 0.1 is observed in the streamwise intensity profile[41].
The solid line shows the predicted streamwise intensity based on Eq.(31)
and mean streamwise boundary layer profile as predicted with Eq.(29). The
current data exhibits similar behaviour suggesting that the diagnostic plot
may be universal. The significant feature of the diagnostic plot is that both
abscissa and ordinate are normalized with the outer velocity U∞, thereby
avoiding any uncertainties in both the wall position and the estimation of
the friction velocity uτ .


Integral length scale


An important distinction needs to be emphasized on the difference between
two commonly measured integral length scales. The most commonly integral
length scale in traditional turbulence measurement is the longitudinal integral
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correlation scale Λ11|1. However, the important correlation length scale in
terms of the acoustic production from an airfoil is the transverse correlation
of the normal Λ2|22


The turbulent vertical integral length scale Λ2|22 is related to the vertical
extent of the turbulent eddies. More precisely, it is defined as the integral
of the normalized spatial two-point correlation coefficient R22(∆x2) of the
vertical velocity fluctuations.


Λ2|22(x2) =


∫ δ


0


R22(∆x2)d(∆x2) =


∫ δ


0


u2(x2)u2(x′2)√
u2


2(x2)u2
2(x′2)


d(∆x2) (33)


where ∆x2 = x2 − x′2. This integral length scale, however, is not easily
measured as it requires traversing one x-wire and keeping the other wire in
the same location.


When using XFOIL code, the integral length scale is determined by using
Schlichting’s formula for the mixing length scale [47], and dividing by the von-
Kármán constant. Since the mixing length is representative of the size of the
turbulent eddies in the boundary layer Parchen [15] suggested to derive Λ2|22


from mixing length-scale lmix


Λ2|22(x2) =
lmix(x2)


k
. (34)


The application of mixing length theory is representative of the size of the
turbulent eddies in the boundary layer.


To derive Λ2|2 from known quantities, following methods can be applied
depending on the aerodynamic simulation methods employed for the noise
prediction. This length-scale is further corrected [48] with Klebanoff damping
function near the boundary-layer edge. Thus resulting in


lmix(x2) =
0.085δ tanh


(
k


0.085


(
x2


δ


))√
1 +B(x2


δ
)6


. (35)


Velocity spectra


Turbulent flows in reality, such as boundary layers, are neither homogeneous
nor isotropic. The anisotropy of the velocity spectra to a large extent, is
mostly present in the large scale. Thus, the anisotropy in this paper is intro-
duced in a manner similar to Panton and Linebarger [49] with the anisotropy
factors β1, β2, β3, and later used by Kamruzzaman [17] and Bertagno-
lio [21]. These factors act as stretching parameters to the classic von-Kármán
isotropic energy density spectrum. Since in the boundary layer the eddy
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structure is elongated in a given direction we assume the following form of
two-dimensional normalized vertical velocity spectra φ22(k1, k3, β1, β3) (inte-
grated over k2)


φ22(k1, k3, β1, β3) =
4


9π


β1β3


k2
e


(β1k1/ke)
2 + (β3k3/ke)


2


[1 + (β1k1/ke)2 + (β3k3/ke)2]7/3
(36)


where ke is the wavenumber of the main energy bearing eddies that are
inversely proportional to the integral length scale, which in turn is strongly
related to the boundary layer thickness [16].


For isotropic turbulence, the wavenumber of the main energy bearing
eddies can be defined in terms of the longitudinal integral length scale Λ11|1,
using the following definition


ke(x2) =


√
π


Λ11|1(x2)


Γ(5/6)


Γ(1/3)
(37)


where Γ is the standard Gamma function. Assuming isotropic relation, the
longitudinal length scale is related to the transverse length scale according
to 2Λ2|22(x2) = Λ11|1(x2).


In this definition the effect of βi is merely to scale differently the various
turbulence wavenumber components in the three orthogonal directions, and
not to modify energy content in any way. The degree of anisotropy between
two different flow components could be defined by


βi =
u2
i


u2
1


. (38)


Unless otherwise stated, the stretching factors assumed to be equal to β1 = 1,
β2 = 1/2, β3 = 3/4.


For prediction of the wavenumber-frequency spectrum components con-
tributing to the noise radiated to the far-field and detected by an observer
in the mid-plane, the spanwise wavenumber is set to k3 = 0, thus resulting
in the following normalized vertical velocity spectrum


φ22(k1, k3 = 0, β1, β3) =
4


9π


β1β3


k2
e


(β1k1/ke)
2


[1 + (β1k1/ke)2]7/3
(39)


Note that in prediction of the far-field only the streamwise β1 and spanwise
β3 anisotropic factors play role in the prediction of Φ22(k1, k3 = 0, β1, β3)


In this study we compare measured one dimensional spectra with the
anisotropic von-Kármán model given by


φ11(k1) =
Γ(5/6)√
πΓ(1/3)


β1


ke


1


[1 + (β1k1/ke)2)5/6
(40)
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Figure 4: Pre-multiplied wavenumber spectra of streamwise velocity com-
ponent. The von-Kármán wavenumber spectra φ11(k1) was defined with
Eq.(40).


Figure 4 shows pre-multiplied one dimensional wavenumber spectra k1φ11(k1)
of streamwise velocity component for two free-streamwise velocities U∞ =
20 m/s and 40 m/s (corresponding to Rec = 260 × 103 and Rec = 520 ×
103). The plotted spectra are pre-multiplied by the wavenumber k1 in or-
der to clearly identify the spectrum peak wavenumber ke. The von-Kármán
wavenumber spectra φ11(k1) of streamwise velocity component is plotted for
reference and it is determined with Eq.(40). The deviation of the predicted
spectra from the hot-wire measurements in the low wavenumber range is due
to jet noise.


Figure 5 shows comparison of the measured and predicted wavenumber
of main energy containing eddies at Re = 520× 103. Prediction of ke(x2) is
based on Eq.(37). The ke(x2) was determined as the local maximum in the
pre-multiplied spectra of streamwise velocity component. In vicinity of the
wall a clear disagreement between the measured and predicted ke(x2) values
is observed. However, at increasing distance from the wall the predicted and
measured values follow similar trend. The agreement is less good at 20 m/s.
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Figure 5: Measured (red dots) and predicted (dashed line) wavenumber of
the turbulence energy containing eddies ke at Re = 520× 103.


5 Evaluation of surface pressure parameters


and the model


Surface pressure mean convection velocity


Comparison of the convection velocity measured on different airfoils at the
same free stream velocity vary by up to about 20% depending on frequency,
local flow velocity and sensor separation distance [41, 50, 9, 16]. It is therefore
important to make this measurement in-situ. The average convection velocity
between two sensors separated by distance ∆ξ1 can be deduced from the
gradient of the phase spectrum φij (obtained by least squares fit) according
to,


Ūc =
∆ξ1


∂φij(ω)/∂ω
(41)


where ∆ξ1 is the streamwise distance between the two microphones.
Figure 6(a) shows phase spectra versus ω/Ūc between a pair of remote


microphones, after calibration with streamwise separation distance ∆ξ1/c =
0.0620 at four different flow speeds. The reference sensor located x1/c =
0.0225 upstream of the trailing edge. Only the data up to ω/Ūc = 1000 m−1


is plotted since above this ‘frequency’ the coherence is poor.
The convection velocity is seen to be insensitive to the chord-based Reynolds


number. The grey dotted line indicate the phase difference as estimated by
Eq.(41) with Uc = 0.65U∞, which is consistent with the result from previ-
ous airfoil measurement [9, 16] and will be used in Eq.(1) for making airfoil
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Figure 6: (a) Mean convection velocity and (b) spanwise correlation length
scale as estimated from a pair of streamwise and spanwise microphones. The
spanwise microphones positioned x/c = −0.02 and separated by spanwise
distance ∆ξ3/c=0.0185.


self-noise predictions.


Spanwise correlation length of wall-pressure fluctuations


Eq.(1) for the prediction of the radiated airfoil self-noise requires the surface
pressure frequency-wavenumber spectrum Pw(k1, k3, ω). Its direct measure-
ment is problematic but may be estimated from Eq.(25) involving the product
of the surface pressure spectrum and the spanwise correlation length scale
Λp|3(ω). This is in agreement with Corcos [50] has postulated a model for
the coherence function in a turbulent boundary layer of the form


γ2(ω,∆ξ3) = e−
2ω


bcŪc
∆ξ3 (42)


which upon substituting into Eq.(25) yields the theoretical spanwise correla-
tion length scale


Λp|3(ω) = bc
Ūc
ω
, (43)


where Ūc is the mean convection velocity(Ūc = 0.65U∞) and bc = 1.4 is the
Corcos’s constant.


Figure 6(b) present the spanwise correlation length scale for the four
Reynolds number tested. The pair of microphones separated spanwise dis-
tance of ∆ξ3 = 0.037 m. The experimental data matches the Corcos model
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(d) Rec = 1040× 103, M = 0.23


Figure 7: Evaluation of the measured and predicted wall-pressure frequency
spectra Π(f) along the chord. The superscripts m and TNO indicate mea-
sured and predicted with TNO model spectra, respectively.


given by Eq.(42). Previous coherence measurements on airfoil [2, 51, 50, 41]
have yielded similar values of bc for a similar range of velocities, flow condi-
tions and on symmetrical and non-symmetrical airfoils.


Single point wall pressure spectra


Figure 7 shows the variation in surface pressure power spectral density for
five remote microphones. Three remote microphones are located along the
streamwise direction between 0.63 < x1/c < 0.98, while two of the five mi-
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crophones are positioned at spanwise position z/c = 0.02(relative to the
mid-chord), as shown in Figure 7(a). In this configuration two pair of mi-
crophones are positioned in the same streamwise position. These two pairs
experience similar surface spectra.


As the trailing edge is approached the spectra rotate in the sense that
low frequencies decay while high frequencies increase. The peak-frequency
is also observed to reduce as the TE is approached due to the increase in
the boundary layer scales owing to a thickening of the boundary caused by
the adverse pressure gradient. This trend is clearly seen at U∞ = 20m/s,
corresponding to Rec = 260 × 103 and M = 0.06. At very low frequencies,
however, the pressure is dominated by jet noise. The peak frequency, which
roughly equals Ūc/δ, increases as flow speed is increased.


Comparison of airfoil self-noise prediction scheme with measure-
ments


Figure 8 shows a comparison between self-noise predictions and measure-
ments at the four flow speeds of U∞ = 20 m/s, 40 m/s, 60 m/s, 80 m/s.
The measured spectra were corrected for shear-layer refraction following the
method proposed by Amiet [25]. Two predictions are presented. The first,
SAmietpp (ΠTNO), is based on Eq.(1), and includes a prediction of the surface
pressure spectrum as described by Eq.(28). The second, SAmietpp (Πm), is based
on Eq.(1) but uses measurements of the surface pressure spectra plotted in
Figure 7 using the microphone positioned closest to the trailing edge (at
x/c = −0.02), and the spanwise length-scale estimated from Eq.(43). In this
figure far-field acoustic pressure measurements were acquired with a micro-
phone positioned at rm = 1.17 m and φm = 95◦.


At the two lowest speeds (20 m/s and 40 m/s), agreement between mea-
surements and both predictions are generally within 2 dB over the entire
frequency range. Also shown in these figures are the predictions obtained
using the empirical prediction method developed by Brooks [2] to predict
the sound pressure level spectrum of the radiated noise by a NACA-0012
airfoil of arbitrary chord, frequency, angle of attack and flow speed. Whilst
the Brooks prediction captures the general trend in the spectrum, spectral
details are clearly not able to be captured.


At the two highest speeds (60 m/s and 80 m/s), however, both predictions
are in very close agreement but underestimate the measured spectra by about
2dB, with the error at the highest speed being slightly greater than at 60 m/s.
at all four speeds, however, spectral shape, including oscillations due to non-
compactness effects, is well captured.
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Figure 8: Evaluation of the measured and predicted far-filed sound pressure
level Spp(f). Prediction of the far-field SPL is based on TNO and Amiet
models. The superscripts m indicated measures SPL, and superscripts Amiet
and Brooks indicate Amiet far-field trailing edge model and Brook’s [16]
empirical formulas, respectively.
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Figure 9: Comparison of measured versus predicted polar SPL directivity
patterns for four reduced frequencies k0c at Rec = 260× 105, corresponding
to M = 0.06. SPL levels are plotted in dB and the color scheme is equivalent
to the one presented in Figure 8.


Far-field self-noise sound pressure level directivity


In this section we compare measurements and predictions of the far field
directivity in decibels using the two prediction methods under discussion.
Figures 9- 11 show a comparison of the measured far-field airfoil self-noise
directivity plots for three flow speeds U∞ = 20 m/s, 40 m/s, and 60 m/s. Each
figure contains four directivity plots corresponding to four non-dimensional
acoustic frequencies k0c = 2.5, 5, 7.5 and 10.


Once again we observe good agreement between the two prediction meth-
ods. Agreement with experiment is generally better than 2 dB at most down-
stream angles for almost all frequencies and flow speeds under consideration.
Agreement is less good at upstream radiation angles due to diffraction of the
airfoil noise by the nozzle. The same phenomenon was previously observed by
Moreau et al. [52]. The directivity patterns can be observed to vary between
a compact lift dipole to that of a semi-infinite half-plane as non-dimensional
acoustic frequency is increases, thereby highlighting the importance of in-
cluding finite chord effects in the airfoil self-noise prediction.
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Figure 10: Comparison of measured versus predicted polar SPL directivity
patterns for four reduced frequencies k0c at Rec = 520× 105, corresponding
to M = 0.12. SPL levels are plotted in dB and the color scheme is equivalent
to the one presented in Figure 8.


6 Sensitivity study of noise prediction to model


parameters


In this section we explore the sensitivity of the surface pressure Π and far
field Spp noise prediction to the main parameters of the model, namely the
stretching coefficients β1 and β3 and Λ2|22, the vertical integral length scale.


Figure 12 illustrates the sensitivity of the far field and surface pressure
predictions to the stretching coefficients β1 and β3 at U∞ = 40 m/s (corre-
sponding to Rec = 520 × 103). In this figures are the spectral predictions
for the beta ratio β2/β1 = 1/2 and β3/β1 = 3/4 assumed in this study and
for β2/β1 = β3/β1 = 1, when isotropy is assumed. The difference on both
surface and far field spectra are less than 1 dB suggesting that the turbulence
anisotropy, at least as represented in the current formulation of Eq.39, has
only a comparatively weak effect. The current formulation is chosen to pre-
serve kinetic energy. It is possible than an alternative anistropic turbulence
spectral model, such has the one by Kirschen[53], will exhibit a stronger
sensitivity to turbulence anisotropy.


The vertical integral length scale Λ2|22 on the other hand has more pro-
nounced effect as it appears explicitly in Eq.(28) and implicitly in definition
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Figure 11: Comparison of measured versus predicted polar SPL directivity
patterns for four reduced frequencies k0c at Rec = 780× 105, corresponding
to M = 0.18. SPL levels are plotted in dB and the color scheme is equivalent
to the one presented in Figure 8.


of ke.
Figure 13 shows the sensitivity of the prediction model to Λ2|22. Surface


pressure Π and far-field pressure spectra Spp at U∞ = 40 m/s (corresponding
to Rec = 520 × 103) is shown for two additional corrected vertical integral
length scales. The corrected integral length scale is defined as following
Λ′2|22 = αΛ2|22, where α is a factor used here to vary the integral length
scale Λ2|22 in order to assess how sensitive the predicted surface and far field
pressure to small perturbations to its value. Increasing alpha between 0.75
to 1.25 causes both spectral levels to drop, with low frequencies exhibiting
a greater sensitivity to alpha than at high frequencies. Level differences are
nearly 10 dB at low frequencies dropping to 5 dB at the highest frequency
of interest. Most of this sensitivity originates from the behaviour of the ve-
locity spectrum defined by Eq.39. Clearly, therefore, accurate noise predic-
tions requires the length-scale to determined accurately whereas the extent
of anisotropy of the turbulent boundary layer is less important.
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Figure 12: Effect of stretching factors βi on prediction of the surface pressure
Π and far-field pressure Spp at U∞ = 40 m/s (corresponding to Rec = 520×
103).


10
2


10
3


10
4


50


55


60


65


70


75


80


f (Hz)


10
lo
g
10
(Π


(f
)/
P


2 re
f
)
(d
B
/H


z
P
re
f
=


20
µ
P
a)


(a)


10
2


10
3


10
4


10


15


20


25


30


35


40


f (Hz)


10
lo
g
10
(S


p
p
(f
)/
P


2 re
f
)
(d
B
/H


z
P
re
f
=


20
µ
P
a
)


Sm
pp


α = 1.0
α = 0.75
α = 1.25


(b)


Figure 13: Effect of Λ2|22 on prediction of the surface pressure Π and far-field
pressure Spp at U∞ = 40 m/s (corresponding to Rec = 520× 103).







7 Discussion and conclusions


In the current work we further develop the two-step TNO-Blake airfoil self-
noise prediction model. In the first step the surface pressure wavenumber-
frequency spectrum under a turbulent boundary-layer is described by the
Blake model. In the second step the sound radiation to the far-field is de-
scribed with the Amiet trailing edge broadband noise model.


To increase the accuracy in prediction of the wavenumber-frequency spec-
trum and avoid tuning of the model parameters we only make use of empirical
functions. One of the main contributions of this work is the use of recent
work of Alfredsson to estimate the variation of mean square turbulence ve-
locity as a function of the mean streamwise velocity profile. We set the
ratios of mean square velocities to those of an incompressible zero pressure
gradient boundary-layer, i.e. in the following empirical ratios u2


2 = 1
2
u2


1 and


u2
3 = 3


4
u3


1 [42]. The validity of the Alfreddson function was validated by mea-
suring boundary-layer profile upstream of the trailing edge. The anisotropy
in the von-Kármán velocity spectra is based on empirical ratios between wall
normal, streamwise, and spanwise velocity components.


The Amiet radiation model replaces the infinite half-plane assumption
employed in the original Blake-TNO model and takes into the account the
finite length of the airfoil chord. The improved TNO-Amiet model captures
accurately the overall level within less than 2 dB. Far-field spectra predicted
with the TNO-Amiet model captures the oscillation in the spectrum in the
mid-frequency range.


For large wind-turbine blades the assumption of semi-infinite chord can
represent the underlying physics. However, the development of prediction
models is based on experiments conducting with scaled models. Thus, it
is essential to take the finite chord length of the model into the account
when comparing the experimental data to the one predicted by the theory.
The Amiet model is therefore incorporated in the prediction scheme. The
Amiet theory allows to capture the shape of the radiated far-field spectra,
and is in good agreement with the experimental results, particularly in the
low-frequency range. A slight deviation between the measured and predicted
values is observed at high-frequency range. One reason to this deviation
could be that the high-frequency range is dominated by a contribution from
the energy associated with the dissipation frequency range. The other reason
could be a result of frozen turbulence assumption that gives a better approx-
imation at low-frequency range [54]. The predicted and measured far-field
trailing edge noise spectra scales classically with U5 (not shown here).


The key to successful prediction of the far-field self-noise levels is not nec-
essary an accurate prediction of surface pressure spectrum Π(ω) but rather
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accurate prediction the wavenumber-frequency spectrum P̂w(k1, k3 = 0, ω).
The current work extends the so called TNO model to include recent advances
in scaling of turbulent streamwise intensities with established assumption
that wall-normal intensity is about half of the streamwise intensity. The
wavenumber-frequency spectrum is particularly sensitive to Λ2|22. It is less
dependent on the βi anisotropic stretching parameters.


It should be noted that the current model is valid for arbitrary airfoil
geometries at low angles of attack and with small gradients in streamwise
and spanwise directions. The model is highly sensitive to Λ2|22 is it appears
explicitly in Eq.(28) and implicitly in the definition of wavenumber of energy
berrying eddies. However further investigation are required for various airfoil
geometries and angles of attack.
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Abstract 


In 2013 MAS Environmental established a permanent monitoring station to record and 


publish data online, located 600m from the nearest turbine, to correlate the impact 


upon the community and provide an extensive database.  This database enables a 


wider study of the effect of a number of variables in the noise immission on the 


communities affected.  The database has enabled testing of proposed controls, 


particularly in relation to audible amplitude modulation.  Previous papers in 2014 on 


this project have described its background and the early results of the data collected, 


especially in relation to the occurrence of the special characteristic amplitude 


modulation. 


 


This paper includes further evaluation of the now extensive database collected over 


nearly 2 years and how noise features correlate with community response / 


complaints, including analysis of some of the prominent characteristics recognized as 


a feature of the community noise as created by this wind farm and how they impact. 


 


The data has also been used to test the appropriateness and reliability both of some 


commonly applied and also emerging principles and methods for Amplitude 


Modulation (AM) noise control used for wind farms.  It identifies issues relating to 


uncertainty, error and reliability / repeatability.  In this paper particular focus is placed 


on the analysis of automated or semi-automated Fast Fourier Transform procedures 


and whether they can adequately detect and quantify AM.  This part of the long term 







Page 2 of 21   


Page 2 of 21  Inter-noise 2014 


study focuses on the parameters and procedures used to identify AM noise.  


Analysis of the inability of noise controls to reflect true impact in relation to Cotton 


Farm wind Farm data is also explored. 


 


1. Introduction  


The Cotton Farm Wind Farm community noise monitoring project is approaching two 


years and provides real time sound and weather data at a representative community 


location.  It includes on-line information for anyone to evaluate and improve their 


understanding of wind farm noise.  


 This paper is intended to be one in a series of data findings.  Some significant 


findings previously reported are summarised with additional analysis of analytical 


techniques which look at the special characteristic, Amplitude Modulation.  


 


Web link to the Cotton Farm WF data:  www.masenv.co.uk/~remote_data/  


 


1.1 Cotton Farm Wind Farm and its locality.  


 Cotton Farm WF comprises 8 Senvion (formerly REpower) MM92 2.05MW 


turbines with a total capacity of 16.4MW located in Cambridgeshire UK.  The nearest 


dwellings are approximately 600 metres away.  The permanent monitoring station 


was established on the outskirts of Graveley.  We have now collected over 22 


months sound, audio and meteorological data.  Sound data recorded includes100ms 


LAeq, and 1/3rd octave data, 10 minute average values and statistical parameters.  


Audio is also recorded for post processing and source identification.  Further 


information can be found on the web link or in previous papers.     


 


2. Summary of previous findings. 


 The Cotton Farm project compliments measurements made by MAS 


Environmental (MAS) of amplitude modulation (AM) and other elements of wind farm 


noise at over 18 sites across the UK.  Previous findings from the Cotton Farm project 


were reported at Internoise 2014 and further information on the details of the project is 


set out in that paper.  The early research focused on: 


 


 >  AM occurrence with a modulation depth in excess of 5dBA 


 >  Whether theories proposed by ReUK on AM occurrence were well founded  


 >  ISO9613-2 prediction methods using the IoA Good Practice Guide  


 


2.1 AM occurrence.   


 During a 10 month period 54% of nights were significantly affected by periods of 


AM with modulation depth of +5dBA. A focused study of 2 months of data found: 
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82% of nights MD+5dBA (46 nights) 


30% nights classed severe AM (17 nights)  


10% nights classed borderline MD+5dBA (6 


nights) 


18% nights little or no MD+5dBA (10 nights) 


4 continuous nights of severe MD+5dBA1  


 


AM was found to occur under upwind conditions (easterly) for a higher proportion of 


the time compared to downwind, except at higher wind speeds. At 600m distance 


decibel levels recorded during AM incidence were of similar magnitude when upwind 


and downwind.   


 The Cotton Farm exercise indicates directionality patterns to AM that fits 


reasonably with the theory of Lee et al (5) for convective amplification (Doppler shift). 


Modulation depths in excess of 5dBA and up to 15dBA were common in the far field.  


There were prolonged periods of persistent and consistent AM, spectral content and 


directionality patterns and notably the absence of AM directly downwind of a turbine. 


These are inconsistent with the ReUK theories on blade stall.  Changes to AM level 


arising from blade pitch changes are consistent with the occurrence of directionality 


patterns.   


 Laboratory tests comparing response to increasing AM LAeq by increasing the 


signal energy level do not replicate or reflect the field impact when LAeq increases.  


Complaints appear to relate more to the audibility of specific intrusive characteristics 


and not its average energy level. 


 Turbine switch off tests enabled comparison with the immediate change in the 


soundscape. This showed that impact during periods of AM is a cumulative effect of 


both the AM and the spectrally different steady WTN that partly masks AM. Steady 


WTN presents a stepwise increase typically 9dBA masking the normal soundscape 


with an alien spectrum and AM is superimposed upon it. There are two distinct noises 


which impact in combination increasing noisiness and are ideal for reproducing impact 


to test subjects in a laboratory, rather than artificially raising sound energy levels.  


Noise character varied upwind and downwind. 


 Increases above background noise levels exceed predicted levels and contradict 


predicted occurrence in ETSU-R-97.  Analysis of the real time sound energy change 


during switch off tests better describes impact. The addition of a 5dBA penalty to 


ETSU-R-97 derived limits fail to curtail adverse impact from AM. Conversely methods 


                                            
1
 Note the background noise level during this period and as influenced by the wind farm noise was 


31dB LA90(10 minutes) and modulation peaks were up to 50dBA. 
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adopting the DAM metric could be effective if not linked to a penalty approach.    


 


2.2 ISO9613-2 prediction methods using the IoA Good Practice Guide    


Procedures adopted in the UK to predict wind farm noise for flat sites are shown to 


understate decibel levels at far field locations at lower hub height wind speeds.  Long 


term Cotton Farm WTN measurements compared to predictions are presented in 


Figure 1 below.2   Compare the purple predicted level for the turbines actually 


installed with the grey circles showing wind farm noise and the green line showing the 


average wind farm noise for a standardised wind speed.  The values indicate 


average levels were typically 3-4 dBA higher than those predicted and during periods 


of worst impact levels were of the order of 5-9dBA higher than predicted.  More than 


85% of the calculated wind farm noise levels exceeded the predicted values.3   


 


Figure 1: Compliance measurements at Cotton Farm Wind Farm - predicted turbine 


LA90 v actual turbine LA90 


These understated prediction findings are also supported by other data including from 


the Swaffham II turbine.  In that case predictions understated levels by on average 


5.7dBA.  Similar exceedances have been found by others (11). 


                                            
2
 The measurements reported in this section were obtained independently from the operator’s 


acousticians to avoid any dispute as to the findings based on 10m height wind measurements and they 
relate to standardised wind speeds.    
3
 After deducting background noise contribution. 
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3. Assessment and comparison of excess amplitude modulation 


methods 


 MAS are using the Cotton Farm data in cooperation with a UK based 


Independent Noise Working Group (INWG) where specialists in physics, acoustics, 


health, meteorology engineering and law are working together on the development of 


workable control mechanisms that protect communities from adverse impact caused 


by special noise characteristics and especially excess amplitude modulation.  Full 


results of the groups first stage of study are due to be reported in the first half of 2015.     


 The work includes the review of assessment methodologies including those 


adopting Fast Fourier Transform (FFT) based algorithms.   


 


3.1 Fast Fourier Transform (FFT) methods of data processing and analysis.   


 Various algorithms have been proposed by others to analyse wind farm noise 


data with the objectives of facilitating identification of EAM and automating 


assessment of impact.  Some of the aims of the methods developed include: 


 


→ Excluding extraneous noise from being counted as wind turbine noise. 


→ Identifying peaks of noise that can be attributed to the rotation of the blades 


and occurring at blade passing frequency.   


→ Rating the noise according to its intrusiveness. 


 


MAS and the INWG have used the Cotton Farm data in conjunction with data from 


other sites to evaluate how well various procedures and algorithms work in identifying 


and rating AM whilst excluding extraneous noise. We have compared various 


procedures to see how well they define and determine amplitude modulation 


occurrence as well as its corresponding impact.  This includes the procedure 


developed by Renewables UK (ReUK)4 as reported in December 2013 which is 


reliant on FFT5 and a subsequent methodology developed by RES6 in relation to the 


Den Brook wind farm, which has a separate empirical test7.  Further details of the 


RES method are available on the West Devon DC planning portal website.  Another 


well developed procedure is detailed in Fukushima etc al (2013) and has also been 


tested with the Cotton Farm data. The method determines a DAM (AM depth) rating 


                                            
4 Renewables UK is the wind industry's representative body in the UK.   
5 A number of methods have been developed using the Fast Fourier Transfer approach, potentially 
with the hope of automating data analysis. 
6 Renewable Energy Systems – A wind farm developer who are developing the Den Brook site. 
7 The RES empirical procedure is intended to reflect or trigger investigation only in those 
circumstances when the Den Brook metric is triggered by wind turbine noise.  Criticism was made of 
the Den Brook metric on an erroneous basis it was triggered by other environmental noise.   
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by comparing the differences in the historical “fast” and “slow” processing meter 


settings of 125ms and 1 second respectively.  This procedure is not reliant on the 


use of FFT.  Finally the Cotton Farm data has been tested using the principles of 


BS4142. In the UK British Standard 4142, which is used for industrial noise, was 


extensively updated and improved in November 2014.  Use of BS4142:1990 was 


rejected by the authors of ETSU-R-978, asserting issues relating to limitations within 


its procedures.  Those limitations do not arise with the current 2014 version and its 


guidance is compared in this paper to assess how it rates wind farm noise against 


those other procedures.     


 


3.2 Discussion on the approaches to the assessment of special 


characteristics 


 It has long been recognised that impact from sound of the same decibel level 


can be substantially different depending on its characteristics and whether it is 


considered subjectively pleasant or unpleasant.9    


 Two separate approaches to assessing wind farm noise characteristics appear 


to be emerging from research.  Some appear to seek to develop algorithms that can 


process large amounts of noise measurement data, exclude periods either 


contaminated with significant extraneous noise or which do not include sufficient 


levels of amplitude modulation to warrant control and ultimately provide a judgement 


of acceptability.    Currently in the UK tonality is normally, but not always, addressed 


as part of any noise limits developed using ETSU-R-97. 


 Other approaches aim to simply provide a measure of AM by varying means of 


assessment. This may be a measure of peak to trough level, as proposed in the 


original Den Brook EAM condition, or the DAM rating level identified above.  External 


to the UK the method of determining special characteristics is not necessarily defined.  


Alternative approaches consider impulse content and onset rate of noise.  This paper 


focuses on a limited range of comparisons out of necessity. 


 These 'other' approaches assume that the noise data being interrogated is a true 


reflection of the noise source that is complained of.  Measured data is first filtered 


using simplified analysis techniques in order to exclude unsuitable data and select 


relevant periods for further analysis.  This approach follows the traditional methods 


developed and applied without difficulty for decades.  It has significant advantages 


which are considered in more detail below. This approach is in direct opposition to 


that of the ReUK method, which prescribes data analysis first and data checks, such 


as audio inspection, second. 


                                            
8 This is the UK Government's preferred method for assessing wind farm noise. 
9
 See for example the introduction to BS8233 2014 and paragraph 7.7.1 which discusses different 


tolerance of noise with and without character.   
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 The primary objective of many methods used to assess special characteristics in 


noise, such as excess amplitude modulation, appears to seek application of a penalty 


to the average 90th percentile noise limit level (LA90).  This is the approach 


proposed by the ReUK AM condition. Our findings on this were presented at 


Internoise 2014 and found that 90th percentile values were commonly lower when 


special characteristics (EAM) occurred and as a consequence the penalty approach 


failed to prevent any intrusive noise impact. The addition of penalties did not lead to 


the wind farm noise levels breaching their limits.   


   


3.3 Comparative table of procedures  


 The table below provides an outline comparison of the methodologies outlined 


above.  I have termed these 'FFT filtering'10 and 'assessor filtering'.  The concept of 


the two FFT procedures appears to be to try to develop an efficient algorithm to 


automate the analysis of large quantities of data and so exclude the need for 


assessors to spend many hours evaluating possible AM occurrence.  Thus, it is 


intended to operate as a filter mechanism leaving a smaller dataset for closer scrutiny 


and checking against audio.  This subset is then quantified.  The FFT procedures 


rely on use of the turbine SCADA11 data to apply a blade passing frequency (BPF).  


In order to speed up this part of the process we have automated a range of methods 


for determining the BPF.  This has the added advantage of comparing different 


averaged BPFs to assess the affect on the method.    


 The two other methods considered, DAM and Den Brook, require the assessor to 


pre-assess which datasets include AM using alternative procedures and then quantify 


the AM.  These pre-assessment methods include: 


 


→ Selecting periods identified by the noise receptors as affected 


→ Selecting periods indicated by the meteorological conditions 


→ Visual checking of temporal dBA graphs for recognisable patterns 


→ Visual checking 1/3rd octave temporal data to deselect non-turbine sources 


→ Use of FFT procedures as a cross-check 


→ Audio checking of finally selected periods where any doubt arises.     


 


 The quantification process needs to enable an assessment of the frequency of 


occurrence of AM, the times when AM occurs and its duration.  It is important 


therefore that any process has a low failure rate (i.e. that it correctly identifies all 


periods of EAM and correctly excludes periods not affected by EAM).  Another 


                                            
10


 The method is defined in the ReUK study see Reference 2. 
11 Supervisory Control and Data Acquisition 







Page 8 of 21   


Page 8 of 21  Inter-noise 2014 


obvious issue is the time required to apply each method of filtering data.  'Assessor 


filtering' methods, such as Den Brook and DAM, require primary checks to ensure it is 


turbine AM and then a secondary assessment of impact.  The ReUK and RES 


approaches, 'FFT filtering', requires a primary data processing step using an algorithm 


based filter and a secondary post processing check to ensure that the data is turbine 


AM and assuming that the filter has correctly identified and excluded relevant periods.   


 A summary of the four main methods identified above and the steps involved in 


using each method is illustrated in figure 2. The figure provides a brief summary of the 


basic steps, the actual RES and RUK methodologies provide more detail and specific 


data processing methods to achieve these steps.  
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Figure 2 : Comparison of methodology for each AM method assessed 
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The DAM and Den Brook methods require the least number of steps to achieve an AM 


value / assessment result. The RES method has the most steps. Whilst there are 


clear steps in each method the processes that achieve these steps are vague and not 


clearly defined. This could lead to differences in the results gained from the same 


method.  


 The Den Brook, and presumably the DAM method, require confirmation that the 


data is AM and is generated by the wind turbine / wind farm. This is not specifically 


defined in either method, but is presumed logical in implementing these methods as 


with any other noise condition as implemented in the UK.  The steps set out above 


are commonly used. 


 The first step in the ReUK method is also to remove corrupted data; however, it 


is unclear what constitutes 'corrupted data' or indeed how this is decided. For example, 


'corrupted' may simply relate to the removal of rain affected periods, as is the case 


with ETSU-R-97 assessment. 'Corrupt' could also convey the need to remove 


extraneous noise, as with the Den Brook and DAM methods. However, the ReUK 


methods clearly aims to minimise human judgement, i.e. time spent looking at the 


graphs or listening to the audio, and so it seems unlikely and illogical to visually or 


audibly review the data at this stage. If so the method would serve no benefit over the 


Den Brook or DAM method and the audio check specified later in the ReUK method 


would be redundant.  


 An issue in clarity arising with both the RES and ReUK methods is the check for 


consistency with the blade pass frequency (rotational speed of the turbines) or 


SCADA data. There is no definition of consistent, how often consistency checks 


should be made and how such judgements should be made. Where turbines have 


variable rotational speeds or where multiple turbines might cause variation in the 


blade pass frequency there could be differences between what is and isn't considered 


consistent. Checks using a simple parameter range, for example +/- 10%, might still 


require significant human input, which again defeats the benefit of an automated 


process. The +/-10% rule also allows more leeway for inconsistency where turbines 


have a higher rotational speed than those with a lower rotational speed. 


 


4. Results 


4.1 Findings on the comparative testing for the identification of AM.   


 The manipulation of the data, i.e. how the resulting value is derived from the raw 


data set, is not always clear in the ReUK and RES methods. The AM values that arise 


from these methods do not well relate to the peak to trough level of the turbine noise. 


AM values arising from the DAM method also do not reflect peak to trough variation in 
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many cases.  


 The FFT methods cannot deal with all the variables that manifest in real word 


data and present serious problems in the filtering of data.  These methods only 


worked in very specific circumstances such as a clean AM trace that is not corrupted 


by extraneous noise or multiple turbine traces.  Successful analysis with these 


methods requires regularly occurring AM and even when this is true the methods can 


include extraneous noise.  Ambiguity and difficulty over the method of determining 


BPF can dramatically change the outcome even with data that should provide a clear 


finding of EAM.  


 When taking the worst case recorded noise impact from the Cotton Farm data 


the ReUK method does not provide any control.  Taking a period of AM with high 


sound energy, modulation depths of typically 4-7dBA but up to 15dBA occur at times 


and erratic noise with a range of annoying characteristics, the method only applied a 


penalty of 3.3dB.  As the LA90 noise was more than 3.3dB below the ETSU-R-97 


derived limit it permitted what was subjectively considered the most intrusive noise 


identified from Cotton Farm WF.   


 The FFT filtering method proved to be relatively time consuming both in  


preparing and processing the data. Because of the method's high failure rate it was 


necessary to re-run the assessor filters, such as listening to audio data, in any event 


and thus was laborious and problematic.  Even where the additional assessor filters 


were not applied and it was assumed the algorithms were efficient, the process was 


substantially more time consuming than first applying the assessor checks.12    


 The FFT procedures are helpful for determining BPF of the particular intrusive 


noise when arising from a single turbine within a wind farm, sometimes when there is 


a second contributing turbine or if wind farm noise (i.e. from multiple turbines) is well 


synchronised.  However, in many cases the BPF derived from the noise data is 


unlikely to be consistent with the SCADA BPF due to variations between turbines, the 


SCADA averaging period and as there is the inability to address temporal variations.  


The purpose of the blade passing frequency test is to help determine the source of 


noise but reliance on it for automated detection of AM may potentially exclude 


significant periods of WT AM.      


 Both the ReUK and RES procedures have significant potential failure rates.  


The RES method is subject to false positives. It identified EAM where there is none, 


includes extraneous noise AM and also misses periods of AM that are consistently 


near its trigger boundary.   


 It is difficult to envisage a fully automated process which accurately assesses 


                                            
12


 Assessor checks require limited training to be able to recognise AM patterns and within a short 
period of typically about 20 minutes it is possible to check a day of data for further analysis using 
temporal graphs with 2 minutes data per page.   
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AM. The RES and RUK methods aim to characterise AM by approximating the AM 


variation as a regular sine wave, but AM rarely approximates a sine wave and 


typically occurs within what is essentially a random signal. As such there will always 


be the need to listen to the data to verify AM and automation can only really work 


where there is no other corrupting noise. 
 


4.2 Illustrative examples of failure of some proposed controls.   


Noise Monitoring Graph - 31 Dec
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Figure 2: Cotton Farm - 31 Dec - 04:40 - example of inconsistent RUK blade pass 


frequencies. 


The graph in Figure 3 compares the ReUK and DAM methods where periods of sudden 


erratic loud AM occurs as illustrated by the dashed rectangular boxes.  The periods 


highlighted in yellow are included by the ReUK procedure but the others are excluded.  


The exclusion of these high peaks arises whether a longer term or short term average 


BPF is used.  The ReUK, RES, Den Brook and DAM methods for the 10 minute 


period from which figure 3 is taken are summarised in table 1 below.  
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Table 1: Summary of results from figure 3 


Time Description 


Den Brook 


triggered? 


(approximate peak 


to trough value) 


Renewable 


UK (RUK) 


AM value 


RES Den Brook 


triggered? 


Japanese 


DAM 


rating 


0440 


Wind farm noise dominant, 


windy but not much corrupting 


noise. AM more intermittent 


with sudden loud peaks. Some 


extraneous noise from local 


road traffic.  


Yes. (≈5-15dB). A = 2.9 


Yes. Lots of 


periods >2.5 but 


also lots missed. 


4.7 


4.0 


4.2 


 


 In summary the ReUK method considers the noise shown in figure 3 does not 


warrant a penalty. The RES method which is designed to automate the Den Brook 


control misses many events but hopefully would trigger further investigation. The DAM 


method does indicate AM but does not relate its value to the erratic and highly 


intrusive variable noise that is experienced.   


 Figure 4 below shows a period where the RES method fails its objective.  One 


difficulty with the procedure is whether to include harmonic sound energy of the BPF.  


This is discussed in relation to the graph below.   


 The period is approximately 2 minutes long. Plotted on the graph is the RES AM 


value calculated in accordance with the RES methodology and as plotted on the 


preceding graphs. This AM value is calculated only using the energy in the first peak 


of the modulation spectrum. Also plotted on the graph is the RES AM value if the 


energy at other dominant peaks, i.e. harmonics in the modulation spectrum, are 


included. The RES AM value calculated using just the first peak and the second peak 


(first harmonic) is also plotted on the graph. The red horizontal line gives the cut off 


value of 2.5. Labels have been provided above some of the 10s periods to indicate the 


typical peak to trough variation of the wind farm AM. 
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Noise Monitoring Graph - 08 May
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Figure 3: Cotton Farm - 8 May - 00:46 - differences in RES rating of AM values 


 Despite a fairly consistent modulating trace throughout the period only two 10s 


periods breach a RES AM value of 2.5, using the RES methodology with just the 


energy at the first peak of the modulation spectrum. Adding in energy from other 


harmonics to derive the AM value consistently increases the AM value above the 


value of 2.5. However, the value including all harmonics increases the difference 


between periods sometimes erratically and in some cases there is a large difference 


in AM value despite there being little difference in modulation depth. 
 


5. Discussion  


5.1 Discussion on the different test methods 


There are many procedures in science where automated systems cannot yet replace 


human analysis.  In the case of special characteristics the critical element is that any 


automated process does not exclude periods of noise impact that include special 


characteristics, otherwise their frequency, duration and degree of impact is 


understated.  The MAS approach therefore has been to first filter data using human 


based observational techniques, then to use algorithmic procedures such as FFT to 


help refine the periods to focus upon, establish periods when the special 


characteristics occur, separate them according to the characteristic and then quantify 


the impact.          
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 The traditional method and still the main method of assessment of compliance 


with noise level control in the vast majority of situations in the UK for more than 40 


years has been to set a short period decibel limit (typically between 5 minutes to 1 


hour) for a specified location using indices that can readily be determined. These 


include average equivalent level (LAeq) and is intended to reflect actual impact.  


Penalties for noise character are then sometimes applied but in the main would have 


been included to adjust the resulting limit before it was set.   


 In the event of an alleged breach the compliance assessor is then at liberty to 


use any scientific procedures at his / her disposal to determine the respective 


contributions to the sound environment and determine whether the particular site's 


emissions lead to exceedance of the immission level.  Any assessment of 


compliance would need to take into account the uncertainty due to errors such as 


meter accuracy.  Where exceedance is confirmed then it becomes necessary to 


determine whether the level, frequency of occurrence and duration of the breaches 


are de-minimus in which case it is not in fact a breach or whether in any event it is 


expedient and in the interests of the community to require compliance.   


 The main exception to this approach that has evolved, arises with the 


introduction of ETSU-R-97 in relation to wind farms and the use of 90th percentile 


values (LA90). Further discrepancy arises from a overly averaged process, LA90 


values of wind turbine noise are averaged and compared to an average background 


noise environment. Compliance is increasingly becoming based on whether the 


average of the 90th percentile values exceeds a limit based on elevated thresholds 


when background levels are low.  This exception was developed on the premise that 


wind turbine noise was effectively benign in character, being steady in nature and 


generally devoid of character when perceived at receptors, other than tonality.   


 It is a logical progression that the acceptance of the occurrence of special 


characteristics undermines the reliance on an approach based on elevated thresholds 


even when penalties are applied to reflect the inclusion of those characteristics. There 


is no evidence supporting acceptance of unpleasant sound content by communities at 


certain thresholds.  Conversely the procedure identified in BS4142 and endorsed in 


the 2014 version, which rates the main characteristics of noise by applying a range of 


penalties and comparing the rated noise with the level of background noise, has merit.  


This principle of assessing noise in context is strongly supported by guidance from the 


WHO(8) and the British Standards. 


 It follows that any method that seeks to permit a level of noise disregarding its 


impact in context fails to protect.  This argument is supported by the results of the 


data analysis of the ReUK procedure where a penalty is effectively deducted from the 


ETSU-R-97 noise limits.  Independent analysis (See Figure 1) has shown the Cotton 


Farm Wind Farm was exceeding it limits at some locations but at times when the 
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special characteristic excess amplitude modulation (EAM) occurred the 90th 


percentile turbine sound energy level was sufficiently below limits that the penalty did 


not result in a breach.   


 Correlation of community complaints and noise impact indicates that the main 


cause of complaints is this special characteristic, EAM, and that the application of a 


penalty does not result in its reduction in decibel level.  Complaints also arise when 


the special characteristics occur at much lower decibel levels.  The evidence clearly 


indicates that even if a penalty could be devised to reduce decibel levels at times 


when EAM occurs, the reductions considered would not change impact in any 


significant way until substantially lower levels were obtained.   


 Analysis of historical work indicates that a threshold of adverse impact may be 


about 26-28dB LAeq.13  This most likely evolves from the level of masking noise 


present most of the time in soundscapes.         


5.2 Determining limits of unacceptable AM.   


 Scientific discussion continues over what is an appropriate trigger point of 


unacceptability for AM in terms of modulation depth.  Reliance only on modulation 


depth (MD) is considered a misleading approach to describing acceptability as a 


range of intrusive characteristics arise that do not necessarily relate to modulation 


depth or are not portrayed adequately by the “A” weighted values.  A critical issue in 


relation to larger wind farms which does not appear to be given weight generally is 


that modulation depth is constrained, not so much by the background noise present 


but by the other wind farm noise content that is perceived more as a roar or 


continuous rumble.   


 The impact upon a receptor is a function of the imposition of special 


characteristics on top of the general turbine noise content whose contribution 


fluctuates much less.  It is the combined impact and contrast of these two different 


characteristics which, when both are stopped, lead to a stark change in the 


soundscape. This is not depicted by change in modulation depth alone.  Further, this 


is not depicted by artificially elevating the sound energy of the EAM as undertaken in 


laboratory research as it does not represent the contrasting noise content found in 


practice.  This is illustrated in Figure 5 below which reflects a period when the 


turbines were stopped to measure the background noise.  Impact relates also to 


frequency of occurrence, duration, times of impact and the consequences / effects of 


the intrusion.   
 


 


                                            
13 Work of the Author in developing the Den Brook metric and condition in 2009 based on 4 wind farms 
and the studies into community response by Eja Pederson "Noise annoyance from wind turbines - a 
review" 2003 
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Figure 4: - Example 2 Cotton Farm 8th May 2013 – Switch on/off effect 


 


5.3 Comparison with BS4142 (standard for industrial noise) using switch off 


test data 


 As discussed above BS4142 is used in the UK for other forms of industrial noise 


and has recently been updated to include a range of penalties to reflect the effect of 


noise character.  This guidance considers noise impact on a context basis where 


limits reflect the extent of actual ambient masking noise in an environment.  


 Figure 6 below shows the change in level when switching on the turbine and 


allows a direct comparison between the relative methods for evaluating AM and this 


standard.  The results of BS4142 assessment, both the new 2014 version and the 


1997 version, are provided in table 2 below.  Table 3 provides a summary of the AM 


methods (ReUK, RES, Den Brook, DAM) for the period shown in figure 6. 
 


Wind turbine noise content absent and 
modulation and with a separate spectral 
contribution changing the soundscape regardless 
of AM effects. 


Modulating 
noise with 
different 
spectral 
content and 
character 
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Noise Monitoring Graph - 08 May
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Figure 5: Cotton Farm - 8 May - 0000 - 0100 - BS4142 assessment 


Table 2: BS4142 assessment - Cotton Farm - 8 May 


 BS4142:1997 BS4142:2014 


Measured background noise 


level 
30.3dB LA90,5min 30.3dB LA90, 15min 


Measured ambient noise level 41.7dB LAeq, 33min 41.7dB LAeq, 33min 


Measured residual noise level 


31.2dB LAeq, 5min 


31.4dB LAeq, 5min 


(use 31.3dB LAeq, 


5min) 


31.3dB LAeq, 15min 


Calculated turbine noise level 


(specific noise level) 
41.3dB LAeq 41.3dB LAeq 


Character penalty 
+5dB for modulating 


character 


Arguable +3-6dB for 'other 


sound character' and 


'intermittency / readily 


distinctive' 


Rated turbine noise level 46.3dB(A) 44.3 - 47.3dB(A) 


Difference between rated turbine 


noise level and background 


noise level 


+16dB +14dB - 17dB 
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Table 3: Summary of AM assessment procedure results - Cotton Farm - 8 May 


Time 


Den Brook 


triggered? 


(approximate 


peak to trough 


value) 


Renewable UK 


(RUK) AM value 


RES Den Brook 


triggered? 


Japanese 


DAM rating 


0000 
No. Less than 3dB 


MD 


No. Nothing 


consistent with 


BPF. 


[A = 0.4] 


No. All <2.5. 


1.6 


1.6 


1.7 


0010 Yes. (≈7dB) MD. 


No. Not enough 


data points. 


[A = 2.3] 


Yes. A few >2.5. 


1.6 


1.5 


3.3 


0020 Yes. (≈6-8dB) MD. 
A = 4.1 


[A = 4.1] 


Yes. Lots of 


periods >2.5.. 


4.6 


4.7 


4.3 


0030 Yes. (≈5-7dB) MD. 
A = 3.8 


[A = 3.8] 


Yes. Lots of 


periods >2.5. 


3.9 


4.6 


4.4 


0040 Yes. (≈6-8dB) MD . 
A = 3.8 


[A = 3.8] 


Yes. Lots of 


periods >2.5 but 


also lots missed. 


4.5 


4.4 


4.6 


0050 Yes. (≈5-9dB) MD. 
A = 3.0 


[A = 3.2] 


Yes. Lots of 


periods >2.5 at 


start. 


4.6 


2.3 


1.8 


 


Note the LA90 value is below 40dB when the turbines are operating, demonstrating 


even a 3dB penalty could not address the noise impact or cause any change.  As 


can be seen there is a huge mismatch where a level of +10dB is considered 


unacceptable impact when using BS4142 and with values up to 17dB derived 


following the procedure.  The ReUK FFT method suggests the noise is acceptable 


and the DAM method typically gives a value of 4-5.  In this case the RES method, that 


is meant to reflect the Den Brook metric, does correctly trigger (identifies EAM).      


 Previously MAS have used a criterion of repetitive 3dBA modulation depth as an 


indicator of likely adverse impact, which is confirmed as clearly noticeable (1).  The 


research shows the noise character becomes sensible at about 2dB modulation depth.  


In any event the soundscape is dominated by wind turbine noise when AM occurs 


including the more steady but spectrally different 'generic' immission and the AM.  
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The resulting noise is equivalent to an industrialised sound environment.  This in turn 


suggests that an assessment methodology applied to the level of noise in context with 


the existing sound environment is required, especially whenever the sound contains 


special characteristics.  This is consistent with the approach in BS4142 2014.      
 


 


6. SUMMARY FINDINGS  


6.1 What the new analysis of Cotton Farm WF data shows 


The quickest and most effective means of analysing the special characteristic AM 


within WTN is firstly through manual assessor checks.  This provides a quick method 


of excluding unusable data that is not subject to the flaws in automated algorithms. 


 Algorithms and procedures designed to automatically filter WTN datasets to 


exclude periods affected by extraneous noise but not exclude AM and based on FFT 


analysis of the BPF, have a high failure rate.   


 FFT procedures are yet to be shown to provide efficient algorithms for this type 


of highly variable sound energy and can miss periods of impact, be falsely triggered 


by extraneous noise or simply fail to reflect impact.  The main procedure developed 


by ReUK was found to permit highly intrusive, erratic and unreasonable noise.  


 FFT derived procedures in a modified form to those currently presented by RES 


can be used as an extra evaluation tool to assist analysis of noise but only after 


initially filtering periods excessively corrupted by extraneous or absent AM.  


 FFT procedures are unhelpful when dealing with sound data containing 


erratically varying AM and erratically varying extraneous noise sources.  There are 


also problems identifying AM where there are other character features such as 


tonality or lower frequency noise.    


 Impact from WTN containing special characteristics can best be assessed 


applying context procedures comparing against actual levels of background masking 


noise which are present during the periods of impact.  This is best evaluated by 


comparing the periods before, during and after turbine switch off tests.   


 Application of special character penalties to threshold limits such as contained in 


ETSU-R-97 does not reflect impact and fails to reduce excess levels of adverse noise.  


 The revised standard BS4142 2014 has addressed concerns which led to its 


exclusion when ETSU-R-97 was written and now includes extended analysis of 


special characteristics in noise.  This renders it suitable to WTN containing AM.  


Comparative tests show it is better suited at determining impact than ETSU-R-97 


derived methods which are formulated on the absence of any significant character 


content.     


 Many commonly held views over frequency and duration of AM, when it occurs 
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and how it should be rated, require revisiting.  In particular the cumulative effect of 


AM and other characteristics of the wind turbine noise need to be considered and not 


just modulation depth.   


  


REFERENCES 


1. Tachibana, H, Yano, H and Fukushima, A. Assessment of wind turbine noise in 
imission areas. 5th International Conference on Wind Turbine Noise. Denver, 2013.   
Fukushima, A, et al. Study on the amplitude modulation of wind turbine noise: Part 
1 - Physical investigation. Internoise. Innsbruck, Austria, 2013. Fukushima et al, 
2013 & Yokoyama et al 2013. 


2. RenewableUK, Dr J Bass, Template Planning Condition on Amplitude Modulation - 
Noise Guidance Notes December 2013 


3. Large S, Stigwood M, MAS Environmental, UK The noise characteristics of 
'compliant' wind farms that adversely affect its neighbours.  Internoise 2014 


4. Stigwood, M, Large, S and Stigwood, D. Audible amplitude modulation - results of 
field measurements and investigations compared to psycho-acoustical 
assessment and theoretical research. 5th International Conference on Wind 
Turbine Noise. Denver, 2013 


5. Lee, S., & Lee, S. (2013). Numerical modeling of wind turbine aerodynamic noise 
in the time domain. Journal of the Acoustical Society of America , 133 (2), 
EL94-100. 


6. Stigwood, M. Den Brook AM Condition. [Online] 1 August 2013. [Cited: 21 August 
2014.] http://www.masenv.co.uk/uploads/Revised_EAM_Condition_130801.pdf. 


7. http://www.ref.org.uk/publications/310-the-efficacy-of-the-ruk-am-condition; The 
efficacy of the RUK condition 19th March 2014 


8. World Health Organisation (WHO) (2000) Noise and Health. Copenhagen. 


 








 


1 
 


 
 


6th International Meeting 
on 


Wind Turbine Noise 
Glasgow 20-23 April 2015 


 
Direct Experience of Low Frequency Noise and Infrasound within a 


Windfarm Community.  


M.A.Swinbanks, MAS Research Ltd                                                                                        
8 Pentlands Court, Cambridge CB4 1JN                                                               
E-mail: malcva@msn.com 


Summary   


The author first became aware of the adverse health problems associated with infrasound 


many years ago in 1974, when an aero-engine manufacturer approached him to consider the 


problems that office personnel were experiencing close to engine test facilities.  He had been 


conducting research into the active control of sound, and the question was posed as to 


whether active sound control could be used to address this problem.   At that time, this 


research was in its infancy, and the scale of the problem clearly lay outside practical 


implementation.    Five years later, however, the author was asked to address a related 


problem associated with the low-frequency noise of a 15,000SHP ground-based gas-turbine 


compressor installation, having a 40 foot high, 10 foot diameter exhaust stack.  This problem 


was of a more tractable scale, and the author and his colleagues successfully reduced the 


low-frequency noise of the installation by over 12dB.   He subsequently was requested to 


address a similar installation of significantly greater size and power, again with accurately 


predicted results. 


As a consequence of this and subsequent work, the author has gained considerable 


experience of the disturbing effects of low-frequency noise and infrasound.   So when he first 


became aware of the nature of adverse health reports from windfarm residents, they were 


immediately recognisable as effects with which he had been familiar for as many as 35 


years. 


Since late 2009, the author has lived part-time within a Michigan community where wind-


turbines have been increasingly deployed.   Consequently he has had significant interaction 


with residents whose lives and well-being have been damaged, and moreover has 


experienced the associated very severe effects directly, at first hand.   His resultant 


perspective is thus based on both detailed theoretical analysis, and extensive personal, 


practical experience.   
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1.  Introduction 


In the latter part of 2009, the intention was announced to install up to 2,800 wind turbines in 


Huron County, Michigan, together with adjacent regions of the Thumb of Michigan.   The 


agricultural areas of the county are made up of 1 square mile sections, bounded by a grid of 


roads running north-south and east-west.    The proposed wind-turbine density would amount 


to approximately 2-3 turbines per square mile, but in each square mile there can be typically 


4 to 6 residences, usually located around the perimeter.    Consequently, the requirement for 


adequate turbine separation would very substantially restrict the possible setbacks from 


residences.    At that time, there existed two recently commissioned windfarms in Huron 


county, at Elkton (32 Vestas 80m diameter V80 turbines) and Ubly (46 GE 1.5MW 77m 


diameter turbines).     The Elkton windfarm is in unobstructed open country, but the Ubly 


windfarm is in an area with significant clusters of trees, which in certain wind directions could 


obstruct and disrupt the low-level airflow to the turbines. 


Following this announcement, the author attended an Open Meeting of the Michigan Public 


Services Commission, at which a number of residents spoke of the problems that they were 


already encountering from the windfarms, in particular the windfarm at Ubly.    This author 


immediately recognized these problems as relating to the characteristics of low-frequency 


noise and infrasound, with which he had been familiar for many years.   But on subsequently 


visiting the windfarms, it became clear that the higher frequency audible noise levels were 


also unacceptable, at Ubly in particular, with up to 50dBA L10 being permitted by the 


ordinances.   The author was astonished that any professional acoustician could possibly 


regard the levels as acceptable. 


Following the county’s early experience the ordinances were reconsidered, so that the 


existing setbacks of 1000 feet, and levels of 50dBA L10, were changed for non-participating 


landowners to 1320 feet and 45dBA L10.    But problems at Ubly were still apparent even at 


1500 feet and 45dBA. 


The author obtained data from one such residence, which was immediately downwind of 6 


turbines located approximately in a line at distances of 1500 feet to 1.25 miles, and found 


that there could be significant impulsive infrasound present, even though these turbines were 


of modern, upwind rotor design.   Under some circumstances this infrasound took the form of 


single pulses per blade passing interval, presumably from the nearest turbine, but sometimes 


up to 6 separate impulses could be detected from the turbine array. 


The commissioning of further wind-turbine developments was initially hampered by the lack 


of high capacity transmission lines, but more recently a 5GW high voltage transmission line 


has been routed through the county, permitting more than adequate capacity for any 


intended number of windfarms and turbines.    Several further windfarms, with larger 100m 


and even 114m diameter turbines up to 500 feet in height have now been constructed, 


resulting in a total of more than 320 wind-turbines installed to date. 


Recently, the county has turned to reconsidering the ordinances, but as of the present date 


has not finalized any changes.    Currently permitted wind turbine sound levels and setbacks 


appear to be dictated primarily by an over-riding incentive to install the requisite number of 


turbines per square mile. 
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The author has attended and commented at many public meetings, but has found that the 


reluctance to acknowledge adverse effects associated with low frequency and infrasound, 


has resulted in a situation where little traction can be gained.  


Several aspects deriving from his first-hand experience will now be described in the following 


sections. 


2. The Detection of Infrasonic Pulses from Wind-Turbines 


In prior presentations e.g. (1), the author has shown the graph of Figure 1, which is a 


snapshot of the infrasonic pressure distribution at a home downwind of 6 GE 1.5MW wind 


turbines located near Ubly, Michigan.   The wind turbines form a part of a 46-turbine 


installation which has given rise to significant noise nuisance for nearby residents. 


               


Figure 1  Impulsive periodic wind turbine infrasound in bedroom of house.  Six separate turbines can be 


identified.  Peak level 88dB 


To make clear that these varying components of sound do indeed represent separate, 


distinct infrasonic impulses, an alternative presentation of the data will now be given.  


The original full bandwidth B&K 4193-L-004  microphone data was down-sampled to 1kHz, 


then subsequently bandpass filtered using a combination of high-pass and low-pass 


Butterworth filters at 0.5Hz and 10Hz respectively, to uniformly embrace the frequency range 


0.5Hz-10Hz.    To emphasise the peak levels at blade passage frequency, it was then further 


filtered with a 5-point FIR filter consisting of periodically distributed Hanning weighted time-


coefficients, separated by the average blade-passage period of 1.089 seconds (1089 ms), 


corresponding to 0.918Hz BPF.    The resultant time-domain filter characteristic is shown in 


Figure 2. 







 


4 
 


                      


                                          Figure 2  Coefficients of Time Domain FIR Filter 


The effect of this filter is to highlight the BPF components of the wind-turbine infrasound, 


although in the process introducing a finite time-constant amounting to 2 blade passage 


intervals either side of centre.  


The combination of the bandpass filtering and subsequent filtering with this periodic time-


domain filter results in the overall frequency response of Figure 3 


                      


                                    Figure 3  Frequency Response of Complete Filtering Process 


The resultant filtered data was then presented as a time-domain representation, shown in 


Figure 4 
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              Figure 4   2D Time History Representing SPL during Sequential Blade Passage Intervals 


This figure represents a two-dimensional time-history, with (logarithmic) peak amplitude 


indicated by colour, red being highest and blue being lowest.   The overall presentation is 


synchronized to the nominal, average blade passage rate of 0.918Hz.   Moving directly 


downwards from the upper left of the diagram represents the progression of a single blade 


passage.   Upon reaching the bottom, the trace reverts again to the top of the figure, to trace 


out the next blade passage.   Thus progress along the horizontal axis represents sequential 


blade passages, and successive descents from top to bottom represents the detail of the 


time history within each blade passage. 


As a result of the finite time-constant of the periodic filter, the signal marking each blade 


passage descent is not completely independent of its immediate neighbours – there is finite 


smearing either side, amounting to +/- 2.2 seconds, but this is of short duration compared to 


the overall 1 minute time trace.     The actual maximum and minimum levels of the two 


dimensional data corresponds to a positive going peak of 87dB, and a less clearly defined 


negative going peak also of 87dB.  


It is clear that there are well-defined horizontal components of signal, each corresponding to 


peak levels which are occurring at essentially the same instant within each blade passage 


interval.   But these horizontal components do not form completely straight lines, as would be 


expected for truly synchronous observation of a rotating source.   The acoustic signal is 


being received from turbines at distances varying from 1500 feet to 1.25 miles.   


Consequently there are variations in arrival time which are the result of changes in the 


propagation time associated with the rise and fall of the convective windspeed.   Moreover, 


rotation of individual turbines is not completely synchronous with the underlying timebase, 


although it can be seen that over a period of 1 minute, the general position of the peak levels 


within each nominal blade passage interval remains relatively consistent, indicating a close 


correlation with the overall time-base. 


One possible feature exacerbating the generation of such impulses may lie in the fact that 


some of the turbines are located behind significant wooded areas of trees.   It is well-known 


that even in an unobstructed atmosphere, the result of wind-speed decreasing with altitude 


can result in a low-level change in wind-direction.   This effect, namely the Ekman layer, is 
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brought about by the fact that higher level windspeeds coupled with the Coriolis effect result 


in a balancing pressure gradient at 900 which persists at all altitudes, down to ground level.   


But the progressively reducing windspeed means that this pressure gradient at lower levels 


exceeds the value necessary to overcome the local Coriolis force, and the wind progressively 


shears round towards the downstream direction of the pressure gradient. 


The effect of groups of trees which can further slow and obstruct the low-level flow into the 


turbine can significantly enhance this shearing effect, so that at the bottom of their rotation 


the turbine blades can encounter slower airflow incident from a very different direction from 


that which is present higher up, with resultant significant transient change in lift over the 


airfoil. 


3. The Effect of Airflow over the Ears 


In (2), Bray & James reported the results of using a model of the human head and shoulders 


(HEAD) to conduct sound measurements within both ears of the model, at a residence 


adjacent to the Ubly wind farm, Michigan.    Measurements were carried out both inside and 


outside the residence, under low surface wind conditions.   The resultant data have been 


made available to this author, and show effects which highlight the substantial difference in 


perception of wind-turbine noise when in an outside environment and within a residence. 


The model head was positioned with its shoulders at a height of about 5 feet above ground, 


and was equipped with foam earmuffs.   Throughout the measurement period, wind speed 


and direction was measured by a weather station having the anemometer at a height of ~ 30 


feet.   This wind speed was projected to 5 feet height, assuming the profile v5 = v30 x(5/30)0.37       


The author has analysed this data, and in particular, the coherence between the two ear 


microphones.   It was found that outside the residence, this coherence could be significantly 


degraded according to windspeed.  Despite the presence of the ear muffs, the effect of a 


recorded wind speed as low as 3 mph was sufficient to degrade the cross-coherence over 


the frequency range 1-20Hz by a substantial amount.  


                Figure 5







 


Figure 5 shows the variation of wind


the corresponding mean level of coherence, measured with an FFT bandwidth of 1Hz for 1 


minute averages, and averaged over 


             


Figure 6 shows the resultant degradation of average coherence versus wind


upper and lower bounds corresponding to the standard deviation.   In contrast, coherence in 


the still air within the house was found to be good across the entire spectrum


lowest sound levels.  


            


Figure 7 shows the outside rms infrasonic sound pressure level recorded 


microphones, and superposed is the corresponding level of hydrodynamic pressure 


shows the variation of wind-speed during the period of outside measurement, and 


level of coherence, measured with an FFT bandwidth of 1Hz for 1 


, and averaged over the infrasound regime 1Hz-20Hz . 


shows the resultant degradation of average coherence versus wind-


upper and lower bounds corresponding to the standard deviation.   In contrast, coherence in 


the still air within the house was found to be good across the entire spectrum, even at the 


shows the outside rms infrasonic sound pressure level recorded by one of the


, and superposed is the corresponding level of hydrodynamic pressure 


speed during the period of outside measurement, and 


level of coherence, measured with an FFT bandwidth of 1Hz for 1 


 


-speed, with 


upper and lower bounds corresponding to the standard deviation.   In contrast, coherence in 


, even at the 


 


one of the ear 


, and superposed is the corresponding level of hydrodynamic pressure 
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fluctuation that would be expected if the turbulent pressure variation over the ears amounted 


to 15% of the stagnation pressure at each appropriate windspeed.   It is clear that the outside 


sound pressure levels can be quickly dominated by the hydrodynamic pressures resulting 


from airflow, even at these very low windspeeds 


This immediately indicates that in contrast to a conventional microphone which can be 


carefully shielded against wind-airflow at infrasonic frequencies, the human head and ears 


are highly susceptible to the effects of airflow, and this in turn can completely compromise 


the perception of wind-turbine infrasound when in an outside environment. 


During the early 1980’s while working on an industrial gas turbine compressor, the author 


became very aware that the very low-frequency sound can quickly become imperceptible 


when outside in any moderate breeze.    More recently, while attempting to sleep in a house 


3 miles from the nearest wind-turbine of a new wind farm consisting of 35 GE 1.6 100m 


diameter wind turbines, the author and his wife have sometimes been kept awake by the low-


frequency rumble or infrasonic “silent thump” of the turbines.    This situation can occur when 


the wind has veered from a cold north wind from Canada, to a warm wind from the south 


blowing over cold ground.   Such conditions give rise to a classic temperature inversion, and 


the resultant wind turbine infrasound can readily propagate for 3 miles or more.   


On such occasions, the author has more than once donned outdoor clothes at 1am and gone 


out onto the road outside the house, clear of trees and obstructions, but in the airflow of an 


outside wind has been consistently unable to detect any similar subjective disturbance.  


It is often argued that infrasound is more readily detectable within a residence simply 


because the building structure greatly attenuates the higher frequencies, but has little effect 


on the lower frequencies.   There is an additional effect, however, that tends to be 


overlooked.    Outside, individual ears effectively represent unshrouded pointwise 


microphones, equally sensitive to the full effects of airflow and true infrasound.  In contrast, 


the conditions within a building are very different.    Pressure due to wind turbulence tends to 


be only locally correlated over the outside surface of the building, whereas true infrasound 


acts coherently over the entire structure.    This gives rise to an additional spatial filtering 


effect, whereby the wind induced pressure distribution tends to cancel itself out, but the fully 


coherent very low frequency wind-turbine infrasound acts to fully reinforce itself over the 


entire structure.  


This characteristic has been exploited for many years in the design of conformal sonar arrays 


– distributed pressure sensing surfaces which preferentially detect acoustic signals that are 


fully coherent over the surface, yet “average-out” the uncorrelated pressures due to 


hydrodynamic flow, yielding a significant improvement in signal-to-noise ratio. 


A direct consequence of this difference between inside and outside observation is that 


observers visiting windfarms in the open air may quite correctly comment that they cannot 


hear any significant low-frequency sound.   Put simply, they are not observing under the 


appropriate conditions.   Perception within a residence, particularly in a quiet bedroom, can 


be entirely different. 
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This difference is significantly enhanced by the fact that the threshold of hearing is not a 


constant threshold, but is automatically raised or lowered according to the background 


ambient sound conditions.    It is for this reason that people in urban areas, with typical 


ambient sound levels around 55dBA, have a naturally raised threshold and are able to 


tolerate additional noise of comparable level, yet this same level of noise would be 


completely intolerable in rural areas where ambient levels can be very much lower, not 


infrequently in the region of 25-30dBA.   This is one of the most important effects with 


respect to perception of low-frequency noise and infrasound, yet the widely cited 


AWEA/CANWEA Expert Health Report of 2009  (3), completely failed to indicate the 


consequences of this process of automatic threshold adjustment.    


4. First Hand Experience of the Severe Adverse Effects of Infrasound. 


Approximately 18 months ago, the author was asked by a family living near the Ubly wind-


turbines to help set up instrumentation and assess acoustic conditions within their basement, 


which is partially underground, where they hoped to encounter more tolerable sleeping 


conditions.   In the early evening, the author arrived at the site.   It was a beautiful evening, 


with very little wind at ground level, but the turbines were operating.   Within the house, 


however, it was impossible to hear any noise from the turbines and it became necessary to 


go outside from time-to-time to confirm that they were indeed running. 


The author did not expect to obtain any significant measurements under these conditions, 


but nevertheless proceeded to help set up instrumentation in the form of a B&K 4193-L-004  


infrasonic microphone and several Infiltek microbarometers.   Calibration of the 


microbarometers had previously been confirmed by performing background infrasonic 


measurements directly side-by-side with the precision B&K microphone.   The intention was 


to define measurement locations, to establish instrumentation gains having appropriate 


headroom, and to agree and go through practice procedures so that the occupants could 


conduct further measurements themselves. 


After a period of about one hour, which time had been spent setting up instrumentation in the 


basement and using a laptop computer in the kitchen, the author began to feel a significant 


sense of lethargy.   As further time passed this progressed to difficulty in concentration 


accompanied by nausea, so that around the 3 hour mark, he was feeling distinctly unwell.   


He thought back over the day, to remember what food he had eaten and whether he might 


have undertaken any other action that might bring about this effect.    He had light meals of 


cereal for breakfast and salad for lunch, so it seemed unlikely that either could have been 


responsible.  Meanwhile, the sun was going down leaving a beautiful orange-pink glow in the 


sky, while ground windspeed levels remained almost zero and the evening conditions could 


not have been more tranquil and pleasant. 


It was only after about 3.5 hours that it suddenly struck home that these symptoms were 


being brought about by the wind-turbines.   Since there was no audible sound, and the 


infrasound levels appeared to be sufficiently low that the author considered them to be of 


little consequence, he had not hitherto given any thought to this possibility. 


As further time passed, the effects increasingly worsened, so that by 5 hours he felt 


extremely ill.   It was quite uncanny to be trying to concentrate on a computer in a very solid, 


completely stationary kitchen, surrounded by solid oak cabinets, with granite counter tops 
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and a cast-iron sink, while feeling almost exactly the same symptoms as being seasick in a 


rough sea. 


Finally, after 5 hours it was considered that enough trial runs had been taken and analysed 


that it was decided to set up for a long overnight run, leaving the instrumentation under the 


control of the home owners.    The author was immensely relieved finally to be leaving the 


premises and able to make his way home clear of the wind turbines. 


But it was by no means over.   Upon getting into the car and driving out of the gateway, the 


author found that his balance and co-ordination were completely compromised, so that he 


was consistently oversteering, and the front of the car seemed to sway around like a boat at 


sea.   It became very difficult to judge speed and distance, so that it was necessary to drive 


extremely slowly and with great caution.  


Arriving home 40 minutes later, his wife observed immediately that he was unwell – 


apparently his face was completely ashen.   It was a total of 5 hours after leaving the site 


before the symptoms finally abated. 


It is often argued that such effects associated with wind turbines are due to stress or 


annoyance brought about by the relentless noise, but on this occasion there was no audible 


noise at all within the house.   Moreover, it was a remarkably tranquil evening with a very 


impressive sunset, so any thought that problems could arise from the turbines was 


completely absent.   It was only once the symptoms became increasingly severe that the 


author finally made the connection, having first considered and ruled out any other 


possibilities.   So explanations of “nocebo effect” would hardly appear to be appropriate, 


when such awareness occurred only well into the event.  


In the following two figures, the typical measured infrasound levels in the basement are 


shown, as measured with one of the Infiltek microbarometers .    Figure 8 shows 


                     


                                      Figure 8   Average Power Spectrum of Infrasound in Basement 
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the power spectrum, measured with a nominal 0.1Hz FFT bandwidth.   As can be seen, the 


peak of the fundamental blade rate component, at 55dB, might not normally be considered to 


represent a particularly obtrusive level of infrasound.   Several higher harmonics of 


progressively reducing amplitude are visible, but this characteristic is very much as one 


would expect for an upwind-rotor turbine operating in comparatively smooth airflow.  


The corresponding time-trace is shown in Figure 9.   It can be seen that there is a single 


comparatively sharply defined pulse per blade-passage, so it would appear that only the 


closest wind-turbine is contributing significantly. 


             


                                                     Figure 9   Time History of Infrasound in Basement 


Nevertheless, it should be noted that while the fundamental harmonic of blade-passage is at 


only 55dB, the cumulative effect of the higher harmonics can raise the peak level of the 


waveform on occasion to 69-72dB.   Most of the author’s prior work has concentrated on 


time-history analysis of the waveform, consistent with the 2004 observation by Moller & 


Pedersen (4) that at the very lowest frequencies it is the time-history of infrasound which is 


most relevant to perception.  Simply observing separate spectral levels at discrete 


frequencies and regarding these as independent components can lead to considerable 


underestimate of the true levels of repetitive infrasound. 


The fact that balance and coordination were found to be adversely compromised during the 


night drive home would suggest interference with the vestibular organs, as proposed by 


Pierpont (5) and subsequently by Schomer (6).   An important additional observation, 


however, is that the effects persisted for 5 hours afterwards, when the immediate excitation 


was no longer present.   In contrast, for sea-sickness, effects tend to dissipate rapidly once 


sea conditions moderate.  It is of interest that a 1984 investigation (7), in which test subjects 


experienced 30 minutes exposure to 8Hz excitation at very much higher levels of 130dB, 


reported that some adverse effects could persist for several hours later. 







 


12 
 


5.Conclusions 


It has been shown that upwind-rotor turbines can indeed sometimes give rise to impulsive 


low-frequency infrasound – a characteristic commonly attributed only to old-fashioned 


downwind rotor configurations.   But perception of wind turbine low frequency noise and 


infrasound can be quickly suppressed by the effects of wind-induced airflow over the ears, 


with the result that incorrect conclusions can easily result from observations made when 


exposed to outside breezy conditions.    The effects within a residence are much more 


readily perceptible, and cannot be ignored.   An account has been given of an occurrence of 


severe direct health effects experienced by the author, and considered to be due entirely to 


wind-turbine infrasound, yet manifest under superficially benign conditions where no such 


adverse effects were anticipated. 
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Summary   
Wind turbine noise can often be audible inside the residential buildings around wind farms, 
potentially causing residents’ psycho-acoustical annoyance and sleep disturbance. Acoustic 
measurements inside buildings, however, are very difficult from a physical viewpoint and can 
invade residents’ privacy. Therefore, the noise levels inside houses have to be estimated from 
the levels measured outdoors. That is, the sound insulation of houses needs to be modelled. 
The authors have conducted field measurements of wind turbine noise across Japan over the 
three years from fiscal year 2010, in which simultaneous measurements of outside/inside 
residential buildings were conducted optionally in cases where the residents were cooperative. 
Among the data obtained in the measurements, 22 data for ordinary residential buildings were 
analysed in A-weighted sound pressure level and 1/3-octave-band sound pressure levels from 
1 Hz to 500 Hz. Based on those data, the possibility of modelling the “house-filter” according to 
the classification of window construction was investigated by referring some other data 
regarding sound insulation performance of general residential buildings. 


1. Introduction 
Wind turbine noise (WTN) generally has dominant components at low frequencies and is easily 
transmitted into buildings, causing residents’ psycho-acoustical annoyance and sleep 
disturbance [1]. Therefore, it is essential to assess the noise levels of WTN inside residential 
buildings, but acoustic measurements inside buildings are very difficult from a physical 
viewpoint [2,3] and can invade residents’ privacy and the levels should be estimated from the 
levels measured outdoors. To do this, the sound pressure level (SPL) difference between 
outside and inside a building (sound insulation) needs to be modelled as an acoustic filter 
(house-filter) which represents the frequency characteristic of sound insulation performance of 
general houses. Based on the measurement data obtained at wind farm sites in Japan, the 
possibility of modelling the “house-filter” was investigated by referring some other data 
regarding sound insulation performance of general residential buildings. 
 
 
 
 
 
 
 
 


Figure 1: Flow of wind turbine noise problem







2. Field measurements 
To investigate the actual condition of WTN in Japan, a research project entitled “Research on 
the evaluation of human impact of low frequency noise from wind turbine generators” has been 
conducted over the three years from fiscal year 2010, funded by a grant from the Ministry of the 
Environment, Japan, in which field measurements at 34 wind farm sites were conducted across 
Japan [4]. In this field study, simultaneous measurements of outside/inside residential buildings 
were conducted optionally in cases where the residents were cooperative. 


2.1 Measurement instrumentation 
In the WTN measurements, a prototype wide-frequency-range sound level meter was 
manufactured by RION Co. for the requirements of the measurement frequency range from 1 
Hz to 20 kHz, with a function for recording the sound pressure signal built into its body (48 kHz 
sampling, 16 bits, WAVE format). To prevent wind-induced noise, a double-skin-type wind 
screen set was attached to the microphone of the sound level meter positioned outdoors.  


2.2 Measurement results of SPLs outside/inside houses 
In the field measurements, 22 data of SPLs outside and inside the residential buildings around 
wind farms were obtained. All of the houses under measurement are of wooden construction 
common in Japan and they have various types and areas of windows. The outside 
measurement point was positioned at a point 1.5 m or more apart from the building façade and 
20 cm above the ground, and the inside one was positioned at a point about 1.5 m apart from 
the window and about 1.2 m above the floor as a representative position in normal use of the 
room. Since the main purpose of the field survey of this research project was to measure the 
actual condition of WTN outdoors and enough time could not spare for the indoor 
measurements. 


The time averaged 1/3-octave-band SPLs from 1 Hz to 5 kHz for 10 min analysed from the 
recordings are shown in Fig. 2. For outside SPLs, insects’ sounds were included in some of the 
measurement results conducted in summer and autumn seasons. As for the data measured 
inside, the SPLs in the frequency bands higher than 500 Hz might be influenced by the indoor 
noises and the internal noise of the measurement instrumentation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 2: 1/3 octave band sound pressure levels of wind turbine noise measured outside and 


inside 22 residential buildings 







Figure 3 shows the over-all A-weighted SPLs measured outside/inside the 22 houses, in which 
the window construction was classified into three types: (a) double-pane (aluminium frame) 
window, (b) single-pane (aluminium frame) window and (c) single-pane (wooden frame) window. 
In this result, it is seen that the average level difference between the A-weighted SPL outside 
(LAeq,out) and that inside (LAeq,in) is 17.7 dB on average and a tendency is seen that sound 
insulation performance is high in order of (a), (b) and (c). 


Figure 4 shows the correspondence between the over-all A-weighted SPL (LAeq,OA) and that 
assessed in the limited frequency bands from 10 Hz to 160 Hz in 1/3 octave bands (LAeq,LF) 
which is used in the Danish Regulation [5]. The result shows that they are in fairly high 
correlation with about 7.5 dB difference. 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 


Figure 3: over-all A-weighted SPLs measured outside/inside the 22 houses. 


 


Figure 4: Correspondence between the over-all A-weighted SPL (LAeq,OA) and that assessed 
in the limited frequency bands from 10 Hz to 160 Hz in 1/3 octave bands (LAeq,OA) 


 


 







 
Regarding the 1/3-octave-band SPL difference between outside and inside each house under 
measurement, four examples are shown in Fig. 5, in which the inside levels in frequency bands 
higher than 500 Hz might be influenced by the indoor noises and the internal noise of the 
measurement instrumentation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


3. Modelling of the House Filter 
From the measurement results of 1/3-octave-band SPLs outside and inside the 22 houses 
shown in Fig. 2, the SPL difference between outside and inside for each house were obtained 
for 6 houses with double-pane window, 14 houses with single-pane window, and 2 houses with 
single-pane (wooden frame) window as shown in Figs 6, 7 and 8. Since the number of the data 
for each window type is not sufficient for statistical consideration, the simple arithmetic average 
of the SPL difference was calculated as shown in each figure by the thick line. 


Based on the results shown in Figs. 6, 7 and 8 and by simplifying the arithmetic average value 
for each window type, three kinds of house-filter models were assumed as shown in Fig. 9. 
They have general frequency characteristics that sound insulation is zero in the infrasound 
region and increasing at a rate of 4 dB/octave up to 250 Hz. At frequencies higher than 250 Hz, 
constant values were assumed empirically. Model C is based on only two data and is not so 
reliable.  


Figure 5: Four examples of the comparison of 1/3 octave band SPLs measured outside and 
inside the houses. 







 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 8: 1/3-octave-band SPL difference for 2 houses with single-pane (wooden frame) 
window 


Figure 7: 1/3-octave-band SPL difference for 14 houses with single-pane window 


Figure 6: 1/3-octave-band SPL difference for 6 houses with double-pane window 
 







 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
To check the house-filter models with other sound insulation data in 1/3-octave-bands, three 
reference data are introduced as shown in Fig. 10. The first is the outside/inside SPL 
differences specified in the Danish Regulation for predicting low-frequency sound of WTN in 
general Danish residential buildings [5]. The data (     ) well falls on model curve A.  


The second is the arithmetic average of the outside/inside SPL differences of 9 Japanese 
wooden houses with single-pane aluminium-frame windows against aircraft noise. The 
measurements were performed around a large-scale airport in Japan in 2002 using a low 
frequency sound level meter and a normal sound level meter. The outside measurement 
microphones with wind-screen sets were positioned at a point 5 m or more apart from building 
façade and close to the ground and the inside microphones were positioned at a point about 1 
m apart from the window and about 1.2 m above the floor as a representative position in normal 
use of the room. As shown in Fig. 10, the data  (     )  is in fairly good agreement with the 
Danish data and are plotted between model curves A and B. 
The third is the arithmetic average of the outside/inside SPL differences of 18 Japanese 
wooden houses with single-pane wooden-frame windows against various kinds of industrial 
low-frequency sounds [6]. The measurements were performed in Japan about 30 year ago 
using a low frequency sound level meter. In each measurement, a couple of microphones of 
low-frequency sound level meters were positioned 1 m outside and inside the window and 1.2 
m above the ground (outside) and the floor (inside). As shown in Fig. 10, the data (     ) is 


 
Figure 9: House Filter Models for three kinds of window constructions. 


Figure 10: Comparisons between the House Filter Models and the reference data. 







almost parallel to model curve C with a small difference. This old type of window is scarcely 
used for recent residential buildings in Japan. 


4. Conclusions 
 In general environmental noise problems, the effect of noise inside houses should be 


considered. Especially in WTN problem, it often causes residents’ sleep disturbance at 
night. In usual environmental noise monitoring, however, it is rather difficult to measure the 
noise inside houses by thrusting microphones into them. In the noise impact assessment, it 
is necessary to predict the noise level inside houses. Therefore, standard model of sound 
insulation performance of residential buildings (house-filter) is desired to be established.  


 As a trial for this aim, simultaneous measurements outside/inside houses were optionally 
conducted in the field measurements of WTN across Japan and 22 data of outside/inside 
SPL difference were obtained. All the houses under measurement were of wooden 
construction common in Japan and they have various types and areas of windows. 


 Although the SPL distribution in a room is very much complicated and the way to estimate 
the representative SPL is still open to argument, the measurement was conducted at only 
one representative position in normal use of each room (about 1.5 m apart from the window 
and about 1.2 m above the floor). 


 As a result, outside/inside SPL difference in terms of over-all A-weighted SPL was about 18 
dB against WTN. 


 For respective window types, the arithmetic mean values of outside/inside SPL differences 
in 1/3-octave-bands from 1 Hz to 500 Hz were calculated and they were approximated 
using line graphs as the house-filter models. The model curves have general frequency 
characteristics that the SPL difference is zero in the infrasound region and increasing at a 
rate of 4 dB/octave up to 250 Hz and constant at frequencies higher than 250 Hz.  


 The house-filter models were checked with three reference data: the SPL differences 
specified in the Danish Regulation for predicting indoor low-frequency sound level of WTN, 
the measurement data of sound insulation of 9 houses against aircraft noise performed 
around a large-scale airport in Japan, and the data of 18 wooden houses with single-pane 
wooden-frame windows against various kinds of industrial low-frequency sounds. As a 
result, it has been found that these data can be simplified by any of the house-filter models, 
A, B or C, which were assumed based on the data obtained at wind farm sites.  
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Summary 


Amiet's analytical model for trailing edge noise is used to predict the noise radiated by a 
Siemens SWT 2.3-93 wind turbine. Good agreement with experiment is found for sound power 


level (SWL) spectrum for frequencies higher than     . The immission level is then calculated 
with an image source model and compared with point source calculation. Ground reflection and 
atmospheric absorption are considered for the propagation model. The effect of ground 
reflection is seen to modify the sound pressure level spectrum and the amplitude modulation 
strength. The point source approximation yields accurate results for the overall sound pressure 
level, but exaggerates interference dips in the spectrum and thus overestimates the strength of 
amplitude modulation. 


1. Introduction 


A modern wind turbine converts wind energy into electrical power with satisfying efficiency. 
However, the noise emission from a wind turbine has been a great concern for its acceptance 
by the neighbourhood. Among all the wind turbine noise mechanisms, aerodynamic noise, 
mainly, turbulent inflow noise and trailing edge noise are believed to be the most important 
noise sources. In addition, due to the rotation of the blade, wind turbine noise has a feather 
called amplitude modulation. It leads to the fluctuation of total noise immission which can be 
quite disturbing even when the noise level is low. It is of interests to know if this amplitude 
modulation varies over certain distance, and if its strength is the same in difference directions 
with respect to the wind. 


In this paper, we focus on trailing edge noise since the total noise is usually dominated by 
trailing edge noise for a modern wind turbine [Oerlemans and Schepers, 2009]. Amiet's 
analytical model for a fixed plate is adopted for wind turbine blades to predict noise emission 
level. Then immission level is calculated using an analytical propagation model that includes 
ground reflectionand atmospheric absorption. At the end, the validity of the commonly used 
point source assumption is examined. 


2. Amiet's model for trailing edge noise and its application to wind turbine 


2.1 Introduction to Amiet's analytical model 
Amiet's model [Amiet, 1975] was first developed for turbulent inflow noise. Since the two 
mechanisms, turbulent inflow noise and trailing edge noise are both caused by turbulence 
scattering, the original model can be extended to trailing edge noise [Amiet, 1976]. Figure 1 
shows the geometry of the model setup. Flow with a uniform velocity U encounters a flat plate 
at the leading edge, turbulence grows inside the boundary layer while being convected 
downstream, and then scattered at the trailing edge (as shown in red in figure 1). The plate has 
a span   and a chord  , and the receiver is located at the point            as indicated. The 
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origin of the coordinate is set at the middle of the trailing edge. The flow direction is set as  , 


the   direction is along the trailing edge, and   is for the vertical direction. 


Amiet showed that the far field power spectrum density     for large aspect ratio, that is 


        [Roger and Moreau, 2005] can be written as [Amiet, 1976]: 


                  
    


      
  


 
 


 
   


 


  
 
   


  
  


 


           
   


  
  


(1) 


where source coordinates are expressed as        ,   is angular frequency,    is sound speed, 
   is a modified distance between the source and the observer,     is the span-wise wall 


pressure spectra,    is span-wise correlation length, estimated by Corcos model [Corcos, 


1963],          is the normalized acoustic wavenumber, and   is a transfer function that 
connects the airfoil surface pressure fluctuation to the acoustic pressure at a far field point. A 
more detailed derivation can be found in [Roger and Moreau 2005, Rozenberg et al.,2007]. 


 
Figure 1. Schematic for Amiet's trailing edge noise model 


2.2 Application of Amiet's model to a wind turbine 


The model wind turbine used in this study is a 2.3MW Siemens SWT 2.3-93. The tower height 


(ground to hub) is    , it has 3 B45 blades of length     that have controllable pitch angle. 
The chord length is      at the root of a blade, and 0.8m at the tip. A linear variation of chord is 
assumed when dividing the blade into small segment. These data in addition to the 
measurements are found in [Leloudas, 2006].  


To apply Amiet's model on a wind turbine, each blade is first divided into several segments, and 
each segment is treated as a fixed plate. Doppler effect due to the rotation is taken into account 
[Schlinker, 1981]. The overall sound pressure level (SPL) is then obtained by logarithmic 
summation over all the segments. Wall pressure spectra is predicted with a scaling formula that 
considers an adverse gradient flow condition [Rozenberg et al., 2012]. Boundary layer 
parameters required by the wall pressure spectra model are calculated with XFOIL for an airfoil 
NACA633415, which has a really similar shape as B45 airfoil [Creech et al., 2014].  
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Figure.2 Geometry of a sound wave reflected by a ground. Figure. 3 Definition of ground azimuthal angle  . 
 


3.Noise propagation over a grass ground 


Wind turbine noise propagation in the atmosphere is influenced by many factors, such as 
refraction by vertical sound speed gradients, scattering by turbulence, topography, etc. In this 
paper, we consider only the ground effect and the atmospheric absorption. For simplicity, 
atmosphere is considered homogeneous, meaning there is no temperature variation, and the 
atmosphere is at rest. 


3.1 Modelling of ground reflection  


Like a light beam, a sound wave will be reflected when it encounters a ground. The total 
immision level is then the sum of a direct wave and a reflected wave, as shown in figure 2. If we 
write the complex pressure amplitude at a receiver as [Chessel, 1977; Salomons, 2001]: 


     
          


  
  


          


  
  (2) 


then it can be shown that the relative sound pressure level    has a form of [Salomons]: 


              
  


  
                 


 


 (3) 


where    and    are the distance of the direct ray and reflected ray respectively, as shown in 


figure 2,    is acoustic wavenumber, and   is the spherical-wave reflection coefficient 
calculated by the simplified model proposed by Chessell (1977) for the sound propagation over 


a finite impedance ground. It is related to ground impedance   , the latter can be modelled by 
Delany & Bazley empirical model [Salomons,2011].   depends on ground resistivity, which 
described by  . For a rigid ground, there is no energy lost,   is infinite; while for a typical 


grassland,   has a value of             , which is used in this paper. An example for    
with respect to frequency over a typical  grassland is shown in figure 4 for a source - receiver 


distance          and       respectively, with various source height    , and a fixed 
receiver height of     . For          , the first interference dips for the 3 sources occur at 
different frequencies, while for           , they occur at almost the same frequency. This is 
because the angle between the reflected ray and the ground is almost the same when the 


source - observer distance   is much larger than the source height. 
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(a) R  = 100m (b) R = 1000m 


Figure 4. Relative sound pressure level    for a different source height   , and a receiver height of 1.5m. 


3.2 Modelling of atmospheric absorption  


Atmospheric absorption is due to the dissipative process during the wave propagation. Energy 
loss leads to a decrease of the amplitude of the wave. The strength of absorption depends on 


frequency, temperature and the humidity of the atmosphere. The absorption coefficient   can 
be estimated by the International Standard ISO 9613-1:1993 with the information of 
temperature and air humidity.  Atmospheric absorption is more pronounced at high frequency 


range, and for longer source-receiver distance  . An example of absorption coefficient   as a 


function of frequency is shown in figure 5, with temperature of      and air humidity of    . 


 
Figure 5. Atmospheric absorption coefficient   for a temperature of      and an air humidity of    . 


4.Results and discussions 


4.1 Emission level prediction 


The sound Power level     is obtained by                       assuming a free field 
propagation, where the sound pressure level    is the output from Amiet's model. The observer 


is located      in the downwind direction. Wind speed is     , and the blade rotating speed 
is          .The results are averaged over one complete rotation and compared with 
measurements in Figure 6. It shows that at frequences less than     , the trailing edge noise 
emitted from airfoil suction side is greater than the pressure side, while at frequency higher 


then     , it is dominated by pressure side. This phenomenon agrees with fixed plate 
measurements of [Brooks. et al,1989]. For the total trailing edge noise, the results are in good 


agreement at frequency higher than     . However, the model underestimates the noise level 
at low frequencies. This can be attributed to different factors including: 1, there are other noise 
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mechanisms who are important at low frequency, namely, turbulent inflow noise and noise due 
to flow separation; 2, a constant wind profile cannot represent the real wind conditions during 
the measurements. 


Directivity of total SPL is shown in figure 7, with the wind coming from left to right. Rotor plane 
is represented by the vertical bold line. A clear dipole shape is seen. The lowest SPL is not 
exactly at crosswind direction, which is due to the effect of blade twist, the trailing edge being 
off the rotor plane. 


 
 


Figure 6. Third octave band spectrm of    for 
measurements and for Amiet’s trailing edge 
noise model 


Figure 7. Directivity of total SPL predicted by 
the model, with wind coming from left to right. 


Amplitude modulation, that is, the fluctuation of total noise level during one blade rotation is 
shown in figure 8 for downwind and crosswind observer. The results are normalized by the 
mean overall SPL during one rotation. We can see that the amplitude modulation is much 
pronounced in crosswind direction, and almost constant in downwind direction. Figure 9 shows 
the directivity of amplitude modulation, with wind coming from left to right. The maximum is 
observed at direction a little upwind from the rotor plane, where we observed the lowest overall 
SPL in figure7. 


 
 


Figure 8. Amplitude modulation during one complete blade 
rotation. Upper: observer in downwind direction; lower: 
observer in crosswind direction. 


Figure 9. Directivity of amplitude modulation strength. 


4.2 Immission level prediction 


The sound propagation results are shown in this section. The receiver is at      above ground 
for all distances, the air temperature is assumed at      and humidity at    . In figure 10, A-
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weighted 1/3 octave bands are plotted for a receiver distance of            , and        The 


first interference dips is shifted from around      for                   for         . This 
is due to the fact that when the observer is further, the length difference between the direct 
wave path and reflected wave path is smaller, thus the destructive interference occurs at a 
smaller wavelength, meaning higher wave frequency. The effect of atmospheric absorption is 
more pronounced at higher frequency and at a longer distance. Figure 11 shows the overall 


SPL with respect to source – receiver distance   for free field, and with both ground reflection 
(G.R) and atmospheric absorption (A.A).  At distance         , the A.A can be neglected, 
and ground reflection along adds    . But with atmospheric absorption, at       distance, the 


total SPL is up to     less than that of free field, for a ground with                . 


  


Figure 10. 1/3 octave band spectra for the 
different propagation distances. Solid lines: 
with only ground reflection; dash lines: with 
ground reflection and atmospheric absorption. 


Figure 11. Overall SPL with respect to 
propagation distance in downwind direction, for 
different fluid resistivity. Both ground reflection 
and atmospheric absorption are considered. 


Figure 11 shows that a more rigid ground (higher   value) leads to a lower overall SPL at  


         , which seems at first counterintuitive. To explain this phenomenon, we plot the the 
third octave band spectrum  for the same   values at           in Figure 12, and the relative 
sound pressure level for a point source at 80-meter height in Figure 13. We can see clearly that 
for a more rigid ground, the first interference dip occurs at higher frequency, which tends to 
reduce the total SPL more significantly when summing up all the frequency bands. 


  
Figure 12. SPL spectra for different fluid 


resistivity  , at          . 
Figure 13. Relative sound pressure level for 


different fluid resistivity  . Source height:    , 


observer height:     ,            
 
Figures 14 and 15 show the effect of ground and atmospheric absorption on the directivities of 


SPL and amplitude modulation strength. Observer is       away from wind turbine. In 
agreement with the results of figure 11, at       distance in the downwind direction, the 
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overall SPL with ground reflection and atmospheric absorption is around     lower than that of 
free field. On the other hand, for amplitude modulation, the ground reflection and atmospheric 


absorption increase its strength for most directions of  . 


 
Figure 14. Directivity of overall SPL for free field and for a grassland with atmospheric 


absorption. Observer is 1000m away from wind turbine.               . 


 
Figure 15. Directivity of amplitude modulation strength for free field and for a grassland 
with atmospheric absorption. Observer is 1000m away from wind turbine. 


The amplitude modulation strength for       ,    ,    , and      as a function of source - 
receiver distance is shown in figure 16. It is seen that when sound is propagating along 
downwind direction (0° and 45°), the strength of amplitude modulation increase with increasing 
distance but remains lower than 1dB; while in the crosswind direction (90° and 105°), the 
strength tends to decrease with increasing distance.  


To gain a little more understanding on the increase of amplitude modulation strength when 
considering ground reflection and atmospheric absorption, a spectrum of amplitude modulation 


strength is plotted in Figure 17 for          , in crosswind direction. It shows large frequency 
variations when ground reflection and atmospheric absorption are taken into account, while the 


free field spectrum is quite smooth. If we focus on the third octave band        , by looking at 
the spectra of the blade positions that produce maximum and minimum SPL in Figure 18, the 
cause of the 10 dB amplitude modulation peak is seen to be the ground interference dip at this 
frequency. It is necessary to notice that for different frequencies, the blade positions for 
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maximum and minimum SPL are not necessary the same, thus the overall amplitude 
modulation strength is not simply the logarithm summation of the spectrum in Figure 17. 


 


 


Figure 17. Spectrum of amplitude modulation strength.           crosswind direction. 
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Figure 16. Amplitude modulation strength with respect to source - receiver distance for                        
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Figure 18. Spectra of two 2 blade positions where the maximum and minimum SPL level are observed for 
the third octave band centred at           .           , crosswind direction. Upper left: blade 
position where the maximum SPL is produced; Lower left: blade position where the minimum SPL is 
produced. 


 
4.3 Accuracy of point source assumption for wind turbine noise 


Wind turbine noise is an extended noise source, given the rotor diameter can be as large as 


    meters. But if the receiver is far enough, wind turbine noise may be modelled by a point 
source, and the calculation will be greatly simplified. The narrowband spectra of SPL for 
extended source and point source calculations are compared in Figure 19 for various source - 


receiver distance in downwind direction. From the figure we can see clearly that at        , 
the 2 spectra have similar level, but for point source, there are many interference dips. On the 
other hand the extended source spectrum is quite smooth, as already noticed by [Heutschi, 
2014]. This is because the geometrical positions of  the source and receiver are unique for a 
point source, while for the extended source, the distance between receiver and each segment 
are different. Thus the the interference dips for each source (segment) - receiver distance occur 
at different frequencies using the extended source, as previously shown in figure 4(a). As a 
result, the overall SPL is smoothed out by the compensations. At a larger distance, for example, 


       , the 2 spectra almost overlap for frequency less than     , and the first 
interference dips appear at the same frequency. This is because when the receiver is far, the 
distance differences between source (segment) - receiver are small, so even for an extended 
source, the first interference dip occurs at almost the same frequency, see figure 4(b). However 
at higher frequencies, there are still some interference dips for point sources pectrum that are 
not observed for extended source. Similar results are observed for other directions. 
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(a) R = 100m (b) R = 200m 


  


(c) R = 500m (d) R = 1000m 


Figure 19. Narrow band SPL for point source and extended source at different source - receiver distance in downwind 
direction. Solid lines: extended source; dash lines: point source. 


The overall SPL for extended source and point source with respect to distance in the downwind 
and crosswind direction are shown in Figure 20. From where we can see that there are no 
significant discrepancies, we can say that point source is a good simplification for overall 
immission level prediction. However, in Figure 21, it shows that the point source calculations 
over estimate the amplitude modulation strength in all the tested ground azimuthal directions. 


Close to crosswind direction, for        and     , the increases are significant. 


  


(a) (b) 
Figure 20. Overall SPL (immission level) with respect to distance in (a) downwind direction, (b) crosswind direction. 
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(a)       down wind direction (b)       


  


(c)        crosswind direction (d)        


Figure 21. Amplitude modulation strength for extend source and point source calculation at different ground 
azimuthal angles. 


5. Conclusions 


Amiet's analytical model for trailing edge noise is able to predict noise emission from a wind 
turbine. The immission level is reduced at large distance mainly due to atmospheric absorption. 
Ground reflection modifies the shape of SPL spectrum. The amplitude modulation strength is 
increased when considering a grassland with atmospheric absorption. The point source 
assumption for wind turbine noise is good for predicting the overall immission level, but it 
overestimates the amplitude modulation strength, and cannot account for the frequency 
dependence of ground effects. A more accurate propagation model based on parabolic 
equation method [Cotte, et al., 2007 ] will be used in the future to take into account the effects 
of atmospheric turbulence and wind. 
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Summary   


People living near wind farms have reported negative health effects from 
infrasound and attribute this to their exposure to the sound.  Those exposed 
assert that when removed from the source of infrasound, they experience an 
almost immediate improvement in health.  This, they say, proves the infrasound 
is the cause.  However, there is some scientific evidence that there is no direct 
link between infrasound and adverse health, rather the explanation can be found 
in a psychosomatic response (such as a nocebo effect).  


An investigation was conducted into the effect on the reported pathological 
symptoms of simulated infrasound produced by wind turbines. The experimental 
procedure closely followed that of Crichton (Crichton, F, Dodd, G, Schmid, G, 
Gamble, G & Petrie, K. J. 2014) except for some important differences in 
experimental procedure.  The infrasound waveform was generated using a 
custom-made headphone apparatus.  Volunteers were manipulated into states of 
either high or low expectancy of negative effects from infrasound and their 
reactions to either infrasound or a sham noise were recorded in a double blind 
experiment. A comparison is made between this study and Crichton. 


It was found, at least for the short-term exposure times conducted here-in, that 
the simulated infrasound has no statistically significant effect on the symptoms 
reported by volunteers, however the state of prior concern that volunteers had 
about the effect of infrasound has a statistically significant influence. 


1. Introduction   


From the time Pierpont (Pierpont, N. 2009) coined the term “wind turbine 
syndrome” to describe the cluster of symptoms people experience around wind 
turbines (such as sleep disturbance, headache, tinnitus, nausea, vertigo etc.), 
there has been considerable debate in the professional literature about the topic.  
The view expressed by Pierpont is that low frequency noise and vibration too 
weak to be heard and at a level lower than the auditory threshold can still 
stimulate the human vestibular system potentially leading to the adverse 
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pathological symptoms described by those exposed to the noise.  Nissenbaum 
(Nissenbaum, M. A, Aramini, J. J, & Hanning, C. D. 2012), by means of a social 
survey, concluded that people living near wind turbines in the study area had 
impaired mental health and suffered sleep disturbance.  This was attributed to 
high levels of low frequency noise. 


Salt (Salt, A. N, & Lichtenhan, J. T. 2014) attributes the stimulation of the ear’s 
sensitive outer hair cells by infrasound to be the cause of symptoms.  The reason 
given for the outer hair cells being sensitive to infrasound (even though they do 
not contribute to conscious hearing per se) is that they are displacement 
sensitive as a consequence of being mechanically coupled to the tectorial 
membrane.  The long-term stimulation of the outer hair cells, according to Salt, 
explains the pathological symptoms observed. 


Schomer (Schomer, P, Erdreich, J, Boyle, J, & Pamidighantam, P. 2013) 
proposes that the cause is infrasound pressure reaching the inner ear and 
exciting the otolith organ which normally responds to acceleration of the head. 
According to Schomer, the effects of motion sickness can be compared with the 
pathological symptoms experienced by people living near wind turbines and 
concludes that wind-turbine acoustic emission triggers motion sickness in those 
who are susceptible.  Rand (Ambrose, S. E, & Rand, R. W. 2011) notes that he 
suffers from sea-sickness and both he and Ambrose experienced nausea, 
dizziness and irritability within twenty minutes of starting their noise survey of 
three wind turbines in Falmouth USA. 


Those who disagree with these hypotheses say principally that the evidence for 
wind turbine noise and infrasound causing health problems is poor (Chapman, S, 
St George, A, Waller, K, & Cakic, V. 2013).  Similarly, the Australian 
Government’s National Health and Medical Research Council found, on review of 
scientific literature, that wind turbines do not pose a threat to health if planning 
guidelines are followed (NHMRC, 2010).  Jakobsen (Jakobsen, J 2005) 
concludes that infrasound from modern (upwind) wind turbines can be neglected 
when evaluating the environmental effects of wind turbines. 


Leventhall agrees and asserts there is no evidence that the low levels of 
infrasound from wind turbines are harmful to humans (Leventhall, G, July 2013).  
He concludes that the continuous infrasound levels normally produced by the 
inner ear in everyday situations are in the same frequency range as wind turbine 
infrasound and are higher in level than that produced by wind turbines 
(Leventhall, G, August 2013). 


Turnbull (Turnbull C & Turner J, 2011) concludes that wind turbines generate 
infrasound well below the audibility of threshold of 85 dB(G) and at levels that are 
similar to those produced by other man-made sources as well as natural sources 
along the coast.  According to Turnbull, the level of infrasound measured close to 
a wind turbine is prevalent in every day urban and coastal environments.  The 
same conclusion was obtained in a study by the Environment Protection 
Authority in South Australia (Evans T, Cooper J, Lenchine,V. 2013). 


So, in the light of such disagreement, what explanation can be provided for the 
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numerous psychosomatic responses reported in the literature?  Crichton 
(Crichton, F, Dodd, G, Schmid, G, Gamble, G, & Petrie, K. J. 2014) in an 
experiment which manipulated the expectations of volunteers exposed to 10 
minutes of infrasound and sham infrasound in a double blind experiment 
concluded that those volunteers, when given information about the expected 
physiological effect of infrasound, reported symptoms that aligned with that 
information. The infrasound exposure itself did not contribute to the symptomatic 
experience.  Symptom expectations were created by viewing information readily 
available on the Internet, indicating the potential for symptom expectations to be 
created outside of the laboratory, in real world settings. Crichton concluded that 
psychological expectations could explain the link between wind turbine exposure 
and health complaints, that is, a nocebo effect. 


Chapman agrees and concludes that  the reported spatio-temporal variations in 
complaints are consistent with psychogenic hypotheses that health problems 
arising are “communicated diseases” with nocebo effects likely to play an 
important role in the aetiology of complaints (Chapman, S, St George, A, Waller, 
K, & Cakic, V. 2013). 


There was criticism of the Crichton experiment, most notably that the volunteers 
were university students, that they were subject to only 10 minutes of infrasound 
and the sound level of infrasound was not comparable to that measured at actual 
wind farm sites (Hartman R. S. 2013) (Punch J, 2013). 


For this reason, the Crichton experiment was repeated by Tonin but using an 
experimental procedure designed to avoid those criticisms (Tonin R, Brett J & 
Colagiuri B, 2015 submitted for publication).  The purpose of this paper is to 
compare the results of the Crichton and Tonin experiments and their conclusions. 


2. Experimental design                                                                            


2.1 Simulated Infrasound Waveform 


A detailed recording and analysis of infrasound generated by wind turbines was 
first made by Walker at the Shirley Wind Farm in Wisconsin, USA (Walker, B, 
Hessler G. F, Hessler D. M, Rand R, & Schomer P, 2012). The investigation was 
conducted at three residences whose occupants reported health problems they 
attributed to infrasound. The Shirley Wind Farm consists of eight wind turbines 
located at varying distances from the residences, with the closest turbine being 
390 m from the nearest residence. 


The infrasound recorded was not random in character but was characterised by a 
0.7-0.9 Hz fundamental frequency consisting of multiple harmonics, with a peak 
sound pressure level of 82-89.5dB with the higher sound levels measured 
indoors. Walker synthesized the waveform in MATLAB and produced multiple 
files, one of which is a 0.8 Hz trapezoidal-shaped waveform with 16 harmonics 
as shown in the figure below. 
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Figure 1 Infrasound signal used in experiment 


In the Tonin experiment, this waveform was played at a level of 91dB peak, this 
being a slightly higher sound level than that recorded at Shirley.  It is noted in the 
Crichton experiment the sound level was played at 40dB at 5Hz (the metric is not 
published and it is presumed the signal was sinusoidal).  This was one of the 
criticisms by others previously noted. 


2.2 Apparatus for Generating Infrasound  


In the Crichton experiment, the sound level was played using a Mackie HR 150 
active studio woofer. However, this speaker is not suitable for generating the low 
frequencies of interest for this experiment.  


There are two approaches for generating sound at 0.8 Hz, one being the use of 
one or more large speakers to pressurise a receiving room, the other being the 
transduction of the sound through headphones using a pneumatic driver, each 
with their own advantages and disadvantages. The first approach has the 
advantage of being able to subject the whole body to infrasound but is not easily 
transportable and the experiment would need to be conducted in a quiet 
receiving room. The second approach has the disadvantage that only the ears 
are exposed to the signal but the advantage that the equipment is portable and 
not nearly as susceptible to outside noise.  The second generating method is 
employed in this study and therefore there is an inherent assumption that if 
infrasound affects the human body, the principal path is via the ears (Møller H & 
Pedersen C.S, 2004).   


The pneumatic generating apparatus consists of a nominal 5” diameter Visaton 
W 130S loudspeaker screwed airtight to the inside of the lid of Pelican Storm 
Case iM2075.  In the centre of the lid there is fitted a 6 mm air nozzle. 
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The loudspeaker is driven by a DC amplifier connected to a Sinus Soundbook 
running SAMURAI 2.0 software which generates the electrical waveform 
previously described. A 200 Hz low pass filter with DC offset adjustment and a 
dB attenuator are connected between the Soundbook and the amplifier. 


The pressure signal from the speaker is transmitted via a 1.7 m length of 6 mm 
inner diameter clear vinyl/polyurethane tubing incorporating a brass splitter to 
connect to each cup of a set of Uvex-X earmuffs as shown in the following figure.  
One of the cups was modified to house a G.R.A.S. 40AZ ½” Pre-polarised Free-
Field Microphone connected to a G.R.A.S. Type 26CG ¼” Low Frequency CCP 
Preamplifier.  The G.R.A.S. 40AZ microphone has a frequency response of 
0.5Hz to 20 kHz (+/- 2dB) which encompasses the range of the study.   


 


 


Figure 2 Complete acoustic headphones including 6mm nozzles on both ears 
with attached tubing, microphone and occlusion port (located just above the 


silver coloured microphone attachment).   


An unexpected complication arose during testing of the headphones. It was 
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found that the measured sound level in the headphones from the heartbeat of the 
person wearing the headset was in the range 90 dB Peak which confounded the 
generated infrasound signal. The sound of one's heartbeat is audible to a person 
wearing earmuffs in a quiet room. The effect was reduced significantly to below 
80 dB Peak by incorporating a 3 mm diameter venting port as shown in the figure 
above.   


The source of the occluded heartbeat is thought to be pressure fluctuations from 
blood vessels near the surface of the skin encapsulated by the headphones, 
acting like a piston in a cylinder pressurising the entrapped air. Several large 
blood vessels, such as the external carotid artery and the superficial temporal 
artery, run close to the ear (Wikipedia, 2014).  A detailed examination of this 
source of sound is beyond the scope of this study, needless to say that the 
sound level is reduced significantly below the 91dB Peak generated by the 
loudspeaker and therefore is unlikely to be a confounding factor.  This was 
checked for each volunteer. 


The following figure shows the frequency response of the loudspeaker, tubing  
and microphone combination with the un-occluded vents is linear within about +/-
4dB from 0.8Hz to 40Hz which comprises the frequency range of the generated 
infrasound and harmonics. 
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Figure 3 Headphone and Tubing Frequency Response with Attenuator Ports 
Open 


2.3 Experimental Design 


In the Crichton experiment, there were 54 university students tested, 34 women 
and 20 men.   


In the Tonin experiment 72 volunteers were tested, 27 female and 45 male 
ranging in age from 17 to 82 years with a median age of 29 years.  Volunteers 
were sourced from professional firms (not associated with wind farms), students, 
government organisations and family members.  This wider mix in age and 
demographics of volunteers was intended to address one of the concerns of the 
Crichton experiment previously referred to. 


The experiments are a double blind study subjecting the volunteers to either 
infrasound or no noise (sham noise) after manipulating their expectations into 
either high or low expectancy by using appropriate videos. Responses were 
recorded on identical questionnaires filled out by volunteers before and after the 
experiment according to the following groupings. 
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Table 1 Experimental Groups 


 Infrasound 
Applied 


Sham 
Applied 


High 
Expectancy 


Group 1 
HE/ON 


Group 2 
HE/OFF 


Low 
Expectancy 


Group 3 
LE/ON 


Group 4 
LE/OFF 


 


In the Crichton experiment, the volunteers were exposed to 10 min of infrasound 
and 10 min of sham infrasound (no sound).  In the Tonin experiment, the 
volunteers were exposed only once to 23 minutes of infrasound or 23 minutes of 
sham infrasound (but not both).  As previously noted, Rand (Ambrose, S. E, & 
Rand, R. W. 2011) experienced nausea, dizziness and irritability within twenty 
minutes of starting their noise survey of three wind turbines in Falmouth USA.  
The selection of 23 minutes of infrasound in the Tonin experiment was intended 
to address one of the criticisms of the Crichton experiment previously referred to. 


Prior to the test, and then again at the conclusion, the volunteers were asked to 
complete a questionnaire which rated to what extent they were feeling various 
symptoms on a 7-point Likert scale ranging from 0 (none) to 6 (extreme). There 
were 24 symptoms listed on the questionnaire, 12 that are typically associated 
with wind turbine health complaints (headache, ear pressure, ringing in the ears, 
itchy skin, sinus pressure or irritation, dizziness, pressure in the chest, vibrations 
within the body, racing heart, nausea, tiredness, feeling faint), and 12 that are not 
typically associated with wind turbine health complaints (stomach ache, aching 
legs, aching arms, sore joints, stiff muscles, back pain, numbness or tingling in 
the body, difficulty swallowing, sore jaw, chills, hot flushes, hand tremble or 
shake).  


Volunteers were also asked to rate how concerned they were about the health 
effects of wind turbine infrasound on a 7-point scale ranging from 0 (completely 
unconcerned) to 6 (extremely concerned).  


Volunteers then watched one of two introductory videos designed to manipulate 
their expectations, one to heighten expectations (of an interview of wind farm 
affected residents explaining their symptoms) and the other to lower expectations 
(of an academic explaining why infrasound is not a problem).  The videos may 
not have been the same in the Crichton and Tonin experiments however, from 
the description provided by Crichton, they appear to be similar. 


In the Tonin experiment, at the conclusion of the expectation video, the volunteer 
was fitted with the special headset described previously and was directed to 
watch a subtitled video documentary of duration 23 minutes with no relevance to 
the subject matter.  The examiner played either the infrasound or the sham 
infrasound (based on random selection) for the duration of the documentary.  
The examiner was unaware of which expectation video the volunteer watched 
nor whether the volunteer would be exposed to the infrasound until it was time to 
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play the infrasound or sham sound.   At the conclusion of the video documentary, 
the volunteer completed the second questionnaire, identical to the first, without 
referring to the first. 


In the Crichton experiment, there is no information about how the volunteers 
spent their 10 minutes of exposure to infrasound or sham infrasound. 


The number of symptoms with a non-zero score was calculated for both the initial 
and final questionnaires as was the intensity of symptom score calculated as the 
sum of all the ratings given. 


3.0  Results 


3.1 Mean number of symptoms and intensity of symptoms 


The results of the mean number of symptoms reported are shown in Figure 4 
(total number of symptoms), Figure 5 (number of typical symptoms) and Figure 6 
(number of atypical symptoms) for both the Crichton and Tonin experiments. 


The results from the means are inconclusive. If the infrasound alone had a direct 
physiological effect it would be expected that HE/ON and LE/ON would show an 
increase in the number of symptoms after the experiment, while there would be 
little to no difference in the other two groups where there was no infrasound 
present. Conversely, if the infrasound had no direct effect but instead it was the 
expectation of harm having an effect upon their reactions (i.e. the nocebo effect), 
it would be expected that HE/ON and HE/OFF would show an increase in the 
number of symptoms after the experiment whilst there would be little to no 
difference in the other two groups.  


 
Figure 4 Mean Total Number of Symptoms Before and After per Group 
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Figure 5 Mean Number of Typical Symptoms Before and After per Group 


 
Figure 6 Mean Number of Atypical Symptoms Before and After per Group 
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Figure 7 Mean Intensity of Symptoms Before and After per Group 


A similar conclusion can be said for the mean intensity of symptoms which is 
shown in Figure 7.  Intensity is the sum total of all the symptom ratings, for 
instance, if a volunteer rated headache as 2, and tiredness as 1, while all the 
other symptoms were rated 0, the intensity of symptoms would equal 3.  


One point of difference between the two experiments is the higher number of 
symptoms reported in the Crichton experiment for both HE groups in both the 
number of symptoms and intensity of symptoms.  There is no explanation for this.  
Nevertheless, the before and after difference in each HE group shows a similar 
trend. 


3.1 Effect of infrasound  


In the Tonin experiment, a more detailed study of the results presented above 
was conducted with ANCOVA analysis utilising the statistical program IBM 
SPSS.  According to Figure 5 above, all groups experienced a net increase in the 
number of typical symptoms. The presence or absence of infrasound had no 
effect on the number of typical symptoms whereas for the high expectations 
groups the presence of infrasound had a negative effect F(1, 72) = 4.02, p=.049 
which is statistically significant.   


The Crichton experiment concluded that the effect of the expectancy group on 
change scores did not differ whether exposure was to sham or to infrasound.  
There was a significant increase from the pre-exposure assessment in the 
number of symptoms reported during exposure to infrasound F(1,26)=8.16, p<.01 
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and during exposure to sham F(1,26)=12.16, p<.01.  Therefore the number of 
symptoms reported and the intensity of the symptoms experienced during 
listening sessions were not affected by exposure to infrasound.  Importantly, 
elevated symptom reporting seen in the high-expectancy group was the same 
during sham and infrasound exposure. 


Both experiments conclude that infrasound exposure itself did not contribute to 
the symptomatic experience. 


3.2 Base line concern 


In the Tonin experiment, the number of typical symptoms showed a statistically 
significant correlation with the baseline level of concern F(1, 72) = 7.39, p=.008.  
There is also a statistically significant correlation between the difference in 
intensity of typical symptoms and the baseline concern F(1, 72) = 7.96, p=.006.  
There is no significant correlation between the difference in intensity of atypical 
symptoms and the baseline concern.  An ANOVA test was conducted on the 
baseline concern to confirm that none of the four groups had a disproportionately 
large mean baseline concern. 


In the Crichton experiment, the influence of baseline concern was examined 
using mixed-model ANCOVA.  The high-expectancy group was shown to be 
significantly more concerned M=72.78, SD=18.99 than the low-expectancy group 
M=38.00,SD=20.01, about the health effects of sound generated by wind 
turbines following the expectancy manipulation controlling for baseline scores.  


Both experiments conclude the influence of baseline concern as having a 
significant effect on the reported symptoms. 


4.0 Conclusions 


Despite the differences in their design, both the Crichton and Tonin experiments 
come to similar conclusions. 


Both experiments conclude that the infrasound had no statistically significant 
effect on the health symptoms reported by the volunteers.  


Instead, the level of concern that a volunteer felt prior to the beginning of the 
experiment had a more statistically significant effect on the reported typical 
symptoms associated with wind turbine infrasound.  


It was found that the volunteers who came into the experiment with pre-
conceived notions of infrasound being harmful generally reported more 
symptoms than volunteers who began the experiment more sceptical about the 
potential health impacts of infrasound. These results support the hypothesis that 
a nocebo effect and not a direct physiological effect may be the cause of 
reported symptoms. 
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Summary


Wind turbines are mostly implanted in the countryside where the background noise is usually
low and at typical distances of 350 to 500 meters from the nearest neighboring dwellings. As a
result, their specific noise is about the level of the background noise (typically 35 to 50 dBA)
and as such difficult to extract from it. However one can take advantage of the typical wind
turbine sound modulation. The method consists first in measuring and storing the time history
of the short LAeq(1s) every second in continuous over the period of investigation (typically not
less than 1 month if a statistical figure is to be obtained). Then the diagram of occurrences
(step 0.5 dB) of these LAeq(1s) is to be plotted for each consecutive period of 10 minutes. On
each graph the specific contribution of the wind turbine noise appears out of the background
noise, as a group of five consecutive bands that correspond to the typical 2 to 3 dB wind turbine
sound modulation. The wind turbine noise over the 10 minutes period is then the value of the
fourth band. This method has been applied and validated on 5 different sites during more than
500 measuring days in continuous.


1. Introduction


When setting-up noise limits it is important to be able to control them afterwards and as such,
to make sure to have a reliable and an efficient measurement method.
The case of wind turbines is specific because their noise is usually low in the neighborhood and
is often close to, or partly covered by the background noise.
It is therefore important to be able to extract the specific noise of the wind turbine, out of the
background noise, without stopping the machines.
This article presents such a measurement method, describing the measurement parameters,
the measurement protocol and the results of the validation campaigns.







2. Why Wind Turbine Noise is close to the background noise


The situation is that wind turbines need wind to run. And this feature has two direct
consequences : the (big) size of the machines and the place (countryside) where they are best
implanted.
Wind turbines are of (very) big size in order to get the maximum of the wind gradient (the
higher, the better – typically a tower height of 100 meters) and in order to get the maximum of
the wind flow (the bigger the rotor surface, the better – typically a rotor diameter of about 100 to
130 meters).
For the same reasons wind turbines are further best implanted in the countryside, away from
obstacles and at the top of the hills (in order to fully benefit from the best possible “linear” wind
gradient).
As a result the machines are quiet intrusive in the landscape, especially when viewed from the
direct neighborhood. This leads to force a minimum distance with respect to the first dwellings,
in an attempt to reduce/minimize this visual landscaping intrusion on the neighborhood
population. This minimum (landscaping) distance is commonly set to 3 to 4 times the total
height of the machine, i.e. typically 350 to 500 meters (or even more).
From the noise point of view such distances (about 500 meters away) provide a certain amount
of attenuation which is nearly exclusively due to the distance effect.
Indeed the size of the machine forces the noise to be generated (very) high above ground,
typically from 50 to 150 meters in altitude as the blades repeatedly cut the wind gradient. At this
altitude no ground effect is accounted for. In turn, this “high in altitude” generated sound can
freely propagate over large distances since the machines are overlooking the surroundings
from the top of the hills down to the houses.
Such configuration does not lead to significant ground attenuation so that the sound attenuation
is about 60-62 dB (distance effect) over the typical 500 meters (that is the minimum visual
landscaping distance between the wind turbines and the nearest dwellings). As a result the
specific noise level comes up to be less than or maximum 45 dBA at the façade of the nearest
dwellings as table 1 shows – depending on the wind speed (at 10 m height) and on the specific
noise power curve of the wind turbine.
Typical background noise levels are of the same order of magnitude as the ones induced by
wind turbines – making it necessary to derive a specific noise measurement procedure in order
to extract the specific wind turbine noise out of the background noise, without stopping the
machines.


Table 1 – Specific wind turbine noise level at a distance of 500 m


Wind speed at 10 m height,
m/s


Sound power level,
dBA


SPL at 500 m,
dBA


4 97 35


5 101 39


6 103 41


7 104 42


8 104 42







3. Noise Amplitude Modulation


Wind turbine noise is characterized by a continuous variation in its sound level amplitude. This
phenomena is due to the size of the machine. The noise is indeed generated (very) high above
ground (typically from 50 to 150 meters in altitude) and the modulation of the sound level
amplitude comes each time one blade repeatedly cuts the wind gradient in the upper part of the
rotor.
This phenomena can be best observed when measuring at the foot of the machine with a time
integration less than 1 second, ideally less than 100 ms. The typical rotation speed of the
machine is about 15 rounds/minute so that one blade passes every 1,33 second at the bottom
of the rotor. The measuring time constant should therefore be less than 1 second if the
phenomena is to be observed.
Figure 1 below shows 11 “peaks” each of which corresponds to the repeated passage of each
successive blade – leading to 44 “peaks” in one minute, i.e. 15 rounds per minute (since there
are 3 blades).
The figure is obtained with a measurement time constant of 100 ms. It clearly shows the sound
level amplitude modulation (about 4 to 5 dB – when considering a measuring time constant of
100 ms – and about 2 to 3 dB – when considering a measuring time constant of 1 second) each
time a blade is passing. This is the typical “waouh” “waouh” wind turbine sound characteristic.
This characteristic can be used at large distance (at about 500 m from the machine) to extract
the specific wind turbine noise level out of the background noise.


Figure 1 – Wind turbine sound amplitude modulation (15 rounds/minute)


4. Measurement protocol and signal processing


The measurement procedure is first to measure and to store the time history of the short
LAeq(1s) every second in continuous over a long period of investigation (for statistical
purposes) – typically 1 to 2 months, 24 hours per day, 7 days per week. Figure 2 shows an
example of such a time history over a period of 10 minutes where the typical wind turbine noise
amplitude modulation (here about 2 to 4 dB) can be seen.







Figure 2 – Time history of LAeq(1s) over a period of 10 consecutive minutes, at night


Then the diagram of occurrences (for each class of 0,5 dB) is plotted for each consecutive
period of 10 minutes over the total measurement period. In other words the number of
occurrences of each class of 0,5 dB is counted over each period of 10 consecutive minutes.
Figure 3 shows the resulting histogram of occurrences that corresponds to the Figure 2 time
history.
The wind turbine noise amplitude modulation always appears on the diagram of occurrences as
a bundle of 5 consecutive bands of 0,5 dB (see Figure 3) corresponding to the 2 to 4 dB
amplitude modulation.
In the study the specific wind turbine noise level has been set to the band “just above” these 5
systematic consecutive bands (to account for the typical wind turbine noise amplitude
modulation). The specific wind turbine noise level has therefore been set to 39 dBA for the
corresponding 10 minutes of Figures 2 and 3.


Figure 3 – Histogram of occurrences corresponding to the time history of Figure 2
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Figures 4 and 5 show how the background noise is filtered and how the wind turbine noise is
extracted over the corresponding LAeq(1s) 10 minutes time history.


Figure 4 – Time history of LAeq(1s) over a period
of 10 consecutive minutes during the day


Figure 5 – Histogram of occurrences
corresponding to the time history of Figure 4
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Figure 6 shows how the specific wind turbine noise level (the orange line plotted by steps of 10
minutes) compares to the ambiant noise LAeq(1s) (blue line). See how the “peaks” are filtered
over the day and how the specific wind turbine noise level increases/decreases as the average
wind speed (at hub height – T_AvgWind m/s) goes up or down.


Figure 6 – Full 24 hours time history showing the measured LAeq(1s) (blue line)
and the specific L10min wind turbine specific noise levels (orange line)


5. Statistic validation


The proposed method has been applied with success to about 509 days of permanent
LAeq(1s) measurements distributed over 5 different wind farms and at distances from the
nearest wind turbine that varied from 450 meters up to 700 meters. The method has been
tested over the 4 seasons.







6. Conclusion


This paper presents an efficient and reliable method which extracts the specific wind turbine
noise level out of the background noise. It uses the specific wind turbine noise amplitude
modulation to do so. Hence the diagram of occurrences (for each class of 0,5 dB) is plotted for
each consecutive period of 10 minutes of the continuously measured LAeq(1s). The specific
wind turbine noise level modulation always appears as a bundle of 5 consecutive bands of
0,5 dB from which the immediate band “just above” these five is taken as the specific wind
turbine noise level. The method has been applied with success to about 509 days of permanent
LAeq(1s) measurements distributed over 5 different wind farms and at distances from the
nearest wind turbine that varied from 450 meters up to 700 meters. All 4 seasons were tested.
All wind parameters were measured in parallel to the noise measurements.
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Summary   


A case study of the noise pollution produced by the Lista Windfarm in southern Norway is 
presented.  The influence of terrain on sound propagation and its impact on local residents 
neighbouring this windfarm developed in mountainous terrain is discussed. Based on a 
combined analysis of sound measurement using professional equipment, and a noise diary 
recorded by one of the neighbours, the experience of the noise emitted by the windfarm is 
discussed as observed at distances ranging from 620 to 1800 m from the wind turbines. Data 
from a noise diary comprising 578 days in addition to long term noise measurements indicate 
that the noise environment at the surveyed location is substantially different, and more 
annoying, than what was previously suggested based on the pre-installation noise modelling. 
 
The wind-turbine emitting the most frequent noise is located 1200 m away from the main 
receiver/monitoring location. This is contrary to the initial modelling, which suggested that the 
two closest turbines at 620 and 640 m distance to be the noisiest, and most bothersome, at this 
location. A number of observations made by the local residents suggest that interference 
between incoming sound-waves, or resonant effects, may be occurring.  This is a phenomenon 
that will aggravate the noise substantially when the observer is located in areas of constructive 
interference / resonance. 
 
Our study suggests that conventional modelling of sound from windfarms in mountainous 
terrains is inaccurate and should be discouraged as a tool for determining safe offset distances 
to windfarms under such conditions.  In such terrains it is safer to set the offset distance 
between dwellings and windfarms at a fixed distance that will place windfarms far enough away 
from neighbours so that undesirable noise scenarios will be avoided.  It is suggested that the 
best choice would be to set the distance proportional to the size of the wind-turbines expressed 
in megawatt. 
 
A complaint signed by 80 neighbours has been submitted to the municipality’s health authority 
and the county pollution authority. This is the first formal complaint of such magnitude in 
Norway.  The regulatory process through which such complaints are being processed is 
discussed. 
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1. Introduction  


The majority of studies investigating the level of noise produced by windfarms, and the extent 
to which it disturbs local neighbouring residents, have normally been carried out by consultants 
and researchers who visit the sites of investigation to set up the equipment, and then again to 
download the data.  The experience of living near a windfarm is, however, always defined by 
those who are exposed to the environmental consequences of the noise on a daily basis. Noise 
from windfarms has become a subject of enormous conflict in many parts of the world where 
windfarms are built close to places of residence. It is unlikely that we will be able to resolve 
these conflicts without studying and paying more attention to the experiences of those who 
must live with the noise. This paper presents a case study of noise exposure taking into 
account the experience of, and the data compiled by, residents who are directly impacted by 
such pollution. 


In Norway the regulatory guideline states that assessment of noise at receiver locations around 
windfarms shall be characterised using the Lden noise indicator.  The decibel level for the Lden 
indicator entails an “average” annual noise-day which is like receiving the weather forecast for 
a day in terms of an annual average.  This leaves the non-skilled person (and probably also 
many specialists) in a difficult situation with regard to understanding what this will mean in 
actuality for those who have to endure the noise for the concession period of 25 years, or more. 
There is a need to carry out more studies based on data collected by people with the first-hand 
experience of living close to these industrial installations.  


 
An account of the noise as experienced by the neighbours at the Lista Windfarm owned and 
operated by Fred Olsen Renewables, is presented utilizing several noise datasets collected 
over a period of 578 days by one of the neighbours. They include a noise diary, indicating 
which turbine is noisy through time, and professionally recorded sound data. Where appropriate 
the neighbour’s personal experience of noise and associated phenomena in the context of the 
data recorded or collected is discussed. 


In April 2014, 80 neighbours (figure 7.) signed a complaint about the noise from the Lista 
Windfarm which was submitted to the County Governor of Vest-Agder and the Municipality of 
Farsund. The 47 page complaint includes 16 letters from individual neighbours describing their 
own experience of the noise from the windfarm. With the exception of a few vacation homes all 
of these neighbours live more than 400 m away from the wind turbines. The following selected 
comments have been lifted from the 16 letters to illustrate the neighbour’s experience of the 
noise from the turbines: 


 When the wind turbines were set in motion we were very disappointed to find that the 
sound was much louder and more troublesome than we had been led to believe 


 The noise is like a jet-plane that is not allowed to land.  It sounds like the pilot is playing 
with the gas pedal in pace with the blades of the wind turbine 


 It sounds like a truck with the engine running is sitting outside of our house 


 It is necessary to keep the window open during the night, but then we cannot sleep for 
the noise (no air-conditioning in Norway) 


 Even with the windows closed we cannot sleep for the noise from the windfarm 


 Problems with sleep due to the noise is giving us health problems 


 I used to enjoy working in the garden, but it is no longer any fun when the noise is on 


This is just a small selection of comments from the 16 letters. One of the most common 
comments is that people were surprised and shocked by the level of noise produced by the 
wind turbines. For a discussion on the nature of noise produced by wind turbines see Møller & 
Pedersen, (2011). 
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2. Experimental design and area description                                                                            


2.1 Study objective 


The objective of this study was to document and characterize the noise environment at the 
Lista Windfarm to gain a scientific understanding as to why so many complaints on the noise 
exposure had arisen. Also, to gain a better understanding of how well the pre-permit modelling 
of noise at this windfarm would conform to the actual experience of noise exposure by 
residents who live in the area close to the windfarm. 
The following questions have been investigated: 


1. What are the characteristics and metrics of the noise environment at the Lista windfarm? 


2. How do the windfarm neighbours experience the noise environment from the windfarm? 


3. Do the residents experience of the noise correspond to their expectations based on the 
various noise models and information presented by the windfarm operator and what they 
were told beforehand? 


4. Is it possible to reliably model and predict noise propagation from windfarms in 
mountainous terrains such as in Norway? 


2.2 The Lista Windfarm 


The Lista Windfarm (figure 1) was granted its permit in May 2009 and the windfarm became 
operational in August 2012.  It was permitted with a Lden 50 dB(A) noise limit to be adjusted 
down to 45 dB(A) where wind shadow was present over a certain percentage of the time. The 
windfarm is situated in mountainous terrain at the Lista Peninsula on the south tip of Norway. 
31 industrial wind turbines (Siemens SWT 2.3-93-VS) at 2.3 MW and hub height 80 m have 
been placed on top of mountain peaks 100 – 300 m above dwellings. Nearly all the dwellings 
are located in the valleys as shown in the topography profile. Direct raypaths through air from 
source to receivers at dwellings are common throughout the windfarm as shown by the 
topography profile (figure 2). Hard, reflective rocky ground dominates the higher areas of the 
windfarm, especially to the west. The valleys are dominated by acoustically soft, cultivated farm 
and pasture lands.  The slope-areas (between the valleys and the highs) are dominated by 
forest or shrub lands with a variable and often very thin cover of soil which result in highly 
variable reflectivity in this area. 
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Figure 1.  Map of the Lista Windfarm showing the topography and the location of the 31 wind 
turbines as red dots.  The blue line shows the trace of the topography profile in figure 2. The 
wind rose is based on data from the Lista Lighthouse 8 km away from the receiver location. 
Red dots with white text correspond to the turbines monitored in the noise diary. 


The air-photo shown in figure 1 shows how the topography of the Lista Windfarm is dominated 
by a series of narrow NE-SW trending valleys. A few dwellings are located in these valleys, but 
most of the people within the area of noise influence live in the central N-S trending valley 
(Elledalen) where the receiver location is, and to the north of the windfarm. The wind-rose in 
the upper right corner of figure 1 shows the two dominant wind directions from East and from 
NW.  The direction of the valleys creates nice areas to live where dwellings are protected most 
of the time from the near constant wind. This is, however, an unfortunate situation in regard to 
noise-exposure from wind turbines because the valleys then lie in wind shadow most of the 
time. Meanwhile the wind, which the area is well known for, most of the time will blow briskly at 
the turbines up on the hills. 


 


 


Figure 2.  Profile through the Lista Windfarm showing variation of topography and location of 
the dwellings in the valleys.  The height of the wind turbines is to scale. (Where house symbols 
are shown beneath the profile line the dwellings are offset from the profile) 
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The profile shown in figure 2 show how the receiver location in the valley is situated in a 
position with direct view to wind turbine T10 which at the receiver location is the noisiest turbine 
of them all. All the eight wind turbines annotated with white text in figure 1, with the exception of 
T9, are wholly or partly visible from the receiver location. 


2.3 Previous noise modelling by the windfarm operator 


Noise modelling has been carried out several times by the windfarm operator.  The first 
modelling was carried out as part of the documentation for the planning process that led to the 
grant of the permit to build the windfarm. In February 2013, after the windfarm had been built, a 
revised noise map was presented by the contractor to correct a mistake made in the pre-permit 
modelling. The mistake was caused by mixing up the linear sound power level with the A-
weighted sound power level (LwA) for the turbines. It resulted in an underestimate of the noise 
level of 2 – 5 dB in a zone of approximately one kilometre surrounding the windfarm. 


Figure 3 shows the updated map following correction of the error.  One dwelling (52 dB) falls 
within the Lden 50 dB(A) contour limit. A number of dwellings (15 – 20) will be exposed to more 
than Lden 45 dB(A) noise which now is the noise limit for windfarms in Norway. The receiver 
location in this study is, however, well outside the 45 dB contour and should, according to this 
map, consequently be experiencing limited and “tolerable” noise from the windfarm.  


 


 


Figure 3.  Updated map of Lista Windfarm dated February 2013. Noise indicator is Lden. The 
bluish contours on top of the map are the topography. 


2.4 The receiver location 


The home of Willi Larsen, who is co-author of this paper and neighbour to the windfarm, is 
located in the middle of the N – S trending valley of Elledalen (see figures 2 and 3). The 
location should be a good place to record sound as it is, typically for most Norwegian valley 
dwellings, in a relatively sheltered position from the wind blowing from both of the two dominant 
wind directions (figure 1). This location is referred to as the “receiver location” in this paper. The 
distance to the nearest wind turbine is 620 meters, but as seen from figure 3 there are a 
number of dwellings closer to the windfarm having offsets between 400 and 600 meters from 
the turbines. 
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2.5 Recording of noise diary 


A noise diary was recorded at the receiver location.  Over a period of 578 days it was noted if 
audible noise was heard from each of the eight wind turbines, T3, T4, T6, T9, T10, T11, T12 
and T13 (see figure 1. for locations). The turbines are located between 620 and 1800 m away 
from the receiver location and all, except T9, are wholly or partly visible from the receiver 
location. T6 is, however hidden behind the canopy of a small cluster of threes during the 
summer months. 


In the absence of highly sophisticated directional sound measurement equipment, the human 
ear in combination with visual observation of the wind turbine movement is the best tool 
available to identify from where the sound is coming.  This is how the noise was identified from 
each turbine. The observations were made in the garden outside the house. The noise was 
checked three times a day (at midnight, at six in the morning and at 4 pm). An entry was made 
in the database if continuous audible noise was registered at least once in the time periods 
characterized (24 or 6 hours) – i.e. for the 24 hour period if registered once in that period and 
likewise for the six hour periods. The rate of registered noise from each of the eight turbines 
along with their respective distance to the receiver location is shown in a bar-chart in figure 4. 


2.6 Wind velocity data 


Wind data were downloaded from the weather station at the Lista Lighthouse 8 kilometres away 
from the receiver location.  This is close enough to be reasonably representative of the wind at 
the windfarm although due to its lower altitude it may underestimate the wind strength 
somewhat. The wind data at the receiver location was collected using an anemometer set up in 
an open spot 10 m outside the house. 


2.7 Sound measurements 


LAeq sound measurements were made at the same location as used by the windfarm operator 
for previous sound recordings outside this receiver location.  A calibrated Norsonic class 1 
precision sound level meter (NOR131) with the all-weather microphone protection were utilized 
for all recordings. The sample rate was one minute.  


The discussion will be based on sound data on two datasets: 


1. During three months in 2013 LAeq measurements were selectively taken on days when 
the noise was strongest (most audible) and weather conditions were most favourable for 
making measurements.  Significant time gaps with no record will thus exist in these data.  


2. During the period of 20 December 2014 to 24 January 2015 LAeq measurements were 
undertaken every day whenever weather conditions permitted recording.  The sound 
measurements were split into six hour intervals (LAeq,6).  


All noise measurements have been edited for noise peaks assumed to be caused by human 
activity or other loud sounds not related to the wind turbines. It is not possible to distinguish 
between noise peaks from wind turbines and noise peaks from other sources. It is thus likely 
that some peaks such as noise bursts believed to come from turbulence hitting the turbine 
blades and mechanical noises from the turbines may have been inadvertently edited out of the 
datasets. 


2.8 Presentation of the noise measurements 


The method of calculating noise based on the Lden indicator is not very useful for this study as 
it will give an adjusted estimate of an average annual noise day – or any other interval chosen.  
The LAeq indicator is more descriptive for this purpose and, until detailed micro-analysis of the 
sound character can be performed, the best way to characterize the sound environment. All the 
data have therefore been presented using the LAeq noise indicator for the relevant recording 
periods. 
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3.  Results 


3.1 Neighbours experience of the noise 


The winds are very persistent at Lista and out of the 578 recorded days of the noise diary only 
four days registered with no noise from the wind turbines.   
 
The neighbours shock at first hearing the noise from the wind turbines was shared by the 
dwellers at the receiver location.  In addition to the experiences lifted from the complaint (see 
the introduction) they describe their own experience of the noise at their home as follows: 


1. As soon as we open the door in the morning the sound from the wind turbines increases 
and becomes even more annoying than inside the house 


2. We use hearing protection with built in radio to reduce the impact of the noise. Earplugs 
have no effect since the low frequencies penetrate them.   


3. During the nights when the noise is at its worst we walk around the house trying to find a 
quiet spot to sleep. The best place when the noise comes from the east is, for example, 
to put a mattress in the hallway where three walls are between me and the noise.  A 
specially purchased sound-eliminating membrane is hung on the wall. With some luck 
this may allow a few hours of sleep. 


4. Leaving the radio on during the night may help to mask the noise so I can get some 
sleep. 


5. Significant changes in sound intensity may occur when moving from one position to 
another, both inside and outside the house.  


6. The frequent cyclic nature of the sound (amplitude modulation) is very bothersome  
7. Going from my work in a noisy industry environment and back home to a noisy 


environment is stressful as there is virtually no escape from noise 
8. Walking the dog on days with noise, which applies to most days, is no longer a 


refreshing experience like it used to be before the windfarm 
9. When strong gusts of wind blows in a loud rattling noise which may last 10 – 20 seconds 


often appear as the turbines struggle to adjust rotor speed to the change in wind.  
 
Such circumstances must be characterized as intolerable. Experiences like these are common 
among the neighbours at Lista (see the 16 letters in the complaint document) 
 
Two interesting observations can be made from figure 4 showing the frequency of observed 
noise from the eight wind turbines that can be singled out as individual sources of noise form 
the receiver location: 


 The most frequently noisy wind turbine is T10 which is 1180 offset from the receiver 
location. 


 There is virtually no difference in observed noise frequency from the four wind turbines 
to the W and NW of the receiver location. 
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Figure 4. Bar-chart showing the frequency of noted audible noise from each of the eight wind 
turbines logged in the noise diary.  The frequency is shown as a percentage of the total 
recording days (578). Note the distance to the wind turbine relative to the receiver location at 
the bottom of the chart. 
 
The four closest wind turbines (T3, T4, T6, T9) located to the West and North West of the 
receiver location are all relatively easy to distinguish as noise sources. Despite the variable 
range of distance (620 – 1030 m) they show no significant difference in how frequently they 
emit noise audible at the receiver location. All four emit noise that is audible above the 
background noise about 40 % of the time regardless of the distance to receiver. The similarity 
in noise emission is interpreted to mean that the dominant factor controlling the noise is the 
wind direction - i.e. when winds are coming in from westerly directions. In this situation the 
sound from all four wind turbines (T3, T4, T6 and T9) upwind is refracted down into the quiet 
valley where dwellings are sitting in wind-shadow.  Thus the noise can become very dominating 
in the quiet sheltered valley during westerly winds (Larsson & Öhlund, 2014 (a)). 
 
Wind turbine (T6) at 640 m only registered with noise 44 % of the 578 days while T10 at 1180 
m registered with noise twice as frequently (84 %). The observation that a turbine nearly twice 
as far away as the other is twice as frequently noisy may be influenced by the following factors: 


1. The receiver is located at a sheltered, low location relative to all the surrounding wind 
turbines, but it may be that this setting is more favourable for noise from T10. 


2. The T10 turbine is located due SE of the receiver location. From the wind-rose (figure 1) 
it can be seen that one of the two dominant wind directions is from E - SE. This places 
the receiver location in the wind-shadow at a location almost directly downwind of the 
wind turbine.  It is well known that this situation enhances the audibility of long travelled 
low frequent sound in the atmosphere. 


3. The T6 turbine is not as visible as T10 and during summer-months most of it is hidden 
behind a small cluster of threes between the wind turbine and the receiver location. This 
may lessen the noise. A limited amount of foliage should, however, have little effect on 
attenuation of sound, particularly for frequencies below 200 Hz (Wondollek, 2009).  


 
Due to the T10 wind turbine being well visible it is easy to link the cyclic noise to visible 
observation of this turbine.  It is also the experience of the neighbour living at the receiver 
location that T10 is the loudest wind turbine relative to this location. 
 
A number of dwellers have noted that the noise level at times may vary substantially over short 
distances of a few meters.  Moving only three meters may bring detectable changes in the 
noise level. Moving 10 – 20 meter may take the noise from strong and annoyingly audible to 
just barely being heard.  This effect may be explained two possible ways: 
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 The neighbours may be experiencing interference of sound waves, or possibly resonant 
sound. This happens when two sound waves are interfering constructively or 
destructively with each other creating points where the sound is amplified, or reduced. 
Phenomena associated with reflections of sound may also occur. 


 It may also be due to unexpected shielding effects, but this is difficult to explain due to 
the open position in three directions of the house at the receiver location. 


Interference may be caused by many different wave interactions such as: 
1. Between the refracted and the direct (or ground reflected) sound wave from an individual 


turbine 
2. Between sound from different turbines at different offset directions spinning in phase 
3. Between refracted and diffracted waves 
4. Between reflected waves bouncing off cliffs and direct waves 


 
Without detailed 3D ray-trace modelling it will be difficult to distinguish which of these situations 
may be the most likely to occur.  
  
Interference (or tuning) of sound is a common phenomenon in solid earth seismic imaging. 
There is every reason to expect that it will also be common for sound transmission in the air 
along hard, rocky ground with sharp changes in relief such as in mountainous terrains, or 
reflections between houses and even inside houses. In air it will, however, be harder to prove 
than in solid earth due to the atmosphere being a dynamic medium in constant change. 3D ray-
trace modelling utilizing detailed models of the terrain and buildings may be our best solution 
towards demonstrating how this may work. 


3.2 Background noise 


Based on sound measurements carried out on quiet nights with little wind and turbines at a 
standstill the background noise is found to be between Leq 28 and 32 dB(A). 


3.3 Results of sound-data analysis 


Sound dataset 1 
Figure 5 shows a bar chart of LAeq sound measurements recorded over a period of 3 months.  
Most of the measured periods are approximately 16 hours of data from 06.00 – 22.00. They 
thus do not include the nights and may therefore underestimate the noise somewhat as one 
would expect the noise to normally be more dominant during nights when the atmosphere 
stabilizes. The blank spaces are days when the recording conditions were not optimal due to 
either sound level or the rare days when the turbines were at standstill due to low wind.   
 


 
Figure 5.  Bar chart of LAeq data recordings over 3 months from 15 July to 15 October 2013. 
Sound recording was only performed on days when conditions were good and noise easily 
audible. The red line at 39 decibel has been included as a reference basis.  It indicates the 
equivalent level in terms of LAeq relative to the Norwegian noise limit of LAden 45 (LAeq = 
LAden,24 minus 6 decibel). 
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These measurements were made on days when the sound appeared clearly audible on top of 
the background noise for longer periods.  They should thus represent sixteen hour averages of 
noise levels caused by the wind turbines. The chart show periods longer than one week where 
the noise was fairly strong at 39 – 47 decibel LAeq with peaks up to 53 decibel. Since there are 
substantial periods with missing data there may, however, be more days with noise above Leq 
39 dB(A). These periods of prolonged noise are, in the dwellers experience, the most 
troublesome due to their prolonged impact on sleep.  They make for one of the most important 
factors driving the dwellers complaints on the noise.  
 
Sound dataset 2 
During the winter months Lista is heavily prone to strong wind and weather conditions. The 
atmosphere, which is a highly dynamic medium with regard to sound propagation, is heavily 
influenced by unstable weather conditions at this time of year. Strong winds mean turbulent air 
conditions. Such conditions do not allow a stabilized atmosphere that is conducive to sound 
propagation to form either day or night.  These conditions tend to disperse the sound and thus 
inhibit sound propagation in the atmosphere at this time of year.  The result is, on average, a 
more benign noise-environment with respect to sound from wind turbines.  However, the winter 
is also part of the life of a windfarm neighbour and its noise footprint should be investigated 
along with the rest of the year. 
 


 
Figure 6. Bar-chart showing LAeq sound data recorded over a period of five weeks from 
December 20, 2014 to January 24, 2015. The data are 24 hour recordings split up and 
displayed as six hour intervals per bar. Black curve: Wind velocity at the Lista Lighthouse (8 km 
away). Orange curve: Wind velocity at the receiver location 
 
Key to figure 6 bar-colours for sound measurements: 
Blue bars: Time periods when audible sound was heard from the wind turbines 
Red bars: Time periods when the wind turbines were shut down, or strong wind and other 
weather conditions masked out noise from the turbines most of the time. 
Green bars: Time periods when noise from wind turbines was inaudible or very weak 
Red & Yellow bar: Sound measurement when shut down turbines were making a whistling (or 
screeching) sound 
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Figure 6 shows how the noise level varies at the receiver location over five weeks during the 
winter. The blank spaces represent periods when weather conditions did not allow for 
meaningful recording of sound at the receiver location. The black curve representing the wind-
velocity at the Lista Lighthouse identifies the timespans corresponding to periods of very strong 
wind and gales. There is a marked difference in wind strength between the black curve and the 
orange curve showing the wind velocity at the receiver location. Even during strong gales the 
wind-velocity at the receiver location does not exceed 6 m/s. This indicates a substantial wind-
shadow effect occurring at this sheltered location. 
 
The single red and yellow bar in the middle of the diagram represents a measurement made 
while the wind turbines were shut down due to gale force winds. During most of the shut-down 
period the wind turbines moved very slowly and emitted a whistling sound unlike anything 
heard when in motion.  Several neighbours have commented that this was a very 
uncomfortable sound which some felt at times were at least as tormenting as the normal 
aerodynamic sound. The noise is likely caused by friction from the hydraulic disc brakes as the 
turbine blades turn slowly to avoid gear-damage in the strong wind. The whistling sound was 
drifting in and out between the strong wind gusts and it is uncertain how much of the recorded 
sound pressure derives from this sound, and how much is due to regular wind-noise.  
 
The difference between noisy and relatively quiet conditions can vary up to 20 decibel, but 
normally it is around 14-15 decibel (figure 5 & 6). There are periods of nearly a week where the 
noise level significantly exceeds the reference level of 39 decibel. Based on the experience of 
the neighbours these are the most difficult periods. Research has shown that even at 39 dB(A) 
a third of the people experiencing this level of noise will be annoyed (Pedersen & Waye, 2008). 
 
Since recording sound in the highly variable winter weather is challenging in terms of obtaining 
records representing the actual turbine noise it may be that some of the blue data points are 
driven by background noise from the wind, rather than by actual turbine noise. Data acquired in 
the summer half of the year calibrated against operator observations will give a better 
perspective on what is real noise and what is not as the atmospheric conditions are more 
stable. One should therefore be careful with drawing firm conclusions on the absolute strength 
of wind turbine noise from the records displayed in figure 6.   
 
All of the sound measurement data shown in this paper are Leq for periods from under six 
hours to 16 hours.  They are thus averages for substantial periods. During these periods there 
will be shorter periods when the noise is louder and times when it is fainter. There will also be 
times when shorter burst of sound occur.  This may happen when the turbines are hit by gusts 
of very turbulent air, or when wind conditions in the highly dynamic atmosphere for a few 
seconds refracts substantially more sound energy down towards the ground in some places. 
With regard to sleep these moments will significantly increase the wakeup frequency for those 
sleeping under such conditions (WHO 2007). Research in Sweden also has shown that noise 
from wind turbines is substantially more annoying than other man-made environmental noise 
(Pedersen & Waye, 2007) 
 


4.0 Norwegian law process governing complaints on noise 


Following are some comments on the regulatory process for making complaints on noise in 
Norway and how the authorities ruled on the concerns of the neighbours as stated in the 
complaint.  In Norway two different laws regulate health-risk from noise: “The Pollution Law”, 
and the “Public Health Law” with its accompanying guideline “Regulation on environmental 
health protection”.  
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The County Governor is the public authority to which a complaint under the Pollution Law 
should be addressed.  The County Governor will consider a complaint in terms of whether a 
windfarm exceeds the permitted noise threshold which currently in Norway is Lden 45 dB(A). 
Lista Windfarm was, however, granted concession with Lden 50 dB(A) as the limit. These are 
unfortunately not firm limits and can, through government permit, be exceeded. The County 
Governor turned down the neighbour’s complaint stating that the noise exposure did not 
exceed the noise limits as permitted. 
 
The Municipality is the public authority to which complaints under the Public Health Law 
should be addressed. Paragraph 7 under the guideline “Regulation on environmental health 
protection” states: “Enterprises and properties shall be planned, built, adapted, managed and 
decommissioned in a health-related satisfactory way, so that they will not lead to risk of injury to 
health or health-related inconvenience. By health-related it is meant circumstances which 
according to medical assessment could impact health in a negative way that is not 
insignificant”. This law is intended to act as a safety net for cases where other environmental 
legislation is out-dated, insufficient or where there is doubt about its sufficiency. Under this law 
it is sufficient to prove that the exposure is a health risk that is not insignificant, at which point 
the municipality is obliged to take action.  In the case of the Lista Windfarm the municipality has 
ruled that a survey of the health-consequences upon the neighbours should be undertaken.  A 
complaint to this ruling made by the developer was subsequently turned down in January 2015 
by the County Governor.  The health check is now ordered to be carried out by the end of 2015 
for all residents living within 2000 m of a wind turbine. This area includes 44 permanent 
households with a total of 118 inhabitants. People owning vacation homes in the area shall also 
be included.  
 


 
Figure 7. Map showing locations where the 80 dwellers that submitted complaints live around 
the windfarm. 


5.0 Conclusions 


The study has shown how variable and unpredictable the noise environment may be at this 
windfarm built in mountains where the dwellers live in valleys protected from the wind.  Noise 
levels may vary up to 20 decibel from quiet to noisy days. Periods of continued high noise of 
over a week have been documented. Several poorly understood phenomena such as possible 
interference of sound waves, and dominant long travelled noise (T10 at 1200 m) have been 
identified and described. The lower wind velocity at the receiver location relative to the Lista 
Lighthouse indicates a very strong wind shadow effect in the valley. The wind shadow will 
aggravate noise conditions wherever present within the valleys around the Lista Windfarm. 
 
The following observations suggest that the conventional Lden noise modelling of sound from 
this windfarm yielded very inaccurate results: 
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 The many neighbours were shocked at experiencing noise much worse than they were 
led to believe from the developer’s description of the predicted noise conditions.  One 
must assume that the developer’s description of expected noise was based on the noise 
modelling. 


 The study describes intolerable noise conditions at an immission point with a modelled 
noise exposure of approximately Lden 43 dB(A), a value which by Norwegian noise 
guidelines is assumed to be a tolerable noise level.  


 We have found no indication that the noise modelling properly takes into account the 
effect of the wind-shadow in the valley. 


 The T10 wind turbine which is almost twice as far away as the closest wind turbine was 
shown to be the most frequent sound source. 


 Hard, rocky ground and steep cliffs very likely create reflection effects that, with the tools 
available, are very difficult to measure or predict how and where they will occur. 


 There is evidence from the receiver location, as well as other locations on the windfarm, 
that tuning effects are common in these terrains.  These effects are hard to predict. 


 In general one would, based on basic ray-path theory, expect to find very complex ray-
paths with associated sound effects in such mountain terrains.  These will, with the tools 
currently being used, be almost impossible to predict and assess the impact of in terms 
of noise during the planning process. 


 
The results of this study support the neighbour’s claim that the actual noise environment is 
significantly worse than stated by the developer and the Norwegian Water Resources & Energy 
Directorate during the permit process. This is evidenced by the dwellers own experience, by the 
long periods of high measured noise exposure and by the noise log which identifies only four 
days without noise during the logged period of 578 days. As we do not yet have a full year of 
detailed daily measurements and analysis, it may be premature to finally conclude that the 
actual noise environment from a purely numerical point of view exceeds what is shown in the 
operators modelling. However, as shown above most of the data reviewed so far indicates that 
this may be the case. 
 
Most of the windfarms built and in planning process in Norway are set in mountain terrains that 
differ significantly from the simple flat, or more gently profiled, land areas of windfarm 
developments in continental Europe and most other places in the world. The tools currently 
used for modelling of noise at windfarms give the best results in these gentle terrains.  The 
results of this study may suggest that the modelling tool used at Lista deals ineffectively with 
ray-tracing in complex mountain terrains. Alternatively, the software is not being used correctly 
for Norwegian mountainous terrains.  
 
The observations and conclusions of the study suggest that conventional noise modelling 
should be discouraged as a tool for determining safe offset distances to windfarms in mountain 
terrains.  In such terrains it may be safer to set the offset distance for dwellings relative to wind 
turbines as a fixed distance - possibly proportional to the megawatt-size of the wind-turbines. 
Megawatt is likely the best indicator of magnitude of source noise since it will be relatively 
proportional to the size of the blades which create the aerodynamic noise (Møller & Pedersen, 
2011). 


6.0 Suggested further work 


There are several conditions or questions that should be studied with further work:  
1. It would be useful to collect more detailed data to get full year of “resident calibrated” 


datasets of the noise and wind conditions at Lista windfarm. Such a dataset may form 
the basis for a study of the seasonal variations in noise, which would be an important 
part of building a more complete description of the noise environment at the Lista 
Windfarm.  
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2. Differences in noise environment during day and night should be studied with more data. 
3. The sound environment in the low frequent spectrum recorded with the acoustic filter of 


the noise indicator LCeq should be studied. 
4. Detailed three dimensional modelling to study sound propagation, refraction and the 


interference effects in the complex mountain terrain should be undertaken 
5. Amplitude modulation should be further investigated, possibly using the methodology of 


Larsson and Öhlund (2014). 
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Summary 


To extract the optimum coherent infrasound signal from a wind turbine whose 


rotation is not precisely periodic, we use an optical telescope fitted with a 


photodetector to obtain reference blade passage periods, recording these together 


with the microphone infrasound signal.  Signal processing of the quasi-periodic 


microphone signal is then used to obtain periodic data, which are analyzed by an 


appropriate length DFT to extract optimum values for the fundamental and 


harmonics of the coherent signal.  The general procedure is similar to angle- or 


order-domain analysis for rotating machines and is thoroughly explained and 


illustrated with measurements and analysis from 6 different wind farms.  If several 


turbines are measured by a single microphone with blade passage periods obtained 


from several separate reference tracks, it may be possible to retrieve separate useful 


coherent signals from multiple turbines by appropriate processing. 


Introduction 


The original impetus for this paper was the infrasound measurement of some 


Siemens model SWT−2.3−101 2.3 MW wind turbines (WT) which have a rather wide 


speed range.  Manufacturer’s specifications give a speed range of 6−16 rpm.  We 


measured some units that varied in speed by over 50% during a 30-minute 


measurement.  Such WTs apparently produce DC and electronically convert this to 


AC to feed the power grid, thus their rotational speed is not related to the grid 


frequency.  Other WT machines have a much steadier pace, since they have geared 


AC generators directly attached to the grid, but the gear ratio or rotor field may 


change.  These generators typically have some slip, so their speed is not precisely 


that of the grid either, and is affected by the strength of the wind.  For that matter, the 


electrical power grid itself is also not quite periodic.  All of these factors make our 


analysis more pertinent. 


There is much literature dealing with WT infrasound.  The original pioneering work 


on spinning fan modes was by Tyler and Sofrin [1], and Hubbard and Shepherd [2] 







focused on wind turbines.  The latter also showed aeroacoustic effects of the blade-


pylon interaction.  Recent work on this interaction by Dooley and Metelka [3] 


considers it to be related to other aspects of wind turbine sound.  We do not consider 


any comparison with theories in this paper, but single out only the measurement of 


the coherent part of the WT noise, that is, the component related to its rotation.  The 


wind itself makes wideband acoustic noise, especially in the infrasound region, and it 


is not known if the WT influences this background noise to any significant extent.  


We may study that issue in future work.  Our infrasound measurements indicate that 


the random noise component is often similar whether one is near or far from a WT, 


and we therefore attribute this to wind noise.  Thus we regard the meaningful part of 


the infrasonic noise from the WT as being mainly the coherent component. 


Many repetitive processes have relatively stable but not exactly equal periods.  


Signals obtained from such quasi-periodic processes may show narrow lines when a 


DFT is applied to a long dataset, but inevitably the lines will contain at least a few 


frequency bins, often many more, even though the relative width of the line is very 


small.  If the periodic signal is accompanied by some other spuriae or random noise, 


it will be difficult to obtain the coherent part of the waveform by using the spectral 


peaks of the fundamental and harmonics and applying an inverse DFT.  In a typical 


acoustic situation, the microphones may be responding to a number of sources.  The 


methods in this paper offer considerable hope of sorting out such sources. 


Analysis Method 


It is only when perfect periodicity obtains in a dataset, that a DFT can be used to 


best display its repetitive nature.  In addition, if we want the fundamental and each 


harmonic to lie precisely on single frequency bins, then the length of the data must 


be exactly an integral number of periods.  This may be difficult, since the data 


acquisition sampling control is usually independent of the incoming data.  In our case 


this was not a limitation, since we sampled the data at 12.8 kHz, in order to record 


the audible output of the WT as well.  The blade passage frequency of the WT is 


usually below 1 Hz, so that each period of the data will have many samples.  The 


problem remains that the data contain many periods of varied lengths. The analysis 


that we use will surmount this difficulty. 


There is a tacit assumption in our approach; we assume that the underlying coherent 


or repetitive waveform has the same relative shape with respect to each blade 


passage period of the system being measured.  This assumption is common sense 


for most processes such as rotating machines, but may become weaker as the 


period shows more relative variation.  Later we show some measurements that bear 


on this assumption.  We are forced to accept it for any process that is obfuscated by 


significant noise, since only then can we mitigate the effects of noise.  We can think 


of the recovered final coherent signal as having been constrained to represent a 


fixed average frequency.  From the point of view of rotational machine 


measurements, we might describe the data now as being in the angular or revolution 


domain, rather than the time domain.  The approach is similar to order tracking [4], 







which normally employs a sensor to detect the angular position of the machine, but 


there are differences.  Order tracking typically has a tach track with many pulses per 


revolution.  We only have a single pulse in each period, so we must resample the 


many samples in each period to conform to the angle domain. 


The analysis to follow allows even rather irregular WTs to be analyzed so that they 


display the characteristics of perfect periodicity.  In order to optimize recovery of the 


coherent output, we used a small telescope with a CdSe photoresistor mounted at 


the eyepiece to obtain a signal locked to the blade passage occurrences.  The 


photocell was in series with a resistor and biased by a 1.5V battery.  The telescope 


was actually a 20X−60X Bushnell spotting scope.  Each time a blade passes the 


telescopic field of view, the CdSe detector would produce either a pulse of positive or 


negative polarity, depending on whether the blade was brighter than the sky, or the 


inverse.  This signal was recorded along with the infrasound and other data, and was 


used to regularize the blade passage and other signals.  This greatly increases the 


contrast of spectral lines in the presence of other random noise signals, which are 


mostly wind noise for the measurement of WTs.  We outline our signal analysis 


procedure in the sequel to demonstrate its effectiveness. 


Our telescope was designed for daytime use, and may suffer signal confusion 


depending on the background sky condition.  A clear blue sky gives very clean 


signals, since it is darker than the blades.  To minimize environmental factors, the 


assembly could be fitted with an infrared or visible laser to produce a narrow 


outgoing interrogation beam and a receiving telescope with appropriate optical filters, 


and used under almost any conditions,.  Our procedure simply needs a reliable 


fiducial signal that paces the quasi-periodic process.  Clearly the concepts of this 


paper could be gainfully applied in any analogous situation, to a variety of devices. 


Our acoustic measurements were taken using GRAS 40AZ microphones with 


constant current preamps.  These microphones are polarity inverting, and we have 


corrected all measurements to be noninverting.  We used a DC coupled National 


Instruments 9234 data acquisition interface, using Labview® software.  We verified 


the microphone response by measuring the microphone in a well-sealed box with a 


driver having a sealed plastic cone and rubber surround.  The combination was 


down 3 dB at 0.27 Hz.  Since our WT data has harmonics that go from about 0.7 Hz 


upwards, we have simply used the microphone data without correction.  We could 


have used the measured response to equalize the actual measurements, but there 


would have been little difference for the coherent infrasound. 


A Turbine Measurement and Its Analysis 


In the details of the example to follow, we will use typical numbers from 


measurements of the Amaranth Wind Farm, also known as the Melancthon 


EcoPower Centre.  This wind farm has 133 GE 1.5MW turbines located in 


Melancthon township near Shelburne, Ontario, Canada.  A location about 420m 


downwind from a nearest turbine was chosen, and data were captured over about 


4500 seconds, at a sampling frequency of 12.8 kHz, exactly 58,307,840 samples.  







The blade passage period normally was about 1.08 seconds.  We decimated the 


acoustic and the optical blade passage data to 800 samples/second using proper 


anti-aliasing filters with MATLAB®, leaving 3,644,240 samples in the acoustic data, 


d[n], and the same number in the blade passage reference array, r[n].  Fig.1 shows 


the raw microphone data d[n].  There were a few places where the system 


overloaded, and we simply zeroed these very short-duration overloads in further 


analysis.  The thick lines in the plot make it seem that the spikes have a significant 


energy, but in fact they are very negligible and sparse relative to the millions of 


samples. 


Figure 1.  The acoustic microphone data, 


downsampled from an original 12800 


samples/sec to 800 samples/sec. 


The corresponding reference blade 


passage signal from the telescope, r[n], is 


shown in Fig.2, showing some variation in 


amplitude over the measurement period.  


Intensity variations of the sky caused by 


clouds or time changes often cause a 


varying low-frequency offset.  This can be 


removed by highpass filtering these data at 


about 0.1 Hz. 


Figure 2.  Photocell signal from the 


telescope trained on a WT to record 


blade passage times.  This signal has 


already been highpass filtered at about 


0.1 Hz to remove any slow trends. 


Fig.3 shows an expanded portion of 


the blade passage signal where the 


signal was weakest, illustrating that 


even for this portion the reference 


pulses are very clear.  The period in 


this region is about 1.1 seconds, but it 


varies throughout the record, as we 


shall show later. 


 


Figure 3.  An expanded view of a 


portion of the telescope photocell 


signal shown in Fig.2, showing very 


clear blade passage pulses. 







We usually rely on a sufficiently-high sampling rate of the reference signal r[n] (and 


also of the data d[n]) that the period markings can be deemed to occur at the 


samples nearest the fiducial points of the blade passage signal, although this is not 


necessary in principle.  If the reference array is of high quality, it could be 


interpolated to obtain a fractional sample value for each blade passage period 


marker.  We proceed with the full fractional sample mathematical approach, and 


comment on the approximations that we have used. 


An important detail of the operation of the WT is its irregularity or variation of blade 


passage periods.  To determine this, we analyze the r[n] array, and detect the value 


of n at each peak of the blade passage signal.  We could compute the fractional 


value of n by interpolation, but with a sampling rate much greater (often 800 


samples/sec or more) than the period (~1.1 sec) we would normally simply use the 


integer value.  We call the array of index values at the peaks R[k], where k is the 


peak index (here ranging from 1 to 4116).  There are R[p]−R[p-1] samples in the p-th 


period.  The array R[k] can have fractional index values, and we maintain this 


generality in what follows, although in practice integer values are often sufficient.  


Fig.4 shows the time spacing between the peaks for the whole reference array r[n].  


Although the dominant period is about 1.08 seconds, there are excursions up to 1.38 


seconds, which may represent partial stalling of the WT.  It is clear that this particular 


unit is fairly erratic, and if we simply did standard DFT studies of the data array d[n], 


the results would be far from optimal. 


Figure 4.  Period irregularity of the 


turbine observed by the telescope.  


The normal period is about 1.08 


seconds, but the machine slows down 


significantly on a number of occasions. 


What can now be determined is the 


average period, or here perhaps the 


dominant period, in the signal r[n].  


This could be done by counting the P 


pulses, here 4116, that represent P−1 


periods, noting the total number N of 


samples involved, representing N−1 sample steps.  This gives about 885 samples in 


this example, which we round to an integer, Tn.  This represents 1.1 seconds for the 


period.  From Fig.4, though, we see that 1.08 seconds, or Tn=864 samples, might be 


a better choice.  The actual integer that we pick is not really that important, but 


sticking to sensible values will keep our final analysis numbers close to the actual 


ones.  For each measurement, a plot such as Fig.4 will give us a good idea of the 


average or dominant period, or we could use the calculated one. 


We now define a regularized output data array, D[m], in which m represents an 


integer sample index that is meant to be like n, but with exactly Tn samples between 


reference events.  D[m] will also have size close to 3,644,240 samples.  The 







regularity of D[m] is essential to make the output data perfectly harmonic.  Because 


we are forcing the output array to be processed in strictly periodic portions, the 


number of samples in D[m] will not be quite the same as in d[n], but it will be similar. 


The algorithm’s basic approach is to associate the samples in each period of the 


irregular data, d[n], with the corresponding period in the regularized output array, 


D[m].  The heart of the algorithm is that R[p]−R[p−1] interpolated samples in real 


time (about 885 on average), in the real-time p-th period of d[n], will be resampled 


into exactly Tn warped-time samples (here 885), which constitute the p-th period of 


D[m].  Fig.5 illustrates how the p-th period of the array d[n] shown on the upper line 


is resampled to produce the p-th period of D[m] in the lower line.  The upper green 


line is the bandlimited interpolation of the actual time samples, d[n], and the green 


interpolated samples d{n} at prescribed fractional indices given by R[p] are 


transferred to the output array, D[m], at integer sample positions. 


Figure 5.  Illustrating how interpolated 


variable-length periods of data, d{n}, at 


fractional indices, are mapped to equal-


period integer index values constituting 


the warped-time output, D[m]. 


R[p−1] is the sample index of d[n] at the 


start of the p-th period (which is fractional 


in general), and mP is the integer starting 


index of the p-th period in D[m].  The sampling rate ratio between the data array d[n] 


and the output array D[m] will normally be very close to unity.  For this particular 


period, the ratio is (R[p]−R[p−1])/Tn, and the j-th local integer sample of D[m] in the 


p-th period will be associated with the local fractional sample j (R[p]−R[p−1])/Tn in 


d[n].  R[p] is the real-time end index of the p-th period (which again is fractional in 


general) of d[n], and mP+Tn is the end index of the p-th period of the warped-time 


array D[m].  We will use {} brackets for fractional indices, so for fractional index, x, 


the interpolated data values are denoted d{x}.  The care we take for the interpolation 


can be decided by the nature of the reference data.  If there are many samples per 


period, an interpolated sample might just be the nearest actual sample.  The upper 


part of Fig.5 shows a very short segment of 6 actual real-time samples of d[n] on a 


smoothed curve representing the original time data.  This curve is sampled at 4 


equally-spaced interpolated fractional-index real-time samples of d{x}, which 


represent the values needed in each regularized period.  These samples are then 


used as 4 warped-time integer index samples of D[m], shown in the lower part of the 


figure.  If there are many samples in each period, then we might just use nearest 


index samples, and in Fig.5 this would mean that 2 or 3 samples in real time might 


be ignored.  Ignoring or repeating a few samples makes little difference to the final 


outcome. 







If we start our analysis at a reference point representing the start of a period, we can 


call this the 0-th sample in both d{n} and D[m].  Then the first period will go from 


sample R[0] to R[1] for the data array, d{n}, and from sample 0 to Tn for the output 


array, D[m].  The reference samples are at fractional time indices, in the general 


case of an interpolated version of r[n].  The index values of the array R[p] are then 


fractional, as already indicated.  If j represents the local index in the p-th period of 


the regularized output data D[m] (convenient for the coding), then the j-th sample of 


D[m] in the p-th period of the data is calculated from d[n] by interpolation as: 


D[(p−1)Tn+j]=d{R[p−1]+j(R[p]−R[p−1])/Tn}.     (1) 


The index j goes from 0 to Tn.  Index 0 belongs to the starting sample or the last 


sample of the previous period.  Our use of the {} brackets implies interpolation of d[n] 


for fractional sample numbers.  R[p−1] is the starting index in d{n} of the p-th period, 


starting the count at p=0, and the fractional local index is j (R[p]−R[p−1])/Tn. 


The sophistication of the interpolation that we use can be set by accuracy 


requirements, oversampling factor, and computing time.  To repeat, we might simply 


use integer values for the array R[p], together with the nearest sample in d[n], given 


by rounding the index calculation: 


D[(p−1)Tn+j]=d[round(R[p−1]+j(R[p]−R[p−1])/Tn)].    (2) 


If the data are highly oversampled relative to the repetition period, then this nearest 


sample interpolation is justifiable.  The RESAMPLE command in Matlab calls this 


nearest neighbor interpolation.  It amounts typically to a very slight time 


requantization error of the samples.  In this approximation, either some samples of 


d[n] will be omitted in D[m] if there are more samples in the d[n] period than Tn, or 


some samples of d[n] will be used twice in the output array D[m] if Tn is larger than 


the number of samples in the period of d[n]. 


To show the effectiveness of the resampling procedure, Fig.6 shows the power 


spectrum of the original acoustic data array, d[n].  This plot contains over 450,000 


frequencies, since it covers ¼ of the range of the Nyquist frequency of 400 Hz, 


representing the DFT (discrete Fourier transform) of just over 3.6 million samples.  


There are a few lines on the high-frequency side of the main peak that may 


represent harmonics of the blade 


passage period, but they are not clear. 


 


Figure 6.  Power spectrum of the 


recorded microphone data as 


measured with its original time 


samples. 







The spectrum peak at about 0.5 Hz is close to the frequency limitation of the GRAS 


40AZ microphone.  Correcting the falling microphone response shows the spectrum 


flat or rising down to well below 0.1 Hz.  Suffice it to say that the wind itself seems to 


be the cause of these very long-term fluctuations. 


In the resampling described in Eqs.(1) and (2), we indicate interpolation of each 


period of the real time data with samples of equal time duration.  In principle we 


could interpolate the plot of real time versus warped time with a spline or appropriate 


lowpass filter in order to define the sample positions of the real time data.  Since the 


blade passage periods change rather slowly, the difference would be negligible. 


Fig.7 shows the DFT spectrum of the regularized array, D[m].  Note that there is now 


a very clear harmonic series with fundamental frequency just below 1 Hz.  The lines 


are extremely sharp, and are each essentially in only one frequency bin.  This is 


shown in Fig. 8, which isolates a portion 


of the highest 2nd harmonic line. 


Figure 7.  Power spectrum of the 


microphone data, resampled to be 


exactly periodic by using the reference 


blade passage signal, which was 


recorded simultaneously with the original 


microphone signal. 


The fundamental frequency of 0.92 Hz 


does not show an amplitude distinct from 


other spectral lines near it, but it is there 


nonetheless.  Other measurements [2] 


and theory [3] also show weaker fundamental, but stronger harmonic lines. 


 


Figure 8.  An expanded view of the 2nd 


harmonic line of the resampled, 


regularized data, showing that it is only 


one frequency bin wide. 


The harmonic lines are so prominent 


that they can be used to determine the 


shape of the acoustic pulse, thereby 


removing the effect of all the other 


spectral lines, which represent noise.  


Fig.9 shows the result of extracting the 


harmonic lines, making sure that the resulting complex spectrum is properly 


conjugate even, inverse transforming the result, and displaying exactly one period of 


length Tn samples.  Also shown in the figure is the result of averaging all the periods 


of D[m] to reduce noise.  The plot follows the harmonic inverse very well.  It is 


surprising that the noise has averaged down so much.  This is due to the fact that 







much of the noise power resides below the fundamental of 0.9 Hz.  Such noise 


varies slowly over each period, so when we average them all, it simply creates a 


somewhat random background offset, but leaves the pulse shape unaltered. 


The total unweighted SPL of the microphone data is 89.4 dB, often denoted as 89.4 


dBZ.  When G-weighted [5] it reduces to 71.6 dBG.  This weighting is intended to 


express the threshold of infrasound perception, and is often well below the 


unweighted value.  The unweighted SPL of the coherent pulse signal is 66.7 dBZ.  


We have averaged about 4100 periods, which reduces the noise amplitude by 


sqrt(4100) or 36.1 dB.  Thus the noise level falls to about 89.4−36.1 or 53.3 dBZ, 


well below the coherent SPL of 66.7 dBZ. 


 


Figure 9.  Showing the coherent 


infrasonic pulse (blue) obtained by 


using 15 harmonics of the spectrum of 


Fig.7.  The red curve is the result of 


averaging all the periods of the 


resampled data.  Although the noise 


level is considerably larger than the 


signal shown in this figure, averaging 


over 4000 periods removes most of this 


noise. 


Each of the coherent pulse waveforms that we show in the sequel have unweighted 


total SPL, G-weighted total SPL, and unweighted SPL of the coherent pulse included 


in the title bar.  G-weighting enhances spectral components between 10 and 28 Hz, 


but diminishes those outside that range.  In each case G-weighting is lower than the 


unweighted SPL, since a significant part of the infrasonic energy comes from very 


low frequencies, which are suppressed by such weighting.  G-weighted signals are 


typically much higher than A-weighted ones, but A-weighting does not apply to 


infrasound at all.  It is also questionable to apply G-weighting to the coherent pulse 


signal.  That would reduce the amplitude of the pulse, but it is perhaps the peak 


acoustic amplitudes that matter. 


It is worth pointing out that the DFT of the period-averaged data will have exactly the 


same harmonic components of the periodic pulse as the DFT of the full array D[m].  


This is because the full array has precisely an integer number of pulse periods, and 


the Fourier sums over each period in the full array repeat the same multiplicative 


functions, adding to produce the same result as averaging all the periods first and 


then taking the smaller DFT.  We do not require a DFT of the complete sequence, 


unless we are interested in components that have a different periodicity. 


We have assumed that even those periods, which deviate from the dominant 1.08 


seconds, have the same pulse shape as the normal ones.  This may not be true, and 


to test this, we have separated out periods greater than 1.12 seconds from those 







that are regarded as normal, and given an average for each group.  Fig. 10 shows 


the average of 3099 selected normal periods, together with 697 abnormal outliers, 


and also the result when all periods are included.  Note that the largest signal occurs 


for the normal periods, while the longer abnormal periods have a pulse waveform 


that is both smaller and occurs earlier. 


This time advance should actually be expected!  The distance to the turbine was 


about 420m, and thus it takes about 420/343 seconds for the acoustic signal to travel 


to the microphone.  If a period is longer, then its acoustic response will occur 


relatively earlier since the travel time to the microphone is a smaller fraction of that 


period.  Rough estimates of the period lengthening show that the pulse advance is 


about right.  Note that because all the outlier periods are averaged together, that 


bipolar pulse is weakened due to the 


distribution of pulse timings. 


 


Figure 10.  The coherent output signal 


for normal periods (blue) is somewhat 


larger than the average of the normal 


ones plus outliers (red), while the 


outliers themselves (green) are 


somewhat wider and also time shifted. 


Now that we understand the effect of 


the acoustic delay, we can correct for 


it, now and in the sequel.  The flight 


time of the optical reference pulse is truly negligible.  Fig.11 shows the extracted 


infrasonic pulse with the acoustic correction.  Notice that the pulses now all line up, 


and the amplitude for all the pulses is closer to the selected ones.  The time delay 


caused by the 420m distance to the WT is almost one blade passage period, so the 


corrected pulse position in Fig.11 is in about the same position as the original data of 


Fig.10.  The outliers are still lower in amplitude than the selected ones, but that is 


reasonable, since we would expect the strength of the pulse to be related to the 


pressure difference across the blades, and this might be less at lower blade speeds.  


The position of the pulses relative to the reference pulses is not controlled in our 


plots, so it may not appear centred in 


later plots. 


Figure 11.  Coherent infrasonic pulse 


when the time of flight from turbine to 


microphone is taken into account.  All 


the periods including the outliers are 


time aligned and more alike in 


amplitude. 







One drawback to the above procedure is that the DFT required to analyze the data 


will have N=P×Tn points, and that number may be poorly conditioned for an efficient 


FFT algorithm.  Although N is already composite, it helps if P and Tn are each 


factorable into smaller factors.  Since our final repetition period is simply an average 


of the real, varying-length periods, we are at liberty to modify Tn somewhat so that 


the algorithms are efficient!  In fact if there are many periods, P, then we could throw 


away a few in order to optimize P as well!  Changing P or Tn by even a few counts 


may vastly improve the FFT execution time.  Such considerations are not trite, since 


we may be using many millions of sample points, and patience at the computer is not 


necessarily a virtue.  Although not necessary, in the example presented above, we 


chose Tn=863, and the DFT was chosen with N=217 52 =3276800, which covers 


most of the original data and represents 3796.98725 periods, very close to an 


integer.  Typically the exact DFT length has very long execution times.  When we do 


take the time to do an exact DFT of all the periods, the results look the same if the 


number of periods is within a few percent of an integer. 


Other Measurements and Analyses 


Each of the 6 wind farms that we have measured displayed quite different operating 


characteristics.  Fig.12 shows the WT irregularity over more than an hour of a unit in 


the Summerhaven Wind Energy Center of 56 Siemens 2.3MW turbines in Haldimand 


County near Fisherville, Ontario.  The most common period is 1.3 seconds, but 


interestingly the unit ‘jumps’ between 8 or 9 different periods, with some fluctuations 


in each one.  It seems that the turbine is altering its speed in steps.  On several 


occasions the turbine seems to slow down over many periods, perhaps due to lulls in 


wind speed.  


 


Figure 12.  Period irregularity for a 


turbine that exhibits “jumps” in its 


operation. 


The microphone was generally 


downwind from the nearest turbine 


whose blade passages were recorded, 


about 500-700m away.  Again a 


straightforward DFT of the raw data 


yielded rather poor spectral lines with 


significant width, while the warped 


revolution- or angle-domain data showed excellent lines.  It proved easy to extract 


the coherent infrasonic pulse from the data, shown in Fig.13.  There was somewhat 


more wind in this measurement, and the total infrasonic SPL was 31dB above the 


coherent SPL.  Although the time-of-flight was corrected, it did not improve things 


very much, because the relative period variation is already quite low. 







 


Figure 13.  Infrasonic pulse of the 


Summerhaven turbine.  The noise is 


again quite low due to averaging of the 


long data record. 


One of our earliest rather enigmatic 


measurements was from the 


Conestogo Wind Farm near Arthur, 


Ontario that has 9 Siemens 2.3MW 


turbines, and a single 2.1MW unit.  The 


period irregularity shown in Fig.14 is so 


weird that we did tests to make sure that our equipment was not malfunctioning.  


These turbines obviously are not geared to generators that are directly grid 


connected; we surmise that they 


generate DC power optimally and inject 


it into the grid electronically. 


 


Figure 14.  Period irregularity of a 


Siemens WT showing 50% change in 


period over a measurement interval of 


30 minutes.  Such characteristics make 


our time-warping analysis essential. 


The microphone signal seems normal, 


but these units give a somewhat 


weaker infrasonic pulse even though the distance to the turbine was only 200m.  


Fig.15 shows the recovered pulse.  Perhaps these units are changing blade pitch or 


speed under a control mechanism that minimizes infrasonic signals.  The 


microphone may not have been favourably located, and the pulse polarity and shape 


is different than most others. 


Figure 15.  Coherent infrasonic pulse 


from a very irregularly rotating 


Siemens turbine.  It would be 


impossible to obtain these data 


without the time-warping analysis of 


this paper.  The relative noise is 


somewhat larger for the averaged 


data, due to the shorter time record, 


and the low level of infrasound from 


these machines. 







Since these data were taken over only 30 minutes, it appears noisier than our other 


measurements.  However, without the time-warping order analysis, these data would 


not yield an infrasonic pulse at all. 


A measurement made on a moderately windy day at the Enbridge Ontario Wind 


Farm with 110 Vestas V82 1.65MW turbines, located near Underwood, Ontario, 


Canada showed yet another pattern, as demonstrated in the irregularity shown in 


Fig.16.  The data were downsampled to 


3200 Hz from the original 12.8 kHz file. 


Figure 16.  Period irregularity of a 


turbine that seems to be jumping 


between 2 rotational speeds. 


This turbine may be changing its speed 


to optimize the power gleaned from a 


fluctuating wind speed.  Again it gives a 


very clear infrasonic pulse as shown in 


Fig.17.  The total SPL from the farm 


was over 16dB greater than the 


coherent portion.  Note that the overall 


shape of this pulse differs somewhat 


from several of the others, although a 


judiciously placed wiggle in the 


background signal would make it look 


quite similar. 


Figure 17.  Coherent infrasonic pulse of 


the turbine whose period character is 


shown in Fig.16. 


The irregularity of a turbine in the 


Mohawk Point Wind Farm of six Vestas 


V82 1.65MW turbines, located near Lowbanks, Ontario, is shown in Fig.18.  These 


units have a very consistent period near 1.401 seconds.  The relative variation is so 


low that we used the full 12.8 kHz dataset to reduce quantization errors in 


determining the number of samples in 


each period. 


 


Figure 18.  Period variation of a 


Vestas turbine that is quite regular, 


with a speed variation of only 0.2%. 


The extracted infrasonic pulse is 


shown in Fig.19.  The reduction of 


signals from the other turbines was still 







very good, even though these units are nearly but not quite synchronous.  It is 


necessary to take at least an hour of data to achieve such separation, and the 


warping analysis is vital. 


 


Figure 19.  The infrasonic pulse 


extracted from the fairly regular 


turbine whose period character is 


shown in Figure 18.  Even here the 


order analysis is crucial to obtain such 


clear data. 


Our final measurement example was 


of a standalone Enercon E-48 turbine 


in Port Elgin, Ontario, Canada.  Its hub 


height was about 75m.  Access to this 


unit was very easy and it was measured from several upwind positions.  The present 


data was taken 197m away from the tower, with the hub 211m distant.  Fig.20 shows 


the period irregularity.  Again the wide variation makes it necessary to do an angle-


domain analysis.  We have noticed in several measurements that the period seems 


to become longer and more irregular as time passes during the day.  This is probably 


due to the falling windspeed often 


occurring in late afternoon. 


Figure 20.  Period irregularity of the 


standalone turbine, showing more than 


100% change in the blade passage 


period over about 1 hour. 


Fig. 21 shows the extracted infrasonic 


signature of the Port Elgin turbine.  


Again it was necessary to account for 


the acoustic delay to achieve this 


almost noisefree response. 


 


Figure 21.  The recovered infrasonic 


pulse from the standalone turbine.  We 


are located upwind from the unit, and 


although the pulse has the usual 


shape, its polarity has been reversed. 







The upwind acoustic pulse radiated from this machine is opposite in polarity from the 


others, which were taken downwind of the units.  The acoustic pressure rises first, 


rather than falls as for the downwind units.  This makes sense because the positive 


pressure in the front of the blades is now exposed to the measuring microphone. 


The data from our 6 chosen wind farms display a wide range of behaviour.  Yet each 


instance benefits greatly from time-warping order analysis.  It is absolutely necessary 


to have a period reference signal for each WT that is chosen for detailed analysis. 


Multiple Simultaneous Measurements 


If there are several sources to be measured, each having an optical or other 


reference track, but only a single microphone or a common data track, can we 


separate out each of the quasi-periodic processes?  The answer is that it may be 


possible, but only if certain conditions exist.  We will not go into an exhaustive 


analysis, but indicate some avenues to explore. 


The first thing that comes to mind is that using each reference track, we can analyze 


the common data to retrieve mainly the data component related to each reference.  


We can resample the data using each reference, and consider what crosstalk might 


not be avoidable.  If the several processes are quite irregular and their irregularity is 


unrelated, we would expect a large DFT to isolate each process to a good degree, 


treating the others as noise, much as our earlier examples.  However, if the 


irregularity is similar for each component, then it will be difficult to separate them out. 


If the processes are only slightly different in average period, we may be able to 


choose a data length that captures a different integer number of periods of each.  In 


principle then, each process should be virtually orthogonal to the others.  A DFT will 


then show different lines for the fundamental and harmonics for each process.  For 


more than 2 processes of close to the same frequency, it will be very difficult to find a 


data size that will treat all of them as close to an integer number of periods. 


A method that we are currently assessing is to record multiple turbines in a wind 


farm with a video camera.  With appropriate software, we can post-process the video 


stream to produce a number of blade passage records.  The clock oscillators in 


modern video and data acquisition equipment are sufficiently accurate that there will 


be negligible drift during an hour or so of measurement. 


Other Work 


We note that other authors have shown similar infrasound pulses.  Hubbard and 


Shepherd [2] show an infrasonic pulse and its changing shape as the orientation 


varies with respect to the turbine.  More recently, Bruce Walker [6] showed pulses 


averaged over 150 revolutions (450 blade passages). The reference signal was 


supplied by the turbine operator. His data (his Figures 8 and 9) show an infrasonic 


pulse similar to ours, including the polarity reversal depending on whether the 


microphone is in front of or behind the turbine. 







Conclusion 


Our paper shows how the coherent part of the infrasound from a single WT in a 


group can be extracted from a microphone signal by using a blade passage 


reference track from the turbine under study.  The analysis reveals a characteristic 


infrasonic pulse. These pulses from wind turbines are caused by the radiation of the 


Tyler-Sofrin spinning modes.  The polarity of the pulse will be different upwind and 


downwind from the turbine. 


The random component of the infrasonic signal substantially exceeds the coherent 


part, and this random component is largely related to wind noise, which appears to 


be similar whether one is near or far from a wind farm. 


Our paper avoids the issue of health effects from WT infrasound.  Information on 


both sides of the controversy abounds in the literature. 
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Summary   


Study of the subjective effects of wind turbine noise in a controlled environment requires the 
ability to faithfully generate acoustic signatures produced by actual turbines.  Field 
measurements indicate that these signatures encompass a wide frequency range, extending 
from below 1 Hz to several kHz.  Beginning in 2012, the authors have presented conceptual 
descriptions and preliminary demonstrations of an infrasound synthesizer that is capable of 
producing turbine-faithful signals at least 10 dB greater than experienced in the field.  The basis 
of the system is a cubic enclosure housing three 18-inch electro-dynamic loudspeakers, driven 
by a 300-watt DC-coupled power amplifier.  At 0.8 Hz (a typical blade-pass fundamental in a 
modern industrial turbine) the system generates 75 dB sound pressure level in a 60 cubic 
meter residential room environment.  Peak infrasound pulsations up to 97 dB are produced.  
The system has been expanded to allow simulation of controlled-spectrum steady broadband 
noise, amplitude modulated broadband noise and periodically excited bursts of coherent multi-
tone noise.  Details of the design and implementation of the system are presented.  In a 
companion paper, the system is utilized to evaluate the relative subjective effects of audible 
and inaudible components of acoustic signatures synthesized on the basis of field data. 


1. Introduction In addition to well-established aero-acoustic and mechanical noises, the 


acoustical signatures of modern, industrial wind turbines has been shown to include spectral 
components that extend into the infrasonic range, with potentially significant energy as low as 
the rotor blade-pass frequency (BPF).  Although the amplitudes of these infrasonic components 
are substantially lower than hearing thresholds for the components taken individually, it has 
been postulated (Schomer, 2013) that vestibular system excitation and/or the relatively high 
crest factor multiple simultaneous BPF harmonics causes the infrasound to be detectable and 
potentially a health hazard at sub-audible sound pressures.  In one field test, for example 
(Walker, Hessler, Rand, Schomer, 2012), residents stated unequivocally that they could 
“sense” the operation of turbines well over 2,000 meters distant from within their homes, while 
the measured infrasound levels were far below any established thresholds even at a distance 
of 400 meters.   


It became clear that an electro-acoustic simulation of various wind-turbine acoustic components 
was needed to allow controlled testing and identification of signal properties that contribute to 
human sensitivity.  Laboratory systems have been proposed and implemented (Tachibana and 
Yokoyama, 2012; Zosuls et al, 2013) that would perform this function.  The current system is 
intended for use in a residential environment. 
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2. Synthesis of Turbine Noise Signal Components 


Numerous individual components of the wind turbine acoustic signature include: 


• Steady broadband noise 


• Amplitude modulated broadband noise 


• Steady tonal noise 


• Amplitude modulated tonal noise 


• Infrasonic BPF harmonic series pulsations  


• Pulsed short-duration mechanical resonances 


Synthesis subsystems in Matlab create each of these separately so they can be mixed and 
adjusted to simulate field conditions.  One-minute long segments of each component are 
created in software and are repeated for extended exposure testing. 


2.1 Steady broadband noise covers frequency range 1 to 3000 Hz and spectrum-shaped to 
an approximate average of a compendium of field data.  To preserve continuity of signal and 
slope for repeated signals, the one-minute of noise is synthesized as a sum of sine waves on 
1/60 Hz frequency increments with random phases (i.e., 180,000 separate sine waves with 
frequency 1/60 Hz to 3000 Hz).  Figure 1 shows spectral properties of the synthesized noise as 
compared to Gaussian noise.  Actual spectrum shaping is achieved by appropriate amplitude 
weighting of the individual sine waves in the synthesis, with final result as shown in Figure 2. 


2.2 Amplitude modulated broadband noise is a quasi-swept 1/3-octave band of Gaussian 
noise that is superimposed on the steady noise.  The sweep is intended to mimic the Doppler 
shift of an advancing blade at a location 45 degrees to side upwind of the turbine.  However, 
the intent for listening tests is to provide a BPF-synchronized fluctuation in audible sound that is 
suggestive of turbine AM rather than a probably-unachievable full representation.  Figure 3 
shows the four spectra and modulation envelopes that are sequenced to synthesize a quasi-
Doppler shifted noise from a rotating source.  The four spectra are created by filtering four 
statistically independent synthesized noise signals.   


2.3 Tonal noise and infrasound pulsations are spectrally synthesized based as harmonics of 
the BPF.  The amplitude and phase of harmonics 1 to 65 (0.8 to 52 Hz) can be pre-set 
individual to simulate a multitude of pulsation, steady tone and amplitude modulated tone 
signatures.  Alternatively, modulation windows can be applied to steady individual tones to 
generate wave packets or fluctuating tome amplitudes directly. 


 
Figure 1.  Narrow band spectra of synthesized and filtered Gaussian noise and expanded response near  
3 kHz corner frequency 







 
Figure 2.  Baseline spectrum of synthesized random noise with and without “Whoosh” 


 


 
Figure 3.  Spectra and modulation sequence for sequenced Doppler shift “Whoosh” simulation 


 


3.0  Data Collection and Monitoring System 


To represent the potential effects of turbine noise in noise sensitive (residential) environment, 
the synthesis system has been set up in a modest-size guest bedroom, approximately 4x5x3 
meters.  The gravest resonance mode in this space is 37 Hz.  The initial intent was that all test 
signals would have a maximum frequency of 32 Hz so that a relatively simple transfer function 
from a sealed-enclosure loudspeaker would obtain.  The highest SPL of any turbine BPF 
harmonic observed in the field is approximately 65 dB at 400 meters. The amplitude goal for 
the synthesis system is 10 dB above this maximum, or at least 75 dB at any frequency over the 
range 0.8 to 32 Hz.   


3.1  Loudspeakers.  In a sealed room at frequencies below the gravest resonance, the sound 
pressure is, per Boyle’s law, inversely proportional to the relative variation in room volume.  A 
sealed enclosure loudspeaker modifies the room volume by virtue of diaphragm volume 
displacement, so a loudspeaker with resonance frequency in the 50 Hz range would operate 
“stiffness controlled” and ideally provide sound pressure proportional to excitation current.   


It was determined that three 18-inch electro-dynamic drivers in a 0.44 m3 cube enclosure would 
have a resonance frequency just above 50 Hz and provide linear volume-displacement 
amplitude of .0036 m3.  In a 60 m3 sealed room, this translates to SPL 106 dB, with significant 
correction expected at the lowest frequencies due to room leakage and wall flexing.  In 
practice, with full response equalization as described in Section 4, peak infrasound pressure 







levels of approximately 97 dB are achieved, nearly 20 dB greater than pressures observed in 
field measurements. 


For audible signal components above 50 Hz, a simple high-quality direct-radiator monitor 
speaker was set atop the infrasound “cube” as shown in Figure 4.   


 


Figure 4.  In-situ photo of synthesis system loudspeakers 


3.2  Analog conversion and amplification.  Test signals were generated at 8 kHz data rate, 
with LFIS signals and audible signals on two separate channels.  A 16-bit dual channel D to A 
converter and reconstruction filter were used to generate analog signals, which were then 
routed to a 5 dB per step ladder attenuator and a dual channel 300 watt DC-coupled power 
amplifier.   
3.3 Monitoring.  Four microphones were distributed in the listening room, with the primary 
position just above the listening seat as shown in Figure 5.  The microphones were B&K 4193 
with low frequency extensions, having linear response to well below 0.1 Hz.  A multichannel 
simultaneous sampling 24 bit A to D converter was used to capture the microphone signal, the 
excitation signals and the analog output of an outdoor cup anemometer.   


 


Figure 5.  Photo of listening location with monitoring microphones overhead 


3.4 System calibration and equalization.  In addition to microphone calibration at the 
beginning of each test day, the output spectrum of the synthesizer had to be adjusted to 
compensate for room effects.  These are primarily leakage losses at very low frequencies and 
resonances in the range 30-60 Hz.   







The first step in the process was a sine wave frequency response measurement, conducted 
stepwise from 0.8 to 52 Hz in 0.8 Hz increments.  The result is shown in Figure 6, which 
illustrates that room losses are significant below approximately 3 Hz and that room resonances 
are significant above about 30 Hz.  The 7.5 dB drop between 1.6 and 0.8 Hz suggests that both 
the room and loudspeaker may have leakages that affect the lowest radiation frequencies. 


 


Figure 6.  Results of synthesis system frequency response measurement 


The second step was to curve fit a 35% over-damped second-order high-pass filter function 
with 1.9 Hz corner frequency to this data, as shown in Eq.1. 
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     Eq.1 


The phase of the model loss function and the inverse of the measured response were used to 
create equalization factors for the excitation signals as shown in Figure 7. 
 


 
Figure 7.  System equalization gain and phase 


4.0 Synthesized Infrasound Spectra and Waves 


At the onset of the project, two primary infrasound spectra were of interest.  This was expanded 
to include data mimicking interesting field data as well as including audible components as 
discussed in Section 2.   







4.1 N-wave.  The first was a classical “N-wave,” consisting of a harmonic series 
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     Eq. 2 


where BPF is the fundamental frequency, which dominates the spectrum, being 6 dB greater 
than the second harmonic.  A useful property of the N-wave is that the maximum slope 
contribution is the same from each harmonic, so that a slope parameter in the overall wave can 
be controlled by truncating the spectrum with minimal effect on the total amplitude.  An example 
is shown in Figure 8. 


 


Figure 8.  Spectrum and waveform of synthesized N-wave truncated at 20 Hz 


4.2 Ch-Wave.  Various field tests conducted by the authors and others have shown that the 
infrasound signature of wind turbines is not as heavily dominated by the fundamental as the N-
wave.  A more realistic spectrum is approximately flat up to approximately 7 Hz and then drops 
more rapidly toward higher harmonics, approximately as 1/N2 as shown in Figure 9.  The Ch-
wave has been used for the infrasound component of the preponderance of listening tests 
conducted with the system. 
 


 
Figure 9.  Spectrum and waveform of synthesized Ch-wave truncated at 20 Hz 


4.3 Ha(A,H,K,L)-wave.  The spectra described above were used for numerous listening tests 
with evaluators of normal, sensitive and sub-normal hearing acuity.  Even with the upper 
frequency extended to 32 Hz, no evaluator was able to sense the presence of the pulsations at 
reproduction levels less than 10 dB above those observed in the field.   


Hansen, Zajamsek and Hansen (2014), in a study of turbine noise at Waterloo Wind Farm in 
Australia, observed that in very steady measurement conditions, clusters of BPF-spaced 
spectral peaks extend into the frequency range 40-50 Hz and above as illustrated in Figure 10.  







Analysis of this data is discussed in a companion paper.  However, a simplification for 
synthesis purposes was to simply extend the BPF harmonic series to 52 Hz (65 harmonics or 
0.8 Hz BPF) and assign harmonic amplitudes to approximately match power in the measured 
spectra.  


The narrow band spectrum and waveform of the synthesized pulsation signal is shown in 
Figure 11.  It may be noted that the apparent relative spectral levels of the synthesized signal 
increase with frequency.  This is a result of the relative broadening of the measured spectral 
peaks, presumably due to minor unsteadiness in turbine rotation speed.  In one-third octave 
bands (red dots), the relative spectra agree within approximately 2 dB.  The overall spectrum 
level of the synthesized signal is adjustable as a testing parameter.   
 
 


 
Figure 10.  Narrow band spectra from Waterloo Wind Park in quasi-steady conditions.  Channel 4 is Indoors. 







 


Figure 11.  Spectrum and waveform of synthesized HaA-wave representing outdoor Waterloo data 


The A,H,K,L designations refer to different portions of the spectrum. 
 A:  All Pass 
 H:  20 Hz High Pass 
 K:  30 Hz High Pass 
 L:  20 Hz Low Pass 
These spectra could be selected as test parameters to evaluate the relative importance of the 
infrasonic, low amplitude tone and pulsating audible low frequency elements in the signal. 
 
4.4 CB-wave.  Data published in Nov. 2014 by The Acoustics Group and measured inside a 
residence near the Cape Bridgewater Wind Farm in Australia showed a particularly high level of 
infrasound below 6 Hz, together with apparent strong reaction by residents.  The published 
narrow band spectrum and a waveform computed as the sum of sine waves at the six peak 
spectral amplitudes is reproduced in Figure 12. 
 


 
Figure 12.  Measured Spectrum from Cape Bridgewater Wind Farm Acoustic Test Report and Computed Pulse 
Waveform 


This wave is essentially Ch-Wave truncated at the 6th harmonic, with peak spectrum levels 
approximately 72 dB.  The result of reproducing and monitoring this wave at approximately 5 
dB excess amplitude are shown in the ensemble average recorded wave and its narrow-band 
spectrum of Figure 13.  Although the loudspeaker-reproduced wave is not a perfect duplicate of 
the computed wave in Figure 12, it only differs slightly and the harmonic distortion manifested 
above 5 Hz are all over 20 dB below the target harmonics.   







 
Figure 13.  Mean Waveform and Spectrum of Reproduced and Monitored Representation of The Cape Bridgewater data 


5.0 Subjective Responses 


Three evaluators have been exposed to a wide range of combinations of infrasound, 
broadband noise, Doppler shift simulated blade “whoosh,” amplitude modulated tones and 
window-gated tones.  Four additional evaluators have been exposed to spectrum Ch-wave 
infrasound (truncated 20 Hz) at peak SPL 92-97 dB.  Exposure times ranging from two minutes 
to one hour have been investigated.  Some results of interest are: 


Infrasound alone (spectrum Ch, HaL or CB) has not elicited any response at 
levels up to 97 dB peak. 


Steady random noise with 30-35 dB “Whoosh” and no infrasound on one occasion 
elicited a nausea response from an evaluator with high sensitivity to low frequency 
noise. 


At 88 dB peak SLP, an evaluator with high sensitivity to low frequency noise 
reported that presence of infrasound reduced the “roughness” of low-frequency 
pulsation sound (spectra HaA vs HaH) despite the infrasound (HaL) being 
undetectable alone.   


6.0 Conclusions 


It has been demonstrated that simulation of wind turbine noise and infrasound at levels 
representative of those observed at distances of 100 meters can be accomplished in a typical 
residential-sized room with a modest array of electro-acoustic actuators.  To date, subjective 
reactions to the synthesized signals are not conclusive due to the small number of test subjects 
and constrained exposure times.  However, no individual thus far has reported any sensation 
when exposed to infrasound alone at peak levels up to 97 dB.   
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Summary   


Understanding the physical mechanisms of noise generation of wind turbines is an important 
factor to design turbines at a low-noise level and therefore for increasing social acceptance. 
Beside the horizontal wind turbines, small wind turbines are considered as a possible solution for 
harvesting wind energy especially at small scales in urban areas. CFD programs have been used 
successfully for the aerodynamic design of vertical axis wind turbines. For the acoustic design, 
numerical simulations studies on noise emission are hardly available today. To investigate the 
aeroacoustics of small vertical axis wind turbines, a hybrid approach is chosen where first a CFD 
simulation is performed and the acoustics are calculated in a second step. Two different methods 
are compared for the acoustic simulation: an integral method described by Ffowcs-Williams-
Hawkings (FW-H) function and a Finite Element Method, which is based on the analogy of 
Lighthill. Using an in-house solver for the FW-H calculation, the flow quantities are interpolated 
to an integration surface placed around the vertical axis wind turbine and are exported from the 
CFD calculation. From this integration surface, Green’s function is used to calculate the 
acoustically relevant parameters in the far field. In case of the Lighthill’s analogy, the sound 
sources are calculated in the form of the divergence of the Lighthill tensor from the velocity and 
the density on the CFD grid and are exported. These acoustic sources are interpolated to an 
acoustic grid. Following that, the propagation of sound is calculated in the far field.The 
experimental measurements took place in an anechoic wind tunnel. These results are found to 
be in very good agreement with measurements. 


1. Introduction   


Wind energy is one of the most important renewable energy source, which arises in more 
installations in the vicinity of urban areas. Beside the visual impact caused by wind turbines, a 
low noise design is essential for public acceptance. Noise is defined as a subjective perceiption 
of sound waves by the human ear, which is unwanted. Therefore, it is important to reduce the 
sound emission to avoid annoyance of people, which are living close to wind turbines [1]. Beside 
the large horizontal wind turbines, which are the most common configuration for harvesting wind 
energy, the interest in small wind turbines are grown in the last years because of the possible 
future demand for a decentralised and sustainable power generation in rural environments and 
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cities. Due to the turbulent wind environments in cities, vertical axis wind turbines (VAWT) are 
more focused by research and development. VAWTs offer some advantages in comparison to 
their horizontal counterparts, which can be useful especially in complex wind situations in cities. 
One of the most important advantage is the insensitivity of fast changing wind directions, which 
avoids the need of a yaw system. Further benefits are the better efficiency in turbulent wind 
streams, lower sound emissions and the better aesthetic appearance. In order to design a high 
performance vertical axis wind turbine, it is inalienable to get the physical understanding of the 
flow physics and the acoustics, which are very complex [2], [3].  


In this study, a complementary approach consisting of experimental measurements, 
computational fluid dynamics simulations and aeroacoustics simulations were performed. The 
subject of interest is a straightbladed H-darrieus turbine. The aeroacoustics simulations are 
performed by applying two different in-house codes. The first code, which is called CFS++, is 
based on Lighthill’s analogy [4], [5], [6]. It is implemented in a finite-element solver. With the help 
of this code, it is possible to understand the development and propagation of acoustic source 
terms.  
The second one is called SPySI (sound prediction by surface integration), which is predicated on 
the porous Ffowcs Williams-Hawkings method [7].  
In recent years, experimental and numerical investigations, which are mostly focused on the 
aerodynamic behaviour, were performed in the field of VAWTs, e.g., by Mohamed, who 
investigated the aerodynamic performance of the H-Darrieus turbine with different airfoil shapes 
[8]. Simão Ferreira placed the focus on the research of dynamic stall [9]. Mertens investigated 
the performance of an H-Darrieus in the skewed flow on a roof in urband areas [10]. Marnett 
studied a multiobjective numerical design of vertical axis wind turbine components in his PhD 
thesis [11]. Beside of the aerodynamic investigations of VAWTs, just a few publications on noise 
emission are available today. Iida investigated numerically the aerodynamic sound of a VAWT 
by using discrete vortex methods. This paper pointed out that a HAWT generates more noise as 
a VAWT with the same power coefficient at normal operating speed [12]. In 2013, Pearson has 
performed an investigation of the noise sources on a VAWT using an acoustic array. He stated 
that at low frequencies the harmonic components are dominating the spectrum. At low tip-speed 
ratio the harmonics were much stronger in comparison to those at higher tip-speed ratio. 
Therefore, Pearson suggested that at low tip-speed ratio the unsteady blade loading is much 
higher due to the dynamic stall effect [13]. Mohamed investigated numerically the noise emission 
of a Darrieus turbine using a Ffowcs-Williams and Hawkings method. This paper shows a 
parameter study, in which the blade shape, tip-speed ratio and solidity effects were varied. He 
came to the conclusion, that the higher tip-speed ratio and higher solidity rotors generate more 
noise than normal turbines [14]. 


2. Experimental setup  


The experimental measurements took place in an anechoic wind tunnel at the University of 
Erlangen-Nürnberg, which is schematically depicted in figure 1. The aeroacoustic wind tunnel is 
characterized of the closed return with an open test section. This section is located in an anechoic 
chamber, so that free field acoustic measurements without any reflections from the walls can be 
performed. The absorption coefficient of this chamber has a factor of 0.9 for a frequency of 300 
Hz. In order to assure a low noise level in the test section, the wind tunnel possess silencers to 
damp out fan noise. The nozzle of the wind tunnel has a cross-section area of 0.25 m x 0.33 m 
and achieves a maximum wind speed of 35 m/s. A low turbulence level of 0.15% in the wind 
tunnel is accomplished because of several turbulence grids and a honeycomb. The subject of 
these investigations is a generic model scale rotor of a 3-bladed H-Darrieus turbine as illustrated 
in fig. 1. The airfoil profile NACA0018 was chosen because of its good aerodynamic performance 
for VAWTs as described in literature [15].  Due to the small wind tunnel working section, a model 
of 0.2 m diameter and height is used. The chord length c of the model was chosen as 0.05 m.  


 
 
 







In order to characterize the blade aerodynamics and the relevant noise mechanisms the 


Reynolds number will be referred to chord length c and the angular velocity 𝜔 = 2𝜋𝑛𝑟. In case of 


the validation test case (𝑣 = 25 𝑚/𝑠), which we present in the following sections, the Reynolds 
number reaches a value of 𝑅𝑒𝑐 = 121365 at a rotating speed of 3500 rpm.  
 


Fig. 1: Experimental set-up (top left), the model scale rotor (top right) and the anechoic wind 
tunnel (bottom) 


 
One of the most important quantities for the aerodynamic performance is the rotor solidity, which 
is defined as 𝜎 = 𝑁𝑐/(2r) where N represents the number of blades, c the chord length of the 


blade and r is the radius. It describes how much of the horizontal turbine projection area 𝐴 =
2ℎ𝑟 is covered by the airfoils which in turn affects the amount of deflection of the incoming flow 
[11]. In order to measure the acoustic pressure, four ½-inch free-field microphones (Bruel & Kjaer 
type 4189) were positioned in a half circle in equal angles of 45 degrees at a distance of l = 1 m. 
The microphones have a linear frequency response characteristic. Furthermore, the frequency 
spectrum ranges between 6.3 Hz and 20 kHz and the dynamic range is from 14.6 dB to 146 dB. 
These were connected with a Nexus amplifier type 2690-A-0S4 of Bruel & Kjaer. In order to 
convert the signal, a National Instrument PXIe-4492 A/D converter was used. The height of the 
microphones was chosen as h = 1.9 m, which is the middle of the rotor height. The distance 
between the outlet of the nozzle and the center of the model is s = 0.33 m. The rotor speed of 
the model can be adjusted by the servomotor Siemens Simotics S 1Fk7. In order to measure the 
torque of the model scale, a torque sensor with a measuring range of 1 Nm was used. By 
measuring the pressure drop along the nozzle and applying Bernoulli’s formula the desired wind 
speed is adjusted. A schematic drawing of the experimental set-up is depicted in figure 2. 
 


 


 


 







 


Fig. 2: Schematic drawing of the experimental set-up with torque sensor and servomotor 


 


3.0  Computational methods 


3.1 Aerodynamic simulation  


In order to understand the physics of flow, the CFD simulation of the straightbladed H-Darrieus 
wind turbine experimental measurements are validated with the help of the CFD simulations. 
Therefore, the design of an H-Darrieus wind turbine as illustrated in fig. 1 is used for the turbulent 
flow field computation by the finite-volume method solver ANSYS-CFX 15.0 [16]. Figure 3 shows 
the circumferential computational fluid domain composed of a rotating and a stationary region, 
which are connected by a transient rotor stator interface. The inlet of the fluid domain is located 
on the left half of the outer circle and the inlet boundary condition was given by v = 25 m/s wind 
speed. At the outlet, an opening boundary condition was defined at relative pressure 0 Pa in 
order to allow backflow that means vortices are permitted to pass the outlet boundary. This results 


in in- and outflow at the same time. The rotational speed of the airfoils was set to 𝑛 = 3500 rpm. 


At this operating point a tip-speed ratio 𝜆 = 2𝜋𝑛𝑟/𝑣 of 1.44 is achieved, which is the optimum tip-
speed ratio of this configuration in the experimental measurements. Here, the turbulence model 
URANS-SST (Shear Stress Tansport) was applied. A hexahedral mesh consisting of 13 Mio cells, 
of which 10.3 Mio cells are located in the rotating region, was generated in ANSYS ICEM [16].  
Due to the rotational symmetry of the rotor, one third of the turbine was meshed and rotated to 
the full 360 degree geometry. Conforming, periodic interfaces were placed at the outer edges of 
the grid in order to make sure that every node matches after the rotation of the mesh. Ensuring 
that the boundary layers on the blades and on the shaft are adequately resolved, the mesh is 


strongly refined to obtain a normalized distance of the wall nearest grid cell of 𝑦+ < 1. In order to 
affirm mesh independency, a grid study was performed prior to this work. 


 







 


 


 


 


Fig. 3: Computational domain of the CFD simulation (top left) and illustration of the block 
strategy (bottom left), the mesh topology of the struts (top right) and isometric view on gird 
topology at the airfoils (bottom) 


 


3.2 Aeroacoustic formulation  


In order to calculate the sound pressure spectra radiated by the H-Darrieus, the acoustic 
analogies established by Lighthill [17], [18] on one hand and Ffowcs Williams and Hawkings 
[19] on the other hand are used and will be presented in the following. 
The computation of flow-induced noise according to Lighhill’s analogy starts with his famous 


inhomogeneous wave equation for the sound pressure 𝑝′  
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The left hand side is equivalent to the homogenous wave equation. The right hand side which 
is the Lighthill tensor 𝑇𝑖𝑗 is the source term of the complete inhomogeneous wave equation. It 


was derived by Lighthill directly from the conservation of mass and momentum. 
 


𝑇𝑖𝑗 = 𝑃𝑖𝑗 + 𝜌𝑢𝑖𝑢𝑗 − 𝑐0
2𝛿𝑖𝑗𝜌′ = 𝜌𝑢𝑖𝑢𝑗 + (𝑝′ − 𝑐0


2𝜌′)𝛿𝑖𝑗 − 𝜏𝑖𝑗, (2) 


 
which consists of non-linear convective forces 𝜌𝑢𝑖𝑢𝑗, deviations in the speed of sound 𝑐0, 


(𝑝′ − 𝑐0
2𝜌′), viscous forces 𝜏𝑖𝑗 , and the Kronecker delta 𝛿𝑖𝑗.  


A further simplification of the Lighthill tensor can be accomplished in case of an isotropic flow at 


low Mach numbers. In this case, viscous effects 𝜏𝑖𝑗are negligible. Also, the term (𝑝′ − 𝑐0
2𝜌′) is 


only relevant for anisotropic media and can be considered to be very small in air. Only the non-
linear convective effects 𝜌𝑢𝑖𝑢𝑗 remain as sound sources which results in 







 
𝑇𝑖𝑗 ≈ 𝜌0𝑢𝑖𝑢𝑗 (3) 


 
Since we solve directly the Lighthill’s inhomgeneous wave equation by the FE method, we 
implicitely take all acoustic source mechanism into account. To obtain a formulation suitable for 
finite element-methods, a weak formulation of Lighthill’s inhomogeneous wave equation is 
developed. For this purpose, eq. (1) is multiplied by an appropriate element shape function w, 
integrated over the computational domain Ω and Stokes’ integral theorem is applied. 
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For details concerning the FE formulation, we refer to [4]. 
 
As a second approach, we have chosen the porous Ffowcs Williams-Hawkings method, which 
is based on an integral solution of eq. (1).  
 
 


4𝜋{𝑝′𝐻(𝑓)} =
𝜕2


𝜕𝑥𝑖𝜕𝑥𝑗
∫ [


𝑇𝑖𝑗𝐻(𝑓)


𝑟|𝑀𝑟 − 1|
]


𝑅3
𝜏𝑒


d3𝜂𝑗 +
𝜕


𝜕𝑡
∫ [


[𝜌(𝑢𝑖 − 𝑣𝑖 ) + 𝜌0𝑣𝑖]𝑛𝑖


𝑟|𝑀𝑟 − 1|
]


𝜏𝑒
𝑆


d𝑆(𝜂𝑗)


+
𝜕


𝜕𝑥𝑗
∫ [


[𝜌𝑢𝑗(𝑢𝑖 − 𝑣𝑖 ) + 𝑃𝑖𝑗]𝑛𝑖


𝑟|𝑀𝑟 − 1|
]


𝜏𝑒
𝑆


d𝑆(𝜂𝑗) 


 
 
 


(6) 


 
The first term of the equation at the right hand side represents the quadrupole sources, which 
are generated by the turbulent wakes by the wind turbine. The variable 𝐻(𝑓) corresponds to the 
Heaviside function, 𝑀𝑟 equates to the radial Mach number and 𝑇𝑖𝑗 is the Lighthill tensor. The 


second term is called thickness noise and is caused by the displacement of the air by the rotor 


blades. The size 𝑢𝑖 describes the fluid velocity and 𝑣𝑖  characterizes the velocity of the surface. 


The last term is named loading noise and corresponds to the sound which is generated by the 
acceleration of the force distribution on the air around the rotor blade. This term includes the 
compressive stress tensor 𝑃𝑖𝑗. 


 
𝑃𝑖𝑗 = (𝑝 − 𝑝0)𝛿𝑖𝑗 +  𝜏𝑖𝑗 


 
For calculation of radiation into free field, the FW-H can be solved with the free-space Green’s 
function [20],  
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𝛿(𝑡 − |𝑥𝑖 − 𝑦𝑖| − 𝜏/𝑐0)
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where 𝑐0 represents the ambient speed of sound and 𝜏 is the retarded time. 
 
3.3 Aeroacoustic Simulation 
 
In order to apply SPySI for the FW-H calculation, the three velocity components, the pressure 
and the density are interpolated onto the integration surface placed around the acoustic 
sources which are generated by the wind turbine (see Fig. 4). The flow variables of interest are 
exported from the CFD calculation at every time step. In this study, the integration surface is 
placed in a distance of 0.4 m from the center. It should be positioned near as possible to the 
acoustic sources in order to prevent the influence of numerical damping. If the surface is 
located too close to the flow field, there is a risk that not only acoustical pressure fluctuations 
are included, but also hydrodynamic pressure, which is unwanted.  
 







 


 


Fig. 4: Integration surface on which the flow variables are interpolated 


 


4.0 Results and discussion 


4.1 Experimental results 
 
In order to get the value of the optimum tip-speed ratio, experimental measurements were 
performed prior to the CFD simulation. Different rotating speeds from 1500 rpm to a maximum of 
4000 rpm were adjusted at a constant wind speed of 25 m/s. The difference of the torque of the 
torque sensor and the servo motor was measured to calculate the efficiency cp of the rotor.  In 
fig. 5 the trend of the cp-λ curve is illustrated. The maximum cp has a value of 0.22 at a tip-speed 
ratio of 1.44.  


 


Fig. 5: Experimental measurement of the cp-λ- curve 


 
The sound pressure level spectrum is depicted in fig. 6. The first major peak belongs to the blade 
passing frequency of 175 Hz. Higher Harmonics can be detected up to the 13th one. Between 
these harmonics small peaks can be seen which refer to the noise of the bearings. Furthermore, 
broadband noise appears at around 2000 Hz and becomes dominant at frequencies above 3000 
Hz. The tonal peak at the frequency of 8000 Hz refers to the generator noise. 
 







 


Fig. 6: Experimental data at rotating speed of 3500 rpm and wind speed of v = 25 m/s 
(Reynolds number = 121365) 


 
4.2 Simulation results 
 
In the following, the CFD results will be presented. To illustrate the transient flow field the 
temporal development of the flow of the rotor is presented in fig. 7. Due to the rotational 
symmetry, a whole revolution can be depicted by 120°. In order to visualize the vortex structures 
of the flow, the vorticity in the stationary frame at a value of 2200 1/s is used. In this illustration, 
the wind is arriving from the left side and the rotation direction of the wind turbine is counter 
clockwise. Referring to Dixon [22] the VAWT wake is epicycloidal, if it is viewed along its axis of 
rotation. Due to the turbines movement it will cut its own wake during normal operation. That 
leads to strong blade vortex interaction. Highly turbulent structures can be seen at the blade tip 
of the turbine. The tip vortices move quickly inwards after being released and are intersected by 
downwind blade pass. Furthermore, a large vortex structure is separating from the trailing edge, 
which has an impact of the following blade. 
In this simulation the shaft itself is a source of vortex generation and separation.  
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Fig. 7: Temporal development of the vorticity in stationary frame at 2200 1/s 


 
Beside the CFD results, the acoustic results will be presented in the following. This includes the 
localization of the acoustic source terms on the one hand and the validation of the computed 
sound radiation by applying the FW-H code with measurements on the other hand.  
 
 According to Pearson [23] the different noise mechanisms on his model VAWT was Dynamic 
Stall Noise, Laminar Boundary Layer Tonal Noise, Trailing Edge Noise [21] and Blade-Wake 
Interaction Noise.  
 
If one consider the acoustic source terms in fig. 8, which are calculated by the FE-Simulation, 
large acoustic sources can be detected on both ends of the airfoil, which are moving instream 
and will be intersected by the strut and the blade of the downstream airfoil. 
Furthermore, the vortex separation at the trailing edge will also have an impact on the overall 
acoustic. In general, there is a high interaction between the different vortices and the blades.   
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Fig. 8: Temporal development of the acoustic source terms calculated by the theory of Lighthill 


 
Figures 9 shows the comparison between the measurement and the FW-H simulation. The 
acoustic pressure of the straightbladed H-Darrieus turbine are computed with the in-house code 
SPySI. To calculate the sound pressure spectrum of the simulation and measurment, a Fast 
Fourier Transformation is done of the simulated time with the length of 0.41 s, which corresponds 
to 24 rotations of the wind turbine. A rectangular window with an overlap of 50 percent was used 
for the FFT. The sound pressure spectrum of simulation and measurement indicates well to very 
good agreement dependent on the frequency.  The height of the amplitude of the BPF at 175 Hz 
will be captured very well. 10 higher harmonics of the BPF can be resolved by the simulation. In 
the region of 1000 Hz, the FW-H inhouse-code underestimate the noise level of the measurement 
by a small margin. At a frequency of 2000 Hz random noise is dominating in the simulation. This 
is caused by the URANS-Turbulence model, which can only resolve the larger vortices. The 
smaller vortices, which are responsible for noise generation in the high frequency range could 
not be resolved. In order to resolve the broadband noise accurately   


 


Fig. 9: Sound pressure level spectra of FW-H Simulation (red) and the exerpimental 
measurement (black) 


 







5.0 Conclusion 
CFD and CAA simulations were performed of the straightbladed Darrieus turbine. In this study, 
a URANS simulation was performed in order to compute the flow field. Calculating the sound 
propagation of the turbine, a FW-H inhouse-code was used. The acoustic computation indicates 
in case of the tonal components very good agreement. In case of the broadband noise at higher 
frequencies, the simulation underestimates the noise level, because of the chosen turbulence 
model URANS. In order to get a better agreement in this frequency range, a Scale Adaptive 
Simulation or Large Eddy Simulations has to be performed in future. The acoustic source terms, 
which are calculated by the theory of Lighthill give an impression about the production of the 
sound at this operating point. In further investigations frequency filtering of the acoustic source 
terms should be applied in order to investigate the contribution of the different noise mechanisms 
to the overall sound emission.   
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Summary 


 The wind turbine or wind farm Amplitude Modulation (AM) noise is known to be caused 
by rotating Airfoil/blade broadband noise particularly trailing edge scattering noise and Doppler 
Effect from blade motion relative to observer [Ref: 2-8], it is also recognized as “Swish” sound.   
However, envelop of the sound wave appeared to be blade passing frequency; therefore it 
gives people impression that it is “Low Frequency” with blade passing frequency noise.  The 
AM noise has been complained to be the most annoying to residents near wind farm, thus it 
has been an important topic in this conference previously.  To address this issue, IEEE has 
started a standard development project P2400 in Oct. 2013, with the mission as below: 


This standard establishes standard measurement techniques and methods of 


analysis to quantify wind turbine and wind farm aero acoustic noise. It can be used 
to understand wind turbine aero acoustic noise so called low frequency and 


amplitude modulation noise and potential impacts on surrounding communities. 
This document provides the standard measurement techniques for wind turbine 


aero acoustic noise including instrumentation selection, measurement setup, 


matrix, post-data processing and data analysis. 


In this paper, we as the main contributor will report the overview and progress on the standard 
development, focused on the scope, definition, methodology and work plan, and reveal the 
post-data processing software design, data analysis using high pass filter and dBC computation 
through Matlab functions, as well as theoretical comparison study.  We will discuss the some of 
the key parameters that may affects wind turbine AM noise measurements and issues we have 
to overcome. 
 


IEEE P2400 vs IEC 61400-11 and Work Plan 


 When a wind turbine or wind farm is installed near a populated residential community, its 
noise impact on the community, especially at night, is a great concern and can be a major 
market entry factor. International Electro-technical Commission (IEC) 61400-11 specifies the 
acoustic noise measurement standards, which the turbine noise is quantified as a sound power 
level. Although the IEC noise measurement standards works well to measure overall noise 
level in sound power level, it did not address the uniqueness of wind turbine aero acoustic 
noise so called Swishing sound, which is shown as Amplitude Modulation (AM) noise signal in 
time domain as its main characteristics.  The envelop of AM noise has been found to be blade 
passing frequency, so it gives people impression of “Low Frequency” noise or perceived as 
“Low Frequency” noise, and was recognized the most annoying to people.  Lundmark 
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published a new method [Ref 2] to measure and analyze the AM noise, which is the main 
reference for this standard.  The objective of the project effort is intended to develop a more 
effective standardized measurement and analysis method as shown in Figure 4 that can 
capture the uniqueness of this AM noise then followed with modeling methodology of the noise 
as shown Figure 5, more detail can be found from [Ref1].  The initial definition of AM noise level 
is given below.    


Wind Turbine Noise Amplitude Modulation Level: The absolute value of the blade passage 


frequency spectral level of the Fast (125 ms exponential average) Level (dB re 20 Pa) of the 
A-weighted or C-weighted with 150-250 Hz high-pass filtered sound pressure.  The symbol is 
MWF (dB) where W is the weighting (A or C) and F is the high-pass corner frequency. 


MWF quantifies the blade passage rate fluctuations in audible wind turbine noise that is often 
referred to as “Swish” sound, which has been identified as a major contributor to wind turbine 
noise annoyance. 


To further illustrate the difference between the new standard IEEE P2400 vs IEC 61400-
11, Figure 1 below shows the diagram of sound source assumption are fundamentally different 
while theoretical modeling study followed the procedure description in Figure 5 shows due to 
different source assumption that even the same source power based on IEC 614100-11 
definition (LWA), the rotating source assumption from IEEE P2400 generate AM noise while 
IEC 61400-11 source assumption does not generate AM noise in the far-field.  Table 1 below 
shows the comparison highlights of difference between the two standards, where the rotating 
compact source as moving source is the fundamental difference of IEEE P2400 vs IEC 61400-
11, because of it, it has to treat the wind turbine aero acoustic in time domain.  Also due to wind 
turbine aero acoustics has stronger noise directivity in the front of turbine [Ref 5, 6], so that the 
microphone is placed in front of testing turbine for the new standard. 


 
Figure 1, IEEE P2400 vs IEC 61400-11 noise source assumptions and modelling analysis 


result comparisons  
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Table 1, IEEE P2400 and IEC 61400-11 Comparison Highlights, () indicates it’s optional  


 
 Table 2 below has laid out the key tasks and milestones for the project; it has been 
progressing well with all the supports from sponsors and anticipators.     


 
Table 2, IEEE P2400 Work Plan and Key Milestones  


 
 


Measurement and Analysis Method 


 With extensive wind turbine rotor aero acoustic noise research from Ref 1 to 9, we had 
developed the good understanding on wind turbine aero acoustic noise, AM noise and rotor 
infrasound noise.  In Ref 1 and 2, Lundmark and Xue have defined a way to measure and 
quantify AM noise as shown in Figure 2.  It is important to know although the AM noise shall be 
measured +45 or -45 degree in the front of testing wind turbine, however, the microphone 
positions with 30 degree increment around testing wind turbine is recommended as optional 
measurement.  
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Wind Turbine Amplitude Modulation Noise Measurement and Data Analysis Method  
Step 1: to mic acoustic pressure in front of test turbine [Ref 1]. 
Step 2: to run the acoustic signal through background noise suppression filter, currently use 
high pass filter with cutoff frequency ~200Hz to capture AM noise. 
Step 3: to run dBC calculation to obtain instantaneous sound pressure level dBC. 
Step 4: to run Lundmark method [Ref 2] of FFT  
Step 5:  Peak detection at blade passing frequency to get AM noise amplitude level Mwf 
 


 
Figure 2, Wind Turbine AM noise measurement and data analysis diagram  


 
While the new standard method is focused on measurement, but it important to 


understand the modelling method that associated with wind turbine aero acoustic noise is 
established in Ref 1 and more complete theoretical details can be found in Ref 9.  It is 
understood that wind turbine aero acoustic sources have strong coupling with wind turbine 
aerodynamics and blade dynamics including elastic effects. Thus the following integrated rotor 
modelling approach should be utilized and validated with various fidelity models [Ref 1]. The 
Figure 2 shows the frame work and process where it is shown that airfoil noise should be 
validated by wind tunnel test inside anechoic chamber, and wind turbine rotor aero acoustic can 
be validated with field test.  
 
Wind Turbine Aeroacoustics Prediction Method 


Step 1: to run BEM-Panel (such as FAST, CHARM or GH Bladed) to get section blade 
inflow, run CFD to get pressure on airfoil/blade surface. 
Step 2: to generate inputs to Flows Williams Hawking (FWH) solution method, the details of 
methodology and implementation can be found in Ref 9. 
Step 3: to run FWH solution to get acoustic wave at defined far–field observer locations 
Step 4: to run Lundmark method [Ref 2] of FFT  
Step 5:  Peak detection at blade passing frequency to get AM noise amplitude level Mwf 
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Figure 3, Wind Turbine aero acoustics Prediction Method and Process 


 
Field Test Near-Field Measurement and Analysis Demonstration  


 To verify and demonstrate the measurement and analysis method stated above, we 
conducted a near field measurement as shown below left in Figure 4 at Jiao Nan wind farm.   
 The figure on right in Figure 4 [Ref11] show the microphone raw data in time history in 
30 seconds with wind turbine in operation and non operation, then use P2400 post data 
processor to compute the AM noise level, which show when WT in operation, the AM noise 
level Mc200 is about 2dB while WT in non-operation mode, the AM noise level Mc200 is about 
0.5dB, mostly caused by background noise. 


 
 


Figure 4, P2400 AM noise near field measurement demonstration 
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Further measurement and data collection with different wind speeds for AM noise level 
are shown below in Figure 5 [Ref 11], while the background noise AM level were measured 


during WT in non-operation mode are shown in the same Figure for comparison.   The 
scattering in the data may be are caused by incoming wind turbulence, gust, wind shear and 


background noise.  


 
Figure 5, Wind Turbine AM noise measurement and data analysis results 


 
  


Field Test Far-Field Measurement and Analysis Demonstration  


 To verify and demonstrate the measurement and analysis method stated above, Figure 
6 shows a far-field measurement setup illustration.  Figure 7 shows a far-field AM noise 
measurement at about 1250 meter away from a wind farm, more details can found from Ref 2.  


 
Figure 6, Far-field wind farm noise measurement setup [Ref 10] 
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Figure 7, P2400 AM noise far field measurement demonstration [Ref 2]  


 
Although the wind turbine and wind farm AM noise is the focus of IEEE P2400 standard 


development, it should be noted that the wind turbine rotor induced low frequency including 
infrasound noise measurement guideline is provided as an optional measurement in the 
standard.  Figure 8 below shows the wind turbine infrasound measurement setup, the more 
details can be found from Ref 4 from Dr. Walker.  


 
Figure 8, Low frequency Infrasound noise measurement demonstration [Ref 4] 
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Conclusions 


An overview of new wind turbine aero noise standard measurement IEEE P2400 is 
presented with focus on wind turbine amplitude modulation noise.  The key differences 
between the new standard IEEE P2400 vs. existing standard IEC 61400-11 is presented in 
detail, where the rotating compact source as moving source is the fundamental difference 
between IEEE P2400 vs. IEC 61400-11, because of it, it has to treat the aero noise in time 
domain.  Also due to wind turbine aero acoustics has stronger noise directivity in the front of 
turbine, so that the microphone is placed in front of testing turbine for the new standard.  The 
overview of new standard measurement and analysis with AM noise level definition were given 
in this paper with preliminary field test as demonstration.  From the field test results, it seems 
the current method uses high pass filter followed with instantaneous dBC computation has been 
shown good results in capturing wind turbine amplitude modulation noise; however, still have 
room to improve to  suppress the background, so it will have less requirement on background 
noise requirements.  It is found that wind turbine aero acoustics AM noise has strong coupling 
with in coming unsteady wind with atmospheric turbulence.  The new standard method is 
intended to establish the standard measurement method with quantified wind turbine AM noise 
level for the industry, followed with government proper regulation for better control of wind 
turbine AM noise.  Further improvement study will be focused on microphone locations, 
background noise suppression filter and how to quantify AM noise time history as better way to 
quantify its impact on annoyance to people nearby wind farm. 
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Summary  


Characteristics of discrete tone noise and flow structures are experimentally 
investigated for flows around NACA0018 airfoils with flatback trailing edges. The 
velocity fields around the airfoils are measured by particle image velocimetry to 
understand the relation between the tone noise and the flatback structure. 
Experimental results indicate that a flatback airfoil with a rounded corner shows 
comparatively lower peak value of the sound pressure level at small angles of attack.  
It is found that the velocity fluctuations in the normal component highly correlate with 
the sound pressure level of the discrete tone noise.  


1. Introduction  


Noise reduction for small wind turbines is an important topic to minimize a negative 
influence on people near the wind turbines. One of main causes of the wind turbine 
noise is discrete tone noise, which is generated from the trailing edge of an airfoil 
inclined with a small angle of attack to free stream (Arbey and Bataille, 1983; Akishita, 
1986; Lee and Lee, 2014). The theory of the trailing edge noise is summarized by 
Howe (1978). The discrete tone noise is understood as an acoustic field with the self-
exited feedback loop between the boundary layer and the wake of the airfoil (Nakano 
et al., 2007).  


In former studies, velocity measurements by particle image velocimetry (PIV) 
have been carried out for the flow fields around an airfoil to investigate flow 
structures (Shih et al., 1995; Nakano et al, 2007). According to the experiments, the 
vortex shedding in the wake and the structure of the boundary layer are highly 
correlated with the noise emission and noise source distribution (Nakano et al, 2006).  


Flow control of the vortex shedding in the wake is effective in order to reduce the 
discrete tone noise. Several researchers have investigated the flow control 
techniques such as the active control using a synthetic jet (You and Moin, 2008), the 
passive controls using an additional rod (Takagi et al., 2006; Greschner et al., 2008), 
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and a porous material (Hamakawa et al., 2013). Another available technique to 
control the wake flow is trailing edge modification of the airfoil, which is a passive 
flow control without additional actuators. In former researches, flow structures behind 
flatback airfoils with two-dimensional or three-dimensional patterns have been 
investigated mainly from the viewpoint of the improvement of aerodynamic 
characteristics and the mechanical strength of the airfoil (Deshpande and 
Sharma ,2012; Krentel and Nitsche, 2013). However, fewer studies have been 
reported on the relation between the flatback shape and the tone noise (El-Gammal 
and Hangan, 2008; Kim et al., 2014).   
    In this paper, the effect of the trailing edge modification is experimentally 
investigated for noise reduction of NACA0018 airfoil. The characteristics of the 
aerodynamic sound noise and velocity fields are measured at various angles of 
attack.  


2. Experimental Methods 


2.1 Experimental setup and airfoil shapes  


Figure 1 shows an experimental setup for sound pressure and velocity field 
measurements. The both measurements were carried out in a wind tunnel, which has 
a closed test section with a cross-section of 190 mm × 190 mm. The test section is 
placed in an anechoic chamber. Figure 2(a) shows the cross-sectional shape of the 
NACA0018 airfoil, which has the chord length of C = 80 mm and the spanwise length 
of 190 mm. The two-dimensional model of the NACA0018 was used in this study as 
a basic airfoil to investigate the effect of trailing edge modifications. The airfoils are 
made of resins and are manufactured by 3d printing.  The angles of attack for the 
airfoil were changed from α = 0° to α = 12° by rotating the airfoil. Figure 2(b) shows 
the cross-sectional shapes of the airfoils with trailing edge modifications. The airfoils 
of FB-5 and FB-10 have flatback trailing edges and have chord lengths, respectively, 
5 mm and 10 mm shortened from that of the NACA0018 airfoil. The airfoil of FB-
10RD has a rounded corner at the downside edge of the FB-10 airfoil. Therefore, the 
only FB-10RD airfoil is an asymmetric shape. Mean velocity of the present 
experiment was set at U0 = 30 m/s, which corresponds to Reynolds number Re (= 
UC/ν, ν is kinetic viscosity) = 1.6 × 105 based on the chord length of the basic 
NACA0018 airfoil. The free-stream turbulence intensity is about 0.8%, which is 
measured with a hot-wire anemometer.  
 


 
Fig. 1 Experimental setup 







 


 
(a) NACA0018 


 


 
(b) Trailing edge modifications  


Fig. 2 Cross-sectional shapes of test airfoils 
 


2.2 Measurement of Sound Pressure Level  


Sound pressure levels radiated from the airfoil models were measured by a 
microphone, which has a diameter of 12.7 mm. The microphone was located above 
the airfoil with a distance of 130 mm as shown in Fig. 1. The top and bottom walls of 
the wind tunnel are urethane foam to avoid wind noise, the others are acrylic resin. 
The sound pressure levels were measured with A-weighting response of the 
microphone in a range of 20 Hz to 8 kHz, and the sound spectra were measured with 
a flat frequency response. The output signal of the microphone was recorded with an 
AD converter. The sampling rate was 10 kHz and the sampling time for statistical 
evaluation was 10 s. Then the sound spectra were evaluated by FFT analysis of the 
recorded data.  


2.3 Particle Image Velocimetry  


In order to elucidate the relation between the sound pressure level and the flow 
structure, velocity field measurement was carried out by using particle image 
velocimetry (PIV). The experimental setup for the PIV is shown in Fig. 1. The PIV 
system used in this study consists of a CCD camera (1280 × 1024, 12 bits) with a 
flame straddling function, a Nd:YAG laser (100 mJ/pulse), and a pulse generator. 
The visualizations of the flow fields behind the airfoils were carried out by using oil 
smoke, which was supplied from a smoke generator. The particle size of the smoke 
is about 1 μm in diameter. Target areas of the CCD camera was a wake flow region 
(60 mm × 50 mm) behind the airfoils. PIV analysis was carried out by using a direct 
cross-correlation algorithm with a sub-pixel interpolation with Gaussian-peak-fitting 
technique. The maximum pixel displacement of particles was approximately 5 pixels. 
Therefore, the uncertainty of velocity measurement is estimated as 3%. The 
sampling rate of the velocity measurement was 4 Hz. The statistical values of the 
velocity fields were evaluated from 500 instantaneous velocity fields.  







3. Results and Discussion 


3.1 Sound Pressure Level  


Figure 3 shows sound pressure levels of a basic NACA0018 airfoil and airfoils with 
trailing edge modifications. The sound pressure levels were measured at various 
angles of attack. The sound pressure level of the NACA0018 airfoil increases at 
small angles of attack α = 3, 6°, which is due to the generation of the discrete tone 
noise. Then the sound pressure level decreases at further large angles of attack. 
These changes for the angles of attack agree well with those of the former research 
(Nakano et al., 2006). The airfoils of the flatback modification (FB-5 and FB-10) show 
the peak sound pressure level at different angles of attack from that of NACA0018. 
The maximum sound pressure levels of FB-5 and FB-10 are the same level as 
NACA0018 and appear at α = 3° and α = 0°, respectively. Although the FB-10 airfoil 
shows the high sound pressure level at α = 0°, the sound pressure level at α = 6° is 
reduced to the same level as the NACA0018 at α = 0°. The flatback airfoil with a 
rounded corner (FB-10RD) shows a different behaviour of the sound pressure level 
for the change of the angles of attack. The sound pressure level of FB-10RD at α = 
0° is drastically reduced from the flatback airfoil (FB-10), although it is slightly higher 
than the basic airfoil. The asymmetric airfoil (FB-10RD) keeps low noise emission 
with increasing angles of attack up to α = 6°. Then the sound pressure level 
decreases to the same level as the other airfoils.  


3.2 Sound Spectrum  


Sound spectra of tonal noise for test airfoils were measured for angles of attack α = 
0° – 6°. Figure 4(a) shows the sound spectra for the basic airfoil (NACA0018). The 
sound spectrum at α = 0° has no peak frequency of a noticeable level. Discrete tone 
noise having a peak frequency of 2 kHz appears with increasing angles of attack. 
These characteristics of NACA0018 agree well with experimental results in literature 
(Nakano et al., 2006). The sound spectra for the flatback airfoil (FB-5) are shown in 
Fig. 4(b). The sound spectrum at α = 0° is similar to that of NACA0018. The strong 
discrete tone noise appears at α = 3°, having the peak frequency of 2 kHz. At higher 
angle of attack α = 6°, the peak frequency shifts slightly low frequency side. Figure 
4(c) shows the sound spectra for another flatback airfoil (FB-10). The discrete tone  
 


  
Fig. 3 Sound pressure levels versus angles of attack α  


 







 


  
(a) NACA0018                                                  (b) FB-5  


 


  
(c) FB-10                                                  (d) FB-10RD 


Fig. 4 Sound spectrum of tested airfoils  
 
noise is observed at α = 0°, having a peak frequency of 1.2 kHz. The second peak is 
also observed in the spectrum at the double frequency. Although the discrete tone 
noise remains with increasing angles of attack, the sound pressure level in higher 
frequency region decreases. Figure 4(d) shows the sound pressure level for the 
flatback airfoil with the rounded corner (FB-10RD). The sound spectra have a peak of 
the tone noise at similar frequency of 1 kHz as the FB-10 airfoil, although the peak 
levels are reduced. The second peak frequency shits to higher frequency region 
around 3 kHz.   


3.3 Velocity Field 


In order to examine the difference in flow structures around airfoils, particle image 
velocimetry was carried out. Figure 5 shows instantaneous velocity vectors and 
vorticity contours around the z-axis near the trailing edge of the airfoil at α = 0°. The 


vorticity is defined by                and is normalized by the chord length C 
and averaged inlet velocity U0. The instantaneous velocity fields show weak wavy 
structures downstream of NACA0018 (a) and FB-5 (b), which have low emission of 
the tone noise in Fig. 3. The positive and negative vorticities are generated from the 
pressure surface and the suction one, respectively. The vorticity contour of FB-10 (c) 
shows a strongly wavy structure in which the positive and negative vorticities are 
alternatively located behind the airfoil. This indicates the vortex generation from the 
trailing edge, which results in the discrete tone noise emission. In the result of FB-
10RD (d), the wavy structure of the vorticity becomes smaller than that of the flatback 
airfoil FB-10.  







 


 
NACA0018                   FB-5                        FB-10                   FB-10RD  


Fig. 5 Instantaneous velocity fields behind airfoils (α = 0°)  
 


 


 


 
NACA0018                 FB-5                      FB-10                  FB-10RD  


Fig. 6 Statistical velocity fields behind airfoils (α = 0°): (a) streamwise mean velocity, 
(b) streamwise velocity fluctuation, (c) normal velocity fluctuation  
 


Figure 6 shows statistical velocity fields at α = 0°for test airfoils: NACA0018, FB-5, 
FB-10, and FB-10RD. Figure 6(a) illustrates the streamwise mean velocity contours 
around trailing edge. The NACA0018 and FB-5 airfoils show narrow wake flow 
behind the airfoils. In the result of the FB-10 airfoil, a stagnant flow region is seen 
behind the flatback surface. Moreover, the wake flow of the FB-10 becomes wider 
than that of the former airfoils. The FB-10RD airfoil shows the narrow wake flow, 
though the stagnant flow region occurred behind the airfoil.   


Figures 6(b) and 6(c) show the streamwise and normal velocity fluctuation 
contours, respectively. The velocity fluctuations of NACA0018 and FB-5 show low 
turbulence level in the wake flow. The FB-10 airfoil shows the high turbulence level in  







 


 


 


 
NACA0018           FB-5 (α = 3°)              FB-10                   FB-10RD  


Fig. 7 Statistical velocity fields behind airfoils (α = 6°): (a) streamwise mean velocity, 
(b) streamwise velocity fluctuation, (c) normal velocity fluctuation  
 
the streamwise and normal velocity fluctuations. Therefore, the FB-10 airfoil has the 
large noise emission at α = 0°. The FB-10RD airfoil shows wide wake region, while 
the peak fluctuation in the normal component is reduced by comparing to the FB-10 
airfoil.  


Figure 7 shows the statistical velocity fields at α = 6° for test airfoils. Note that the 
results for the FB-5 airfoil are those at α = 3°, because the FB-5 airfoil has the 
maximum sound pressure level at the angle. Figure 7(a) compares streamwise mean 
velocity contours around the trailing edge. It is seen that wake region on the suction 
surface side becomes wider than that on the pressure surface side in the results of 
NACA0018 and FB-5. This implies deceleration of flow on the suction side due to 
turbulence production. In the result of FB-10, the wake flow shows sharp distributions 
similar to the former airfoils. The mean velocity field of FB-10RD is similar to that of 
FB-10.  


Figures 7(b) and 7(c) show the streamwise and normal velocity fluctuation 
contours, respectively. In the results of NACA0018, the turbulent region on the 
suction side grows wider than that on the pressure side, while the strong velocity 
fluctuation occurs in the normal velocity component on the pressure side. The FB-5 
airfoil shows the same pattern as the NACA0018 at the increased angle of attack. In 
the result of FB-10, the high velocity fluctuation is generated in the normal 
component, though the position is away from the flatback surface. The spread of the 
wake region with high velocity fluctuations is constricted in comparison with that at α 







= 0°. The FB-10RD airfoil also shows the low turbulence level in the normal velocity 
component. Moreover, the velocity fluctuation near the rounded corner decreases 
appreciably. This implies the flow separation on the pressure side is changed for the 
FB-10RD airfoil, which relates to the vortex shedding and the tone noise emission. 


Conclusions 


In this study, the effect of the trailing edge modification was experimentally 
investigated for the discrete tone noise emission of the NACA0018 airfoil. The sound 
pressure levels radiated from a basic airfoil and airfoils with flatback trailing edge with 
and without rounded corner were measured by a microphone at several angles of 
attack. Flow structures around the trailing edge of the airfoils were measured by PIV. 
As the results, the flatback airfoil with a rounded corner showed comparatively lower 
peak value of the sound pressure level at angles of attack between 0° to 12°. The 
velocity fluctuations in the normal component were highly correlated with the sound 
pressure level of the discrete tone noise.  
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Summary 
Amplitude modulation sound, so called swish sound, is generally contained in wind turbine 
noise and it can increase psycho-acoustical annoyance in the areas around wind farms. 
Therefore, the methods to assess the characteristics of this kind of sound should be 
investigated in both viewpoints, physically and psycho-acoustically. Regarding the latter 
problem, the authors performed auditory experiments by using a test facility capable of 
reproducing low frequency sounds including infrasound. As the first experiment, the fluctuation 
sensation caused by amplitude modulation sounds was examined by using actual wind turbine 
noises recorded on sites, in which the frequency components were limited in steps by low-pass 
filtering processing. As a result, it has been found that the fluctuation sensation is apt to be 
caused by the fluctuation of the frequency components higher than about 100 Hz. As the 
second experiment, the noisiness sensation due to amplitude modulation sounds were 
examined by using artificially synthesized sounds by changing their modulation depth in eight 
steps. As a result, a tendency has been seen that noisiness increases with the increase of AM 
depth even if the time-averaged sound pressure level is the same. 


1. Introduction 


Regarding wind turbine noise (WTN) problem, a research project entitled “Research on the 
evaluation of human impact of low frequency noise from wind turbine generators” has been 
conducted over the three years from fiscal year 2010, funded by a grant from the Ministry of the 
Environment, Japan. In this research project, nationwide field measurement [1,2], social survey 
[3], and auditory experiments [4-7] were performed. As an experiment regarding the third topic, 
the authors have investigated the effect of amplitude modulation (AM) sound and reported the 
experimental results at inter-noise 2013 [5]. This experiment has been continued by increasing 
the number of the test subjects to improve the experimental reliability and the results are shown 
in this paper. 







The experiment consisted of two subjects: one was to examine the frequency components in 
WTN causing fluctuation sensation including the audibility of low frequency components 
(Experiment-1), and the other was to investigate the effect of AM sounds on noisiness 
sensation (Experiment-2). In Experiment-1, actual WTNs recorded in the field measurements 
was used and in Experiment-2 an artificially synthesized noise modelling general WTNs 
with/without AM components were used. 


2. Experimental system 
In this study, the same experimental facility as used in the former auditory experiments on low 
frequency noise [4-7] was used again (see Fig. 1 and Picture 1). The facility was constructed in 
the Institute of Industrial Science, The University of Tokyo. To produce low frequency sounds, 
sixteen woofers with a diameter of 40 cm (FOSTEX, FW405N, lowest resonance frequency: 27 
Hz) were installed on the partition wall between a reverberation room and an anechoic room. 
For the production of mid/high frequency components up to 8 kHz, a wide-range loudspeaker 
was set at the centre point of the 16 woofers. The cross-over frequency between the two 
systems was set at 224 Hz. The listening position was set at a point of 3.5 m from the centre 
position of the loudspeakers. To correct the frequency characteristic of the total system, the 
digital inverse-filtering technique was applied. 


3.EXPERIMENT-1 
To examine the fluctuation sensation caused by AM sounds contained in WTNs, auditory 
experiment was performed by using actual WTNs recorded on sites. 


3.1 Experimental conditions 
As the test sounds in this experiment, actual WTNs recorded in four immission areas around 
wind farms in Japan were edited to have a duration time of 15 s (No.1, 2, 3 and 4 in Table 1). In 
addition, a WTN recorded at a point close to a wind turbine was also included for reference 
(No.5 in Table 1). The A-weighted time-averaged sound pressure levels (SPLs) for the duration 
time (LAeq,15s) of the sounds were from 35.4 dB to 59.5dB. Figure 2 shows the time-traces of the 
A-weighted SPL by FAST dynamic characteristics (LA,F) of the sounds. The strength of AM of 
these WTNs were 3.5 dB to 5.2 dB in terms of the Amplitude Modulation Depth DAM [2] (see 
Appendix). To avoid click sounds, the signals were gradually risen/fallen with a time of 0.5 s, 
respectively. Figure 3 shows 1/3-octave-band spectra of the test sounds, which were measured 


Picture 1  Loudspeaker system and 
the listener’s position in the receiving 
room. 
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Figure 1  Experimental system. 







in the absence of the listener at the listening position where the centre of the listener’s head 
would be. To investigate the frequency components causing “fluctuation sensation”, the 
frequency component was limited in steps by using 8thButterworth low-pass-filter for all of the 
test sounds. The cut-off frequencies were set at the 1/1 octave series from 1 kHz to 250 Hz and 
the 1/3 octave series from 125 Hz to 20 Hz, inclusive (12 in total). As an example, Figure 4 
shows the original test sound No.1 and its variations made in such a way mentioned above.  
 


No. 
Distance from the 


nearest wind turbine
LAeq,15s [dB] DAM,15s [dB] 


1 252 m 46.4 4.0 


2 416 m 41.3 4.2 


3 561 m 41.9 3.5 


4 908 m 35.4 5.2 


5 36 m 59.5 3.5 


 


 


Figure 2  The time pattern of the test signals. 
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Table 1  Test sounds used in this study. 







3.2 Experimental procedure 
In advance of the auditory experiment, video recording of a rotating wind turbine was presented 
to each subject and he/she was informed that periodically fluctuating sounds could be heard 
around a wind turbine due to the rotation of the blades. In the experiment, the subject sat 
straight on a chair to keep his/her head near the headrest in the test room (see Picture 1). 
Firstly, the subject was asked to judge the “audibility/sensitivity” of the test sound. In case 
where the subject judged the test sound “audible/sensible”, he/she was also asked to answer 
the extent of the “fluctuation sensation” in three-step category as shown in Table 2. The total 
time needed to complete the test on 65 test sounds (the test sounds No.1 to No.5; 12 modified 
sounds processed by the low-pass-filtering and original sound) was about 30 minutes including 
rest times in between. In this experiment, 17 subjects from 21 year-old to 26 year-old (13 males 
and 4 females) with normal hearing abilities participated. This experiment was performed 
according to the ethical code of The Kobayasi Institute of Physical Research. 


3.3 Experimental results 
As for the “audibility/sensitivity”, the ratio of the positive response was examined for each test 
sound. In the result shown in Figure 5, it is seen that the sounds of which cut-off frequency was 
higher than 80 Hz were 100% judged to be “audible/sensible”, whereas the positive response 
decreased as the cut-off frequency became lower. A tendency is also seen that the positive 
response increases as the level of the test sound becomes higher. To see the result for test  


Figure 3  Sound pressure levels in 1/3 octave bands of the test  


Figure 4  Sound pressure levels in 1/3 octave bands of the original test sound No.1 and 
its variations made by low-pass filtering. 
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sound No.1 which was the highest level among the test sounds recorded in immission area, the 
positive response was 0 % under the condition of cut-off frequency of 25 Hz or lower. As for the 
test sound No.5 recorded at a point close to a wind turbine, the positive response was 0 % 
under the condition of cut-off frequency of 20 Hz. 


Figure 6  The ratio of the positive response for “fluctuation sensation” for each test sound.


Figure 5  The ratio of the positive response of “audible/sensible” for each test sound.


Table 2  3-step category. 
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To investigate the extent of the “periodical fluctuation sensation”, the ratio of the experimental 
results of “periodically fluctuating” (categories 1 and 2 in the 3-step category shown in Table 2) 
was examined for each test sound. In the result shown in Fig. 6, it is seen that the sounds with 
cut-off frequency higher than 500 Hz were 100% judged to be “periodically fluctuating”, 
whereas the ratio of the sensation decreased as the cut-off frequency became lower. For the 
test sounds recorded in immission areas, the ratio of judgment of “periodically fluctuating” was 
0% under the conditions of cut-off frequency of 50 Hz or lower and the fluctuation sensation is 
apt to cause at frequencies higher than about 100 Hz. Even in the case of the test sound No.5 
recorded close to a wind turbine, the ratio of judgment was 0% under the conditions of cut-off 
frequency of 31.5 Hz or lower and the fluctuation sensation is apt to cause at frequencies 
higher than about 63 Hz. 


4. EXPERIMENT-2 
To examine the effect of AM sound in WTN on “noisiness” sensation, another experiment was 
performed using an artificially synthesized sound by changing its modulation depth. 


4.1 Experimental conditions 
To investigate the relationship between noisiness and the strength of AM, noisiness matching 
test was performed. As the test sounds, an artificially synthesized sound modelling the 
frequency characteristics of general WTNs (-4 dB/octave in band spectrum) was edited to have 
a duration time of 10 s. As for the standard stimulus (Ss), the model noise was set at 2-step; 35 
and 45 dB in A-weighted time-averaged SPL (LAeq,10s). As for the comparison stimulus (Sc), the 
model noise was modified so that its AM index (L:See Fig. 7) varied in 8-step as shown in 
Table 3, in which the AM depth (DAM) of the reproduced sounds are also shown. Figure 8 
shows the variations of the test signals with 8-step different AM index. To avoid click sounds, 
the each sound was gradually risen/fallen with a time of 0.5 s. 


4.2 Experimental procedures 
As the test procedure, the method of adjustment was applied using the experimental system 
shown in Figure 9. In each condition, the standard stimulus (Ss) was firstly presented and 
secondly the comparison stimulus (Sc) was presented. After that, the subject was asked to 
adjust the “noisiness” of Sc so as to be equal to that of Ss by using a volume controller (see 
Picture 2). For the ascending/descending series in the case of Ss was set at 45 dBA, Sc was 
firstly set at 30/60 dB, respectively. The pair of Ss and Sc was repeated until the subject 
completed the adjustment. For each experimental condition, four trials (ascending/descending/ 
ascending/descending) were performed. For each test sound, the subject was also asked to 
express orally his/her impression on Sc using arbitrary onomatopoeic words. The total time 
needed to complete the test of 16 test sounds was about 2 hours including rest times in 
between. In this experiment, the test subjects were the same participated in the former 
experiment. 
 


 


Figure 7  Definition of the AM index; L.


a
b


a = 1 + m
b = 1 - m 


a + b 


a - b
∴ m = 


∆L = 10 log10 b2


a2


= 10 log10
1 + m   2


1 - m 


10∆L / 20 - 1
∴ m = 


10∆L / 20 + 1
* m : amplitude modulation degree







 
 
 
 
 


Table 3 – Strength of AM of the comparison stimuli (Sc). 


AM index (L) [dB] DAM [dB] (Ss: 35 dB) DAM [dB] (Ss: 45 dB) 


0 0.8 0.8 


1 1.2 1.1 


2 1.7 1.7 


3 2.3 2.3 


4 3.0 3.0 


6 4.3 4.3 


8 5.5 5.6 


10 6.7 6.9 


 


Figure 8  Variations of the test signals modulated in 8 steps (L). 


Picture 2  Volume controller 
used in the matching test. 


Figure 9  Experimental system for the noisiness
matching test. 


Table 3  Strength of AM of the comparison stimuli (Sc). 
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4.3 Experimental results 
Figure 10 show the experimental results of the noisiness matching test. In each figure, X-axis 
indicates AM index (L) of Sc and Y-axis indicates the adjusted level in LAeq,10s. In both the 
figures, 0 dB on Y-axis means the LAeq,10s of SS and values of LAeq,10s of SC adjusted by the 
subjects were plotted in relatively level. The gray plots are the levels of adjusted Sc by each 
subject, the red ones are the arithmetic average of the levels of adjusted Sc by all subjects and 
the vertical bars indicate the standard deviations. In these results, it is seen that the averaged 
level of the adjusted Sc decreased as the AM index became higher. However, it is also seen 
that the standard deviation increased as the index became higher. This might mean that there 
are differences among individuals in noisiness sensation for noises with strong amplitude 
fluctuation.  
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Figure 10  Experimental results of noisiness matching test. 







From the results of expression using onomatopoeic words for each test sound, the ratio of 
“fluctuation sensation” was calculated by applying the logistic regression analysis. In the 
analysis, such onomatopoeic words as “Zah, Zah”, “Zahn, Zahn”, “Guon, Guon” were regarded 
as “fluctuating”. Figure 11 shows the relationship between AM index (L) of Sc and the ratio of 
the results judged as “fluctuating”, in which it is seen that the “fluctuating” was caused when AM 
index was higher than 1.7 dB in the case of Ss was set at 45 dBA (1.5 dB in terms of DAM) and 
1.9 dB in the case of Ss was set at 35 dBA (1.6 dB in terms of DAM), respectively. This 
tendency is consistent with reference [8]. 


 


4. CONCLUSIONS 
In this study, the effects of amplitude modulation sounds generally contained in wind turbine 
noise have been investigated in two kinds of auditory experiments. From the results of the first 
experiment performed using actual WTNs recorded at wind farm sites, it has been suggested 
that the frequency components lower than 25 Hz are not “audible/sensible” and “periodical 
fluctuation sensation” causes due to the frequency components higher than about 100 Hz for 
WTNs observed in the immission areas. 


From the results of the second experiment performed using artificially synthesized test noises 
with varying strength of AM, the tendency has been found that the noisiness increases as the 
increase of the strength of AM, whereas there aredifferences among individuals in noisiness 
sensation for noises with strong amplitude fluctuation. From the results of examination using 
onomatopoeic words,it has been observed that “fluctuation sensation” causes the AM index 
was higher than 1.7 dB (1.5 dB in terms of DAM) for WTNs of 45 dB in LAeq. 
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APPENDIX 
 
The procedure to calculate the AM depth, DAM, is as follows. 
The difference of the A-weighted sound pressure levels measured through FAST and SLOW 
dynamic characteristics of a sound level meter (LA,F(t) and LA,S(t), respectively) is calculated as 
follows: 


)()()( SA,FA,A tLtLtL    


To evaluate the magnitude of AM statistically, the AM depth is defined as the 90 % range of LA(t). 
That is, 


95,A5,AAM LLD    


where, DAM is the AM depth and LA,5 and LA,95 are the 5 % and 95 % A-weighted sound pressure 
levels [dB], respectively. 
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Summary   


Wind turbine noise is well known to have special property, easily detectable and highly 
annoyed at relatively lower sound level. Many studies attributed this to its sound characteristic, 
amplitude modulation. Also, previous studies said that knowledge of relationship between 
amplitude modulation and detection threshold can be helpful for reducing the effect of wind 
turbine noise by using auditory masking. Thus, the objective of this study is to investigate 
whether the amplitude modulation is really main cause of high detectability of wind turbine 
noise or not. Specifically, the relationship between modulation depth and detection thresholds 
is analyzed. In order to test this, an experiment was conducted using four alternative force 
choice methods. Twelve participants determined the detection thresholds of five target sounds 
in the presence of background noise (masker). The results show that detection threshold is 
decreased as modulation depth is increased. For reliability, the empirical results are compared 
with predictions from partial masking models of Glasberg and Moore’s. Modified method of 
determining detection thresholds is suggested to complement differences between empirical 
results and predictions. For effectiveness, the way of determining detection thresholds by using 
A-weighed maximum sound level is also discussed. 
 


1. Introduction 


An increased need for renewable power sources has led to an expansion of the wind power 
sector. Although emissions of greenhouse gases from wind turbines are lower than for other 
power sources, wind turbines are causing disturbances to nearby people. For instance, wind 
turbines are emitting noise and disrupting the view and therefore evoking annoyance. So, the 
needs for reducing wind turbine noise arise and many country try to reduce the wind turbine 
noise. 
As a compliment to reduction of wind turbine noise, many studies are conducted and some of 
them was about masking of wind turbine noise by wanted maskers. They explain the way how 
to mask unwanted noise and how to estimate the efficiency of masking effect. And also explain 
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the way how to implement the masking theory to experiment and the empirical result of 
masking experiment. As a result, It was showed that wind turbine noise cause high annoyance 
at relatively lower levels than other noise sources.[4] But none of them exactly reveals that 
what factors of wind turbine noise cause high annoyance at relatively lower levels and just 
assumes that one factor, amplitude modulation, may one of main factor of evoking high 
annoyance. 
So, we conduct experiment of determining detection thresholds of wind turbine noise in the 
presence of background noise to investigate if the amplitude modulation is truly the main cause 
of high detectability of wind turbine noise 
 


2. Theory                                                                            


Two partial loudness models are briefly described below.[2][3] These models incorporate the 
present knowledge on auditory masking of stationary and time-varing signals. At first, partial 
loudness model for stationary signal is described. The stationary partial loudness model 
estimates signal’s partial loudness as well as detection thresholds. To calculate the partial 
loudness, the concept of Equivalent Rectangular Bandwidth (ERB) and Excitation (E) is used 
(see [1] for details). By using these concepts, the targets partial loudness in a specific ERB, N’


T, 
in sone is shown in Eq. (1). 


 


N’
T = C{[(ET + EM)G + A]a - Aa}  


– C{[(EM(1 + K) + ETHRQ)G + A]a  


– (ETHRQG + A)a}(ETHRQ/ET)0.3                                                                                                          (1) 


 


Where C = 0.047, a =0.2 A = 4.62 are constants, G is the low level gain of the cochlear 
amplifier at a specific frequency relative to a gain at 500Hz and above and K is a frequency 
dependent parameter, ETHRQ = 2.31 is the peak excitation produced by a sinusoidal signal at 
absolute thresholds, ET and EM are the excitations from the target and the masker. The total 
loudness NT is computed by summation of N’


T over ERBs. This model defines the masked 
threshold as NT = 0.003 sone.[2]  


Second, partial loudness model for time-varing signal is described. The time-varing partial 
loudness model also estimates signal’s partial loudness and detection thresholds. The 
procedure which estimates the targets partial loudness in specific ERB in sone is identical with 
the stationary partial loudness model. But, additional procedure which include the concepts 
Instantaneous partial loudness(IPL) and short time partial loudness (STPL) is applied to the 
model (see [3] for details). This procedure uses different weighing functions which depends on 
the value of loudness.[3] 


 


3. Method 


3.1 Experimental sounds 
The experimental sounds consisted of five target sounds (three wind turbine aerodynamic 
noises and two random-phased wind turbine noise) and one background sound. The 
background sound was natural ambient sound which was from the trees (not specific species). 
Background sound was recorded from rural area where located away from the place which 
included other complex noise sources (ex. Traffic noises, etc). The sound was recorded on a 
digital analyzer B&K 2250 using omni-directional 1/2 inch free-field microphone type 4189. The 
microphone was placed 1.5 above the ground level. In order to decrease the pseudo-noise 
generated by the wind into the microphone, a 10cm diameter foam windscreen was used. To 
record sufficiently high level of sound sample, the recordings were conducted when wind speed 







exceeded 5m/s. The background noise recorded was 95.8 dB in equivalent sound level and 
60.1 dB in A-weighed equivalent sound level.  
Five target sounds were used in the experiment. Three sounds were wind turbine aerodynamic 
noises and two sounds were random-phased wind turbine noises. Three wind turbine noises 
were the signals which were estimated from one type of wind turbine at various locations.[5] As 
opposed to the background sound’s case, three sounds were generated by house codes. The 
reasons why three sound were generated by artificial ways were the followings. First, it was 
difficult to record real wind turbine noise at several locations at once. Second, it was also 
difficult to record real wind turbine noise except for other unwanted signals. When real wind 
turbine sounds were recorded, other kinds of signals were always existed. Only filtering the 
unwanted parts couldn’t make the sound naturally.  
A general 2.5 MW wind turbine was modeled numerically to generate three wind turbine noises. 
An inflow wind speed was assumed to be uniform with 10m/s, the relative humidity was set at 


60%, the air temperature was 15℃ was and the air pressure was 1standard atmospheric 


pressure. The sound level was attenuated at each frequency to account for sound absorption. 
Validation for similarity across the frequency spectrum can be confirmed from the previous 
study.[5] 
Selection criteria for the number of target sound were based on directions from the wind turbine. 
The target sounds were measured at three azimuth angle locations (0 degree, 30 degree, 60 
degree) and at 500m. From measurement, It was known that sound from 0 degree had the 
smallest modulation depth and sound from 60 degree had the biggest modulation depth. The 
playback time of the target sounds set at 5s.[4] 
The other two random-phased wind turbine noises were also artificial sounds which the 
random-phased filter was applied. After the random-phased filter was applied, another signal 
was made which didn't have AM but had equal spectral property. These two random-phased 
signal was made to compare the experiment’s results of the sound which had AM and the 
sound which didn’t have. So, three generated wind turbine noises and two artificially filtered 
noises were used in the experiment. 
 
3.2 Jury test condition 
The jury tests were conducted in an anechoic room. The anechoic room was a 3.2*3.2*2.1 m3 


large and insulated. The background noise level was about 20 dB(A) and the cut-off frequency 
was 200Hz. Twelve well trained listeners participated in the study. Most of them were the 
member of Aero-Acoustic and Noise Control laboratory, Seoul, South Korea. Their ages varied 
between 25~39 years old with an average of 29.8. One was female and eleven were men. 
 
3.3. Procedure 
A forced choice method was used to minimize effects of response bias. Auditory detection 
experiments suggest that more than two alternatives are to be preferred over two-alternative 
forced choice. So the experiment was conducted by using four alternative force choice methods 
with 1-up 1-down stepping rule. 
The participants had to determine which of four signals contained wind turbine noise (target 
sound). In one random signal the target was mixed with the masker and other three signals 
contained background sound (masker) only. The threshold gain value of signal which contained 
target sound and masker changed from trial to trial depending on the participant’s previous 
response. Each signal consisted of four intervals. The participants could listen to the target 
sound separately before and after all four signals had played. Also participants could listen to 
all four signals again if they want. The participants were guided to detect which of four signals 
contained target sound by using 1-up 1-down stepping rule. The experiment always started with 
a series of descending trials and changed to an ascending trial if the participants chose a signal 
which contained target sound and changed from an ascending to a descending trial if the 
participants chose a signal which didn’t contain target sound. The experiment was ended after 
three alterations. It was started with threshold gain of -15dB and the step size of 5dB in the first 
step of descending trials. And the step size changed to 3dB on first step of ascending trials. 
Then the step size changed to 1dB on second step of descending trials. The experiment 







continued in a similar way until the participants correctly chose the signal which contained 
target sound on ascending trials of step size 1dB. Introductions how to perform the experiment 
was displayed on the screen during the test. The experiment conducted for all target sounds.[1] 


4. Results and Discussion 


4.1 Partial loudness comparision 
The empirical results are presented as A-weighed sound levels (dB) and compared with the 
results of computed results by stationary partial loudness model and time-varing partial 
loudness model. The results of each partial loudness model were determined in the following 
way. 
The results of stationary partial loudness model were determined by the LAeq of the target 
sound which satisfied the total partial loudness N=0.003 in sone as mentioned above. However, 
the results of time-varing partial loudness model were determined by the LAeq of the target 
sound which satisfied the detectability index d’=0.84. 
 


 
Figure 1. Detection thresholds of target sounds 


 
In Fig 1, average A-weighed equivalent sound levels of target sound for detection threshold are 
presented. The error bars indicate the 95% confidence interval around the median. The 
empirical results for thresholds are compared with the prediction results of stationary partial 
loudness model and time-varing partial loudness model.  
For sound 1, the detection threshold from empirical results existed on 46.4 dB(A). Prediction of 
stationary partial loudness model was 5.4 dB lower than the average empirical threshold. The 
prediction of the time-varing partial loudness model was 9 dB lower than the average empirical 
thresholds. For other sounds, the detection thresholds from empirical results and from 
predictions summarized as Table 1. 
 


Table 1. Detection thresholds of target sounds in LAeq 


 Sound 1 Sound 2 Sound 3 Sound4 Sound5 


Experiment 46.4 43.7 43.1 51.6 53.1 


Stationary model 41.0 40.8 42.6 40.9 42.5 


Time-varing 
model 


37.4 36.2 36.1 38.1 39.1 


 
One of five predictions by the stationary partial loudness model was within the 95% confidence 
interval of empirical thresholds and none of five predictions by time-varing loudness model was 
within the 95% confidence interval of empirical thresholds. This meant that the detection 
thresholds of empirical data were not well matched to that of predictions. The reason why there 
existed large difference between them was explained through followings. 
 







 
Figure 2. Excitation parttern and specific loudness of sound 4 and background noise. 


 


 
Figure 3. Excitation pattern and specific loudness of sound 4 which had equal detection 


threshold of empirical data and background noise. 
 
To compute the detection thresholds, determining excitation patterns and specific partial 
loudness were needed as mentioned above. From both partial loudness models, sound 4’s 
excitation pattern and specific partial loudness were presented as Fig 2. And the excitation 
pattern and specific partial loudness which were modified to have equal detection threshold of 
empirical data of sound 4 were presented as Fig 3. In Fig 2, graph lines of target sound and 
background noise were not crossed at any interval. However, graph lines of target sound and 
background noise were crossed at the interval of 150~250Hz in Fig 3. Besides of sound 4, all 
other target sounds had equal spectral property. We thought that the target sounds could be 
heard only when there existed interval where graph lines of target sound and background noise 
were crossed because actual neural activity in response to a sound as a function of frequency 
was referred to as an excitation pattern. That is, if there didn’t exist any interval where graph 
lines of target sound and background noise were crossed, the target sound couldn’t be heard. 
So, we thought that the partial loudness models should be modified by considering the 
empirical results which was conducted in this paper. 
 
4.2 Detection experiment 
The results of jury test are showed in Table 2. The results are represented as averaged value 
of Leq (equivalent sound level) and LAeq (A-weighed equivalent sound level). 
From comparison of sound 1 (0 degree) & sound 4 (0 degree & random phased) pair and 
sound 3 (60 degree) & sound 5 (60 degree & random phased) pair, the wind turbine noises with 
AM have 5~10 dB lower hearing thresholds and also seem to be well detected by participants 
in comparison with the wind turbine noises without AM. Furthermore, from comparison of sound 
1 (0 degree) & 2 (30 degree) & 3 (60 degree), it is showed that sound 3 with biggest modulation 
depth have the lowest hearing threshold value. 
 


Table 2. Empirical result of detection experiments in dB 


 Sound 1 Sound 2 Sound 3 Sound4 Sound5 







Thresholds gain -25.5 -28.0 -27.5 -20.0 -17.5 


Leq 59.0 55.6 52.3 64.6 62.4 


LAeq 46.4 43.7 43.1 51.6 53.1 


 
 
In terms of wind turbine noise detection, to investigate if the amplitude modulation was truly the 
main cause of high detectability of wind turbine noise, other noise measurement unit had to be 
applied to empirical results. Because of the fact that sound pressure level of target sounds 
were changed considerably as a function of time and the general assumption that the largest 
part of target sound was the most audible part of that sound, noise measurement unit , LAmax, 
was applied to the results. LAmax was defined differently according to the value of time 
constant. Officially, three kinds of time constant existed such as 1 (s) for LASmax, 0.125 (s) for 
LAFmax, 0.035 (s) for LAImax.  
 


 
Figure 4. Plot of target sounds in LAFmax, LASmax and LAImax 


 
In Fig 4, LAFmax (the most commonly used) values of target sounds which had exactly same 
LAeq value of detection thresholds from empirical results respectively as function of time were 
presented. From the general assumption mentioned above, detection thresholds of target 
sounds could be expressed respectively as the largest value of LAFmax. Like LAFmax, the 
values of target sounds expressed as LASmax and LAImax were presented in right side of Fig 
4. From Fig 4, the detection thresholds of target sounds were determined as Table 3. 
 


Table 3. Detection thresholds from three kinds of LAmax. 


 Sound 1 Sound 2 Sound 3 Sound4 Sound5 


LAFmax 50.2 48.3 49.6 52.5 53.8 


LASmax 47.2 44.7 44.5 51.9 53.1 


LAImax 51.7 50.3 51.9 53.2 54.6 


 
 
From Table 3, difference between detection threshold of sound 1 and 4 from LAFmax was 
much smaller than that from LASmax and bigger than that from LAImax. Likewise, difference 
between detection threshold of sound 2 and 5 had similar tendency as that of sound 1 and 4. 
These results agreed with the excitation pattern of detection thresholds that target sound could 
be heard only small part of it crossed over the background noise. From the result above, it 
could be said that the difference between detection thresholds get much smaller when time 
constant for calculating LAmax became smaller. In other words, there didn’t exist enough 
difference between detection thresholds (lower than 3dB between sound pairs (sound 1&4, 
sound 2&5) when time constant was applied differently. 
 


5. Conclusion 
The present results suggest that detection threshold of target sounds are affected by amplitude 
modulation of target sounds. For reliability of our study, the results are compared with 
predictions from Glasberg and Moore’s partial loudness model. It is identified that results from 
experiment and predictions were not well matched and also was discussed for the reason why 







they were not well matched in terms of excitation patterns and partial specific loudness. 
Afterward, we show that when the empirical results are dealt with other noise measurement unit, 
LAmax, the results are presented differently. The difference between detection thresholds gets 
smaller when time constant becomes smaller. So, we suggest that LAmax with proper time 
constant should be considered when the detection threshold of target sound with amplitude 
modulation are estimated. 
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Summary   
In the present work, numerical simulations are carried out for a low noise airfoil with and 
without serrated Trailing Edge. The Ffowcs Williams-Hawkings acoustic analogy is 
implemented into the in-house incompressible flow solver EllipSys3D. The instantaneous 
hydrodynamic pressure and velocity field are obtained using Large Eddy Simulation. To 
obtain the time history data of sound pressure, the flow quantities are integrated around the 
airfoil surface through the FW-H approach. The extended length of the serration is about 
16.7% of the airfoil chord and the geometric angle of the serration is 28 degrees. The chord 
based Reynolds number is around 1.5x106. Simulations are compared with existing wind 
tunnel experiments at various angles of attack. Even though the airfoil under investigation is 
already optimized for low noise emission, numerical simulations and wind tunnel experiments 
show that the noise level is further decreased by adding the TE serration device. 


1. Introduction   
As airfoil trailing edge (TE) noise is a main component of wind turbine aerodynamic noise, 
design of low noise wind turbine is directly related to low noise airfoil design. For existing wind 
turbine blades, it is possible to further decrease noise level by adding smart devices with 
active or passive flow controls at TE. Some large noise reduction was observed from previous 
wind tunnel and field experiments. As this major noise mechanism is well-known, smart 
design at TE using active or passive flow control become nature choices to decrease the total 
dB level. Active flow control, such as wall suction [1] has shown positive effect on the TE 
noise reduction by decreasing the boundary layer thickness at TE. Other active control, such 
as flow blowing flap [2], is demonstrated that the blowing greatly weakens the vortex system 
and decease noise generation. As a feasible technique, passive flow control methods for wind 
turbine blades seem practical. For example, the passive devices at TE can be either brushes 
[3, 4] and serrations [5,6,7,8,9]. The TE brushes and serrations for wind turbine applications 
are still under investigation. Physical understanding of flow mechanisms around serrations is 
needed in order to carry out detailed design work. Based on the assumption of a flat plate, 
Howe [6] derived a noise prediction model for a saw-tooth trailing edge at zero angle of 
attack. In his model, the far-field noise spectrum is related to the aerodynamic pressure 
spectrum. However, theoretical prediction using Howe’s theory does not fit well with some of 







the airfoil noise measurements [10]. It is expected that advanced computational aero-acoustic 
methods gives more accurate prediction of noise from a serrated trailing edge. Sandberg and 
Jones [11] performed direct numerical simulation (DNS) of a NACA 0012 airfoil. As the 
Reynolds number is low, the immersed boundary technique is applied to handle the complex 
saw-tooth geometry at TE. The study of Sandberg and Jones shows that TE noise is reduced 
at higher frequencies while no significant difference is seen at low frequencies. This might be 
related with specific Reynolds number and angle of attack. In the current work, the integrated 
representation of Ffowcs Williams-Hawkings (FW-H) acoustic analogy [12] is implemented 
into the in-house flow solver EllipSys3D. Simulations with and without TE serrations are 
performed at different angles of attack.  Comparisons against measurements are performed 
for both flow and noise radiation. Results show relatively large noise reduction by introducing 
serration at airfoil trailing edge. 
 


2. Numerical approach                                                                            
In this work, the formulation 1 proposed by Farassat [13] is applied. The formulation is the 
solution of the FW-H equation with surface sources only when the surface moves at subsonic 
speed. This formulation has been successfully used for helicopter rotor and propeller noise 
predictions. At the retarded or emission time, the thickness and loading noise equations are 
written as 


ᇱ்ߨ4                                   ,ܠ) (ݐ = డడ௧  ቂ ఘబ௩(ଵିெೝ)ቃ௧ ݀ܵୀ                                                          (1) 


ᇱߨ4                     ,ܠ) (ݐ = ଵ డడ௧  ቂ  ୡ୭ୱఏ(ଵିெೝ)ቃ௧ ݀ܵ +ୀ  ቂ  ୡ୭ୱఏమ(ଵିெೝ)ቃ௧ ݀ܵୀ                                    (2) 


 
The right hand sides of Eq. (1) and (2) are the integrations of time history variables obtained 
from flow calculations. The variables include wall normal velocity vn, the Mach number of the 
source in the radiation direction Mr, the pressure on the solid wall surface p, the distance 
between source and receiver r, the angle between radiation direction and the local wall 
normal direction θ. Figure 1 shows a sketch of an airfoil where dS indicates one of the typical 
wall element that is integrated over the entire airfoil surface. It is obvious that the the angle θ 
will contribute to the noise directivity. The acoustic solver may run in parallel with flow model, 
in practice the acoustic solver starts when the flow-field is fully established. The necessary 
time history flow data are recoded in advance in order to calculate the time derivatives at 
emission time. 







 
Figure 1. Sketch of the DTU-LN118 airfoil surface. 


 
The filtered incompressible Navier-Stokes equations, momentum, turbulent stresses and eddy 
viscosity equations are applied to obtain the flow data.   
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The filtered incompressible equations are solved by the in-house EllipSys3D code [14,15]. 
The code is based on a multiblock/cell-centered finite volume discretization of the 
steady/unsteady incompressible Navier–Stokes equations in primitive variables (pressure and 
velocity). The predictor–corrector method is used. In the predictor step, the momentum 
equations are discretized using a second-order backward-differentiation scheme in time and 
second-order central differences in space, except for the convective terms that are discretized 
by the QUICK upwind scheme. The obtained Poisson pressure equation is solved by a five-
level multigrid technique. Because the EllipSys3D code is programmed using a multi-block 
topology, it can easily be parallelized using a message-passing interface. 


3.  Results and discussions 
3.1 Flow configurations  


The present numerical study is aimed at validations against previous wind tunnel 
measurements. Therefore, the airfoil geometry and flow conditions are set according to the 
experiments: 







1. Airfoil: DTU-LN118 airfoil, chord=0.6m, span=1.8m (0.6m used for noise integration), 
serration length=16.7%-chord 


2. Angles of attack: 0 degrees and 8 degrees. (geometrical angle in the wind tunnel) 


3. Wind speed=45 m/s. Sound speed=344 m/s. 


4. TE types: (a) original TE (without serration), (b) TE with serration: 16.7%-chord.  


The airfoil under investigation is the in-house designed low noise airfoil with 18% relative 
thickness. Noise signal is collected along a span of 0.6m. As depicted in Figure 1, the 
integration region is marked with red square and it is located on the airfoil suction side. 
Similar procedure is carried out during LES simulation where Eq.(2) is applied in same region 
over the suction wall surface. LES simulations were conducted at a wind speed of 45m/s and 
angles of attack of 0 and 8 degrees. Flow over airfoils with and without serration is 
considered.  


 


 


Figure 2. Test section of the Virginia Tech Stability Wind Tunnel.  


 


As shown in Figure 3, a structured C-mesh is generated for turbulent flow simulation. 
According to the earlier works [16,17], the mesh resolution in terms of wall units shall be small 
and satisfy certain cell aspect ratio limitations. In the present case, the first wall cell size is in 
the order of 10-5 chords and the ratio of ∆x/∆y is around 25 along the airfoil wall surface. To 
study the influence of span-width, two meshes are created which include one serration and 
three serrations. Periodic flow condition is assumed at the two ends. Figure 3 shows the 
mesh configuration including three serrations. The total number of blocks is 140 and 420 for 
the meshes with one and three serrations, respectively. The flow solutions using one and 
three serrations are compared in the next section.  
 







 


Figure 3. Mesh of the wall surfaces (left) and side view of mesh (right). 


3.2 Comparisons 


The root mean square (RMS) horizontal velocity contour and the streamlines are shown in 
Figure 4 at an angle of attack 6.07o (8o geometrical angle). The contour slice is a cut across 
the tip of the serration where the flow over the serration area is depicted in the figure. At this 
angle of attack, it is seen that the flow is far from stall and still well-attached on the wall 
surface.  


 


Figure 4. Contour of horizontal flow velocity and stream lines.  







From the numerical simulations, no significant effect from the serration is found on the 
aerodynamic side. The pressure coefficients are compared for the original airfoil and the 
airfoil with serration. Again, the slice is cut through the tip of serration. Figure 5 shows the Cp 
values along the chord direction. At an angle of attack of -1.34o (0o geometrical angle), 
general agreements are observed between measured data and the computations of 
none/serrated airfoils. It has to be mentioned that the experimental data for the none/serrated 
airfoils are very close. Therefore only one set of measured data is presented. Figure on the 
right hand side is the case for an angle of attack 6.07o which shows same trend but with some 
better agreement. It is also expected that LES works better at a relative larger angle of attack 
where the size of turbulence eddies is relatively bigger.  


  


Figure 5. Cp compared at geometrical angle of attack 0o and 8o. 


 


For the current LES simulations of TE serration, the computational efficiency has been 
considered as an important factor. It is expected that the use of a large span size with more 
serrations represents flow-field better than using a narrow span. It is often a practical issue of 
choosing resonable span size, which is typically limitted by the avialable computer resources. 
The left plot in Figure 6 shows the Cp results computed with SpanA and SpanB where SpanA 
contains 3 serrations and SpanB contains 1 serration.  The difference between the two curves 
is hardly seen from the plot that indicates flow three-dimensionality is not playing an important 
role at this angle of attack. Some similar observation is found by Mary and Sagaut [16] where 
effects of using small span size is investigated. However, attention should be paid at very 
large angles of attack where three dimentional effect can be more significant. On the right plot 
in Figure 6, the Cp values are compared at two spanwise locations: the values cut through 
serration tip (SliceA) and through serration root (SliceB). As it can be seen that SliceA has an 
extended area at trailing edge which is due to the contribution from the serration. As observed 
from the comparion, some small deviation does exist near the traling edge, which only makes 
little change in flow-field but is enough to generate noise at different levels.  A contour plot of 
wall pressure coefficient is also given in Figure 7 where no significant pressure variation 
exists along the airfoil span.  







  


Figure 6. Cp comparisons with effect of different span size (left) and with a same span size 
but cut at different spanwise locations (right). 


 


 


Figure 7. Normalized wall surface pressure. 


 


Even though the aerodynamic field is so similar for the non/serrated airfoils, the generated 
sound field has larger deviations, see Figure 8 and Figure 9. For a stationary airfoil, the 
thickness term of the Farassat [13] formulation is not applied. Therefore, the integration of 
time derivative of aerodynamic pressure is the key parameter for noise prediction. For fair 
comparisons with experiments, Equation (2) is only applied at trailing edge part on the airfoil 
suction side. At the small angle of attack, the noise level is reduced in the higher frequency 
range, as shown in Figure 8. The experimental data shows no noise reduction at frequencies 
below 2 kHz. On the numerical side, larger noise reduction is seen in the high frequency 
range but some small reduction at low frequencies is also observed. In Figure 9, as the angle 
of attack is increased, the noise spectra are shifted towards low frequency as compared to 
Figure 8. As the suction side boundary layer thickness increases with angle of attack, the 
noise spectrum calculated on airfoil suction side shifts to low frequency range. On the 
contrary to the previous case, the noise reduction is only observed at frequencies below 
2kHz. It seems that at larger angle of attack, the noise spectra are not affected by the 
serration at higher frequencies at all. As low frequency noise propagates for longer distance, 







it makes sense to implement TE serrations at the outer part of blade where angle of attack is 
similar as the case shown in Figure 9. There are many other factors that might influence the 
efficiency of the serration, such as the serration length (root to tip length), wave length (width), 
flap angle (attached angle at TE), etc. It is expected that TE noise can be reduced for most 
kind of serration shapes before stall angle of attack.  


  


Figure 8. Comparisons of simulated noise spectra against measurements at an angle of 
attack of 0o. 


 


Figure 9. Comparisons of simulated noise spectra against measurements at an angle of 
attack of 8o. 







4. Conclusions 
In the current work, TE noise from a wind turbine airfoil is simulated with and without TE 
serration. As the first step, LES simulations are carried out to obtain a converged turbulence 
flow-field. At the next step, acoustic computations using the acoustic analogy is performed 
together with LES. It is observed that the general flow-field is weakly affected by the serration. 
The major difference is found from the wall pressure curve at TE where the serration is 
located. Noise signal received at far-field is calculated by integrating the time dependent 
pressure source on the wall surface. It has been numerically shown that airfoil trailing edge 
noise can be reduced by adding the serration. The acoustic results are obtained at 0 ang 8 
degrees geometrical angle. Relative good agreements are found as compared with measured 
acoustic spectra. The noise generated at TE is reduced at high frequencies for low angle of 
attack, and is reduced at low frequencies for higher angle of attack.  
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Summary   


Overviews show that many countries have some form of regulation for wind turbine noise. 
These vary a lot on all essential ingredients like indicators, calculation and/or measurement 
methods, incentives, control mechanisms and more.  
As over the past years more insight is gathered on the effects of wind turbine noise it may be 
possible to use the experiences with the existing regulations to build up an ideal regulation.  
Such a regulation is efficient, and regulates the problem with the least number of elements to 
avoid administrative burdens for operators as well as for the authorities. At the same it should 
be a fair and transparent system that protects the population from getting more than their share 
of the burdens that  even sustainable energy sources may have. The paper details such a 
regulatory framework 


1. Introduction  Although wind turbines are in use for many centuries to produce useful 


power, the development in size and number made a complete new phenomenon in society. It is 
no wonder that governments struggle to keep up with their regulations - not only for noise but 
also for safety and visual aspects. The pattern is that first general rules for industries are 
applied or old specific rules for wind turbines. When after a while complaints start to come from 
citizens that they are not sufficiently protected or from wind farmers that they are frustrated in 
building or operating their machines the administration adapt the rules. Apparently the easiest 
way is to repair perceived shortcomings, thereby often increasing the complexity.  


As this happens everywhere a number of times, a bewildering number of different regulations 
for noise control has arisen. The overview by Fowler e.a (Fowler, Koppen, Matthis, 2013) 
describes 34 regulations, with very few overlap between them. In the next sections the 
differences and similarities are analyzed. Subsequently the question is which is the best way to 
regulate wind turbine noise. And to start with: how to rank regulations? 


2. Elements of noise control in existing wind turbine noise regulations                                                                            


The overview by Fowler e.a. quoted above is a good starting point for the discussion as it 
provides basic information for the different regulations. The purpose of this analysis is not (as in 
Fowler e.a.) to compare the different regulations but to get an impression of the elements used 
therein. 
 
Indicators 
LAeq is used in the majority of the regulations (28 out of 34), 3 use LA90, 2 use Lden, 1 Ldn, 1 
Lnight, 1 Lp,LF and 1 uses LA50 (more than the number of regulations because some use 
more than 1 indicator). 
Calculation basis 
Most specify that the indicator is calculated over all wind speeds, 1 at 6  and 8 m/s, 1 at 8 m/s. 
The time base is often not specified. Only where Lden, Lnight and Ldn are used the averaging 
time is standardized on 1 year. In 2 cases an averaging time of 10 minutes is used (LA90, 10 







minutes). In 7 cases day and night are treated separately, the others do not specify or integrate 
day and night (like in Lden and Ldn). 
Background noise 
In 10 cases the background noise plays a role in the regulation 
Low frequency noise 
In 2 cases a specific regulation for low frequency noise is in use 
Tonal and impulse corrections are in force in 7 regulations, but it is not clear how often these 
are actually applied. 
Limit values. Absolute limit values are the most used control mechanism. In 4 cases only the 
background noise is used to control the impact. 
 
The present author can only share the conclusions from Fowler e.a that .... there is a wide 
range on how stringent a jurisdiction is when regulating noise from wind turbines..... And they 
did not explicitly take the differences in measuring and calculation methods into consideration, 
in which case the estimate of differences up to 20 dB in protection level would have been still 
higher. 
However, there is virtually no - published - information on the effectiveness of these regulations 


3.  Quality criteria for wind turbine noise regulations 


There are several guides for regulators, and doubtless about every nation has its own internal 
rules for designing good regulations. A nice example are the OECD(2005) "Principles for good 
regulation". This starts with a list of recommendations, which could be seen as quality criteria. 
 


 OECD principles of good regulation 


i  Serve clearly identified policy goals, and be effective in achieving those goals 


ii  Have a sound legal and empirical basis 


iii  Produce benefits that justify costs, considering the distribution of effects across 
society and taking economic, environmental and social effects into account 


iv  Minimise costs and market distortions 


v  Promote innovation through market incentives and goal-based approaches 


vi  Be clear, simple and practical for users 


vii  Be consistent with other regulations and policies 


viii  Be compatible as far as possible with competition, trade and investment-
facilitating principles at domestic and international levels 


 
Much of these principles have to do with the process: identify policy goals, sound legal basis, 
cost/benefit analysis, and compatibility which will not be discussed here. 
Important for the purpose of this paper are:  
ii: sound empirical basis 
iii: produce benefits that justify costs 
vi: be clear, simple and practical for users 
Translating this to wind turbine noise regulations it appears that they should be: 
- based on evidence 
- lead to a fair balance between costs and benefits 
- the regulation must be easy to implement and transparent for the all the stakeholders. 


4. Elements for a lean regulation 


The elements that were found in section 2. are now evaluated on the basis of the criteria in 
section 3. 
 
Indicator for noise. 
 
The search for the best indicator lingers on for many years. The studies carried out so far have 
not resulted in a single candidate, but showed that the bulk of the indicators correlate very well 
between them. As the correlations between noise exposure and biological effects are modest at 







best ( for the best correlating effect - annoyance - correlation coefficients rarely exceed 0.4) it is 
not possible to prove the superiority of one indicator over another. The choice for an indicator 
can therefore be based on other considerations, like the availability of dose-effect relations, 
ease of calculation, and familiarity. As LAeq  - measures are (based on) an ISO-standard and 
are used in many regulations already, this is an obvious starting point. There is evidence that 
different periods of the natural day may have different consequences. The most obvious is the 
night period which is mostly responsible for sleep disturbances. But also the evening period  
can be hold responsible for a more than an equal share in provoking annoyance reactions. 
Hence the weighted LAeq measures like Lden and Lnight. There is still much debate if Lnight is 
a good measure for sleep disturbance, but an alternative has not been proposed yet. As at 
present it is not sure if wind turbine noise cause sleep disturbance at all, there is much 
discussion if it necessary to introduce additional protection. Because of the finding that in wind 
turbines the levels for the different periods are highly correlated, night protection can also be 
achieved by a 365 day, 24 hr level. 
Percentile measures are not a good choice: difficult to assess, no standardisation and no dose-
effect relations. 
Calculation basis. 
ISO 1996-1 states merely that a reference time interval should be defined. For Leq measures it 
is suggested that long periods like 3 months, 6 months or a year may be used. In that case all 
contributions at any wind speed are to be taken into account. Very short or unspecified time 
bases lead to large uncertainties so should be avoided. 
There is no good reason to use any particular wind speed to base the assessment on. It also 
complicates life for controllers and citizens.  
Background noise 
The use of background noise in regulations is to be avoided. It is usually low level and  
fluctuating depending on meteorological conditions, and there is no good definition for 
background noise. This makes it also hard to replicate, and a pain for those who have to control 
compliance. Probably because of this, any good studies on dose-response relations in 
interaction with background noise are missing. All good reasons to resist the temptation to base 
regulations on background noise. One should also realise that field studies take any normal 
background already into account so there is no reason to do it over again. 
Low frequency noise 
That sufficient low frequency noise is annoying is no surprise. But is it more annoying than can 
be expected on the basis of the A-weighted level? Many people think so, but actual proof is not 
very convincing. The few laboratory experiments do not show this (Vos(2010), 
Moorhouse(2005),von Hünerbein(2011)). Instead, these experiments show an increase due to 
amplitude modulated sounds, and wind turbine noise is one of the few examples in everyday 
life. As virtually all wind turbines now in use show this phenomenon, it is part of the dose-effect 
relations which at least for annoyance show a distinct excess reaction. 
Tonal & impulse corrections 
Modern wind turbines are well enough engineered to not producing tonal or impulse noises, so 
most of the time this would ineffective. Also in this case the evidence for tonal and impulse 
corrections is rather thin. 
Limit values 
Absolute limit values allow regulators to strike a balance between protection level and the 
amount of power generated. A low limit will permit less wind turbines to be build. With relative 
limit values (like the ones relating to background levels) the situation is less predictable. 
There is little evidence for refinements in limit values with regard to residential situation or 
specific groups. The only group that stands out in the studies are the people with economic 
interest in the turbine (usually the owner). They report much less annoyance. Of course this 
may or may not extend to other effects (sleep disturbance, blood pressure) but the numbers are 
too small to study this. And it is unlikely that there will ever be sufficient numbers of highly 
exposed, given the low level of noise production from wind turbines. 
Practical 







One very important aspect in regulations is the control section. Many noise regulations rely on 
measurements as the sole method of verification of the limit values. That is complicated 
enough for most noise sources (good calculation is difficult, but good measurements even 
more), but for wind turbines with their low incident levels and wind speed dependence this is a 
long and labour intensive process.  


5. Discussion 


Designing regulations is a long and tedious process. As many parties are involved, it is 
inevitable that the regulations increase in complexity. It takes a lot of effort to check this 
tendency. Complexity is not named as a separate criterion by OECD, but "simple" hints clearly 
at complexity reduction. The less elements a regulation contains, the easier it becomes to 
implement. This may lead to conflicts in the design process, when more fairness can only be 
achieved by adding more factors to control for. 
An interesting example is the discussing around protection of sleep from wind turbines in the 
2012 Wind Turbine Noise Regulation in the Netherlands. In the original version only limits in 
Lden were proposed. There was insufficient evidence to warrant the introduction of separate 
indicator (and limit) for night time noise, so this was left out (after due deliberation). The 
Parliamentary Commission where this proposal was discussed however demanded on political 
grounds a separate night protection. As a result, the Lnight was taken up in the regulation, with 
a level which corresponded to  the Lden limit value (5.5 dB lower) as no evidence was available 
for a different value. Of course afterwards the reactions were of a disappointed nature: the 
Lnight limit offered no improved protection. It seemed difficult to accept that this better 
protection could have been obtained by lowering the Lden limit value.  Either way, this would 
have reduced the potential for wind turbines - which was politically unacceptable. 
My impression is that the same process played a role in the Danish Low Frequency protection 
for wind turbines. It seems to offer no real additional protection, but may have served to 
address protests that this aspect was underestimated. But it definitely added a complication. 
 


6. Conclusions 


To paraphrase Einstein: wind turbine noise regulations should be as simple as possible - but  
not simpler than that. Overlooking the evidence and other requirements that means: 
- 1 single noise indicator for all effects. Preferably LAeq based, and with a sufficient long time 
base (at least 3 months; year is fine).There is actually no evidence that in this particular case 
evening and night corrections improve the relation so a 24 hr level might work just as well. 
Using Lden has the advantage that a dose-response relationship is available. 
- 1 single limit value for all uses, with perhaps an exemption for people with economic interest. 
- Corrections for background noise, low frequency, tonal or impuls have no added value and 
complicate use in every day practice 
- Compliance should be tested near the wind turbine where reliable measurements of the 
sound power are possible. A state of the art calculation model completes the chain between 
sound power and exposure. To avoid discussions, the wind speed on hub height should be the 
starting point of the calculation. 
The only thing that is left for (to?) politicians is to make a sensible choice for the limit value. Too 
low gives great protection, but is bad for climate (and industry). Too high, and it will feed the 
feelings of abuse that already exists. Who said that politics is simple? 
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Summary   


The first professional guidance in the Netherlands for wind turbine noise assessment appeared 
in 1984 in the journal Geluid & Omgeving (Sound & Environment). The authors stated as a 
‘well-known fact’ that most complaints occurred at times of warm weather and low (near 
ground) wind speeds when people were outdoors often or slept with open windows. 
Nevertheless it became customary to calculate wind turbine noise over a wide range of wind 
speeds and compare that to measured environmental noise levels (without wind turbine sound). 
The background sound measurements were made obsolete when the Ministry of the 
Environment introduced a fixed curve for sound level versus wind speed that represented a 
standard background level. In the last decade it became clear that wind speed near the ground 
was not a good predictor of wind turbine performance, especially not at night. In the present 
regulations a single limit is set for the long term averaged wind turbine sound level at a 
receiver, using the long term wind speed distribution at ground level. It look like most 
complaints still occur at warm summer evenings.  
 


1. Introduction   


In 1984 Geluid & Omgeving (Sound & Environment) was established as a journal mainly for 
professionals in environmental noise issues. It was only a few years after the Dutch Noise Act 
was published and the aim of the journal was to provide a platform for information and 
discussion for acoustic consultants, officials from all layers of government, researchers and 
others dealing with noise issues. The 30th year of publication was commemorated with an 
article in each issue of the quarterly magazine, addressing one of the articles published in the 
first year. One of these first articles  was “Noise annoyance and windmills – Regulate or ignore 
windmill sound?” (of course it was in Dutch: “Geluidhinder en windmolens – Windmolengeluid 
reguleren of negeren?”), written by Van der Veen and Kok who then worked at a provincial 
authority.Wind turbine noise was a minor topic at that time, attracting little attention in contrast 
to the last decade. But the topic was gathering momentum in the early ‘80s after the ‘70s 
energy crises and the political wish to be less dependent on oil countries and exhaustible 
resources. 
This paper is an English adaptation of my contribution to the jubilee of the journal now named 
Geluid (Sound) and titled “Windmolenhinder 30 jaar later” (“”Windmill annoyance 30 years 
later”)  The name windmolen (windmill) is used for the historical constructions providing 
mechanical energy and wind turbine has become the more common name for an electricity 
generator -though windmill is still used to denote a wind turbine.    







 


2. The take-off                                                                           


In the mid-80s wind turbines were modest in size, measuring up to 20 or 30 m and producing 
up to perhaps 50 kW electrical power. The constant speed wind turbine was more usual then, 
followed up by a two speed turbine that was more efficient because of the optimization at two 
wind speeds instead of one. In the end the variable speed turbine was the most efficient, 
although this turbine also sheds efficiency at high wind speeds when the generator is at 
maximum power.   


One of the directions in development was to reduce the number of blades to allow for higher 
speeds of revolution to simplify transmission (with a gearbox) to the generator. In the end this 
led to single blade wind turbines. Apart from mechanical problems a high tip speed of course 
leads to a higher noise level.  


Early on it seemed logical to put the rotor behind the tower because it allowed the turbine to 
right itself: the wind would always push the rotor in the downwind direction. The change in 
blade load, when a blade passed behind the tower, proved to be a distinct disadvantage as it 
caused mechanical fatigue. Already in the ‘80s larger wind turbines  were being developed. In 
1983 in Germany the giant GROWIAN (Grosse Windanlage or Big wind generator) was 
erected: a test turbine with two 50 m blades meant to generate 3 MW. It was a complete failure, 
in part due to the downwind rotor construction and the associated variation in blade load . But 
perhaps the failure was also a consequence of non-commitment; the minister in charge said the 
test was done “so as to prove to wind energy proponents that it could not work”. Apart from the 
mechanical problems a downwind rotor also produced sound pulses at blade passing 
frequency leading to complaints from residents. Downwind rotors were not developed further. 
Although other designs (such as vertical axis or small wind turbines) still exist, in the end they 
proved to be no match to the present triumph of technology, the three bladed, upwind, 
horizontal axis wind turbine.  


 


3.  The 80s: the first Dutch wind turbine noise assessment 


In the mid-80s wind turbine sound data were not readily available. 20 years  later I found that it 
was still a problem to obtain sound power data of the older, smaller wind turbines that were 
present in the Netherlands. Spectral data were course even less available. Van der Veen and 
Kok mention sound power levels ranging from 95 dB(A) up to 105-110 dB(A) (as loud as a 
modern MW-turbine!).  


Figure 1: early wind turbines; the Dutch 80 kW Lagerwey (left), the American test turbine 200 kW MOD-0A 
(middle) and the German 3 MW GROWIAN (right) 







Because of the constant speed, sound power level was relatively constant over a range of wind 
speeds. This made it easier to deal with a general requirement that applied to all industrial 
sources: sound measurements had to be performed at wind speeds not exceeding 5 m/s, so 
formally reliable data could only be obtained at wind speeds up to 5 m/s. However, Van der  
Veen and Kok also stated as a “well known fact” that “most complaints by far occur at warm 
weather and low wind speeds because that is when people stay outdoors and sleep with their 
windows open”. Therefore, it was sufficient to calculate receiver sound levels at 5 m/s wind 
speed and use these as the relevant exposure. At that time a near ground wind speed, 
anything between 2 and 10 m height, was implied and the vertical wind gradient was not 
considered relevant yet.  


According to regulations for industrial noise at that time the limit for the average façade level at 
dwellings in the countryside, where wind turbines typically were erected, was 30 dB(A) at night. 
Van der Veen and Kok thought that for wind turbines this could be less severe and they 
mention that exceeding the limit up to 5 dB was “undoubtedly acceptable” so they advised an 
acceptable night time limit of 35 dB(A). This finally resulted in the recommendation to put a 
wind turbine at least 300 m from countryside dwelling. If wind turbines were put up near a ‘quiet 
residential area’ they advised 150 m (based on 40 dB(A)) and for an ‘urban residential area’ 
100 m (45 dB(A)). To prevent noise components leading to added annoyance, they advised to 
make an assessment in each individual case of notable tonal noise from the gearbox or blade 
irregularities. 


All this applied to a single wind turbine as wind farms were yet to appear in the Netherlands. 
The general view at that time was that wind turbine sound ought to be less loud than the 
existing ambient sound.  Van der Veen and Kok were practical and preferred simplicity in noise 
assessment when justified: no more details in data then necessary for a professional 
assessment. They did not foresee the detailed acoustic characterization that is now common. 
However, they did see ominous signs from abroad concerning “very large wind turbines (rotor 
diameters above 25 m)”, probably referring to the MW downwind turbines that were then tested 
in several countries: “the scant information urges us to be aware of noise problems to be 
expected from these turbines”. 


 


4.  The 90s: growing numbers 


In the 90s more and bigger wind turbines were erected in the Netherlands. With the lack of 
specific legal guidance an approach evolved from practice. At the end of the 90s it was 
generally accepted in the Netherlands that the limit was the existing ambient background. 
‘Background’ according to Dutch guidance on background sound measurements when 
assessing the impact of industrial noise, implied the A-weighted 95-percentile sound level (LA95) 
of all sound present -without the source to be assessed. The sound power levels of variable 
speed turbines, that became ever more common, strongly depended on wind speed over the 
range of moderate and strong wind speeds. As wind related background levels also increased 
with wind speed it seemed logical that both background level and wind turbine receiver level 
should be determined at every wind speed. To accomplish this, LA95 was measured at a 
location representative for one or more receivers  over a one or two week period in 5 or 10 
minute time slots. The LA95 values were collected in narrow wind speed ranges, usually 1 m/s 
wide, measured at 10 m height as customary in meteorology.  
 
The measurements were preferably done in winter, when deciduous trees and shrubs were 
leafless. This was based on the idea that added ambient sound at high wind speeds was 
mostly due to rustling vegetation and winter would thus be a quieter period. Wind speeds 
exceeding 12 m/s were usually not included because such wind speeds did not occur often 
(and thus did often not show up in a sufficient number of data points) whereas wind turbine 
sound power did not further increase. In contrast to Van der Veen and Kok’s emphasis on a 
relatively low wind speed (5 m/s) high wind speeds were considered important, probably 
because they were related to the highest turbine sound levels. When the measurements 







showed that the corresponding background sound levels were even higher, the highest wind 
turbine sound levels did not really constitute a problem. Of course this was a welcome (but 
wrong) insight for wind farm developers.   
 
Although acoustic consultants did a lot of noise assessments, it was not always clear what the 
assessment results meant in the real world. Several issues were not really solved or even 
discussed. One of these was the influence of wind direction, which was usually not analysed 
separately. E.g., LA95 levels from one direction with a highway, were averaged with levels from 
the opposite direction that could be much quieter. Also seasonal variations in sound production 
and propagation were disregarded. Another issue was wind induced noise on the microphone 
which was not separated from real sound caused by wind in vegetation. With a microphone at 
1.5 up up to 4 m height, LA95 values contained unknown and disregarded amounts of 
microphone noise.  
One of the rare occasions that a measurement issue was discussed (in the December 1998 
issue of the journal Geluid) was the way LA95 values in a wind speed bin were aggregated in a 
single value. It was proposed to measure LA95 in very short, 5 second intervals. The agreed 
procedure was to determine a best polynomial fit based on the LA95 data points. Figure 2 gives 
an example for a case in the UK (hence the 10 minute LA90 values). The result is not the long 
term LA95, but the best estimate for the expected short term (5/10 minute) value. The difference 
between both is that over a longer period of time, LA95 may be very different from the short term 
average. This is certainly the case when 5 s periods are chosen. The author in fact 
acknowledged this, by stating the short periods ‘prevented the LA95 level from being determined 
by short periods with a low background sound level”.  Figure 3 illustrates some results: there 
are prolonged periods (such as the first days in figure 4) when the 10 minute background sound 
level is higher than the best fit or average value. But there are also periods (those with the red 
dots) when most of the actual LA90,10min values are below the average.  


Figure 2: LA90,10min values plotted vs. wind speed 
(small blue dots) and arithmetic average of these 


values per bin of 1 m/s (larger yellow dots); lines are 
best third power polynomial fits 
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Figure 3: LA90,10min above (open grey dots) and below (filled dots) average background sound level obtained 
from ‘best fit’; line is estimated LA90,10min based on wind speed at time of measurement 







  
5. The ‘00s: legal regulations 


The Ministry of the Environment in 2001 made background sound measurements for wind 
developments obsolete by introducing the WindNormCurve (WNC; ‘Wind Standard 
Curve’), a stylized representation of measured background sound levels at increasing 
wind speed. The WNC was a wind speed dependent limit value, built from two elements: 


1. A fixed threshold of 40 dB(A) at low wind speeds and 


2. A variable limit increasing from 40 dBA at 2 m/s V10 (wind speed at 10 m height) up to 
50 dBA at 12 m/s V10.  


It was implied, though not clearly stated, that this was applied to ‘the’ wind turbine sound 
receiver level. It was understood by consultants this was the level calculated from the 
manufacturer’s specifications at every wind speed, although maximum levels or average levels 
plus one standard deviation could have been possible candidates. It was also understood that 
the WNC should be valid at any diurnal period, including the night as most sensitive period.  
 
The threshold level was higher than the limit proposed by Van der Veen and Kok (35 dBA for 
the night time period). At their  representative wind speed (5 m/s) the WNC limit was 42 dB(A). 
As shown in a fairly typical example in figure 4, the assessment procedure often showed sound 
levels at about 6 m/s V10 were closest to the WNC and thus most critical. When later it was 
shown that  the hub height wind speeds related to 6 m/s V10 could occur at 2 m/s V10 in a 
night with a stable atmosphere, this seems to echo the 1984 observation: “most complaints by 
far occur at warm weather and low wind speeds ….”.  


 
One of the reasons for the choice of the WNC limit value was to leave sufficient space for wind 
energy development: choosing a lower limit would imply more distance to dwellings. At that 
time tonal sound from the gearbox was effectively reduced and there was a general belief, 
professed by developers and consultants, that wind turbine sound was relatively soft and 
without specific characteristics and therefore hardly annoying. It was sometimes presented as 
almost benign, “like a rustling brook”. Based on calculated sound levels, I shared the opinion 
then that the sound of a wind turbine  was only an issue within at most 400 m from the turbine. 
At around the year 2000 I tried to check when a turbine became audible every time I was close 
to a turbine and it was within 300 to 400 m. I could not understand rumours that wind turbines 
could be audible up to several kilometers. The penny dropped only when a resident told me 
that on calm summer evenings he sometimes sat in his garden with a big wind turbine nearby 


Figure 4: receiver level of a wind turbine in a neutral (yellow 
markers) and very stable atmosphere (blue markers), compared 


to the WNC limit curve (red line) 







rotating at full speed. Of course, I thought, in a stable atmosphere there are big vertical 
differences in wind speed. I had lectured this in a course! A stable atmosphere originates at 
sundown when the wind is not  too strong and the ground cools under a sufficiently clear sky. 
The important thing is that at higher altitudes the wind keep on blowing, often even stronger, 
while the wind at ground level abates. I thought immediately that this could explain why 
complaints arose mostly at evening and night time. And it also could explain how wind turbines 
could be audible at larger distances: most other sounds abate at night and thus had less 
masking potential.  
 
It took a few years before the penny dropped in the heads of most acoustic consultants. Or 
perhaps they saw it earlier but they felt they had to protect their clients rather than residents. 
The regulations were changed in 2010 and are based on hub height wind speeds without any 
reference to ambient background sound. From then on it seemed as if big consultancies had 
always known the atmosphere changes at night and of course the hub height wind speed is the 
relevant wind speed. Long-term averaged receiver levels are now calculated from the 
distribution of wind speeds at hub height at the location of the wind turbine, separately for the 
three diurnal periods. The result has to comply with the limit of 47 dB Lden. It also has to comply 
with a separate night time limit of 41 dB Lnight, but for a free running wind turbine (no stopping or 
low noise mode) in the Dutch wind climate both limits in practice are equivalent. In the 
preparations for the new regulations the National Institute for Public Health and the 
Environment (RIVM) investigated the onshore area available to wind farm developments 
depending on the height of the noise limit. Based upon survey results, RIVM proposed a 
preferred limit of 40 dB Lden, reflecting a low level of noise annoyance. (in Dutch noise 
legislation there is for the main noise sources a preferred limit and a higher maximum allowable 
limit). For a wind turbine operating without restrictions 40 dB Lden corresponds to 34 dB Lnight, so 
this would be very close to the limit proposed in 1984. However, the 47 dB Lden and 41 dB Lnight 
were chosen as the legal limits, which was in practice nearly equivalent to the WNC limit for 
unrestricted, free running wind turbines. 
 


6. The present 
 
Onshore wind energy developments now include turbines of several MW and hub heights up to 
120 m with blade lengths up to 60 m on top of that and we are not at the end of this 
development. After about 35 years large machines like the 2 MW American MOD-2 or the 
3 MW GROWIAN have become almost standard (but now with an upwind orientation)  and 10 
MW machines are the next generation. Due to their size they do not blend in with the 
landscape, but dominate it. The impact on landscape is (still) the first and most important 
objection coming from residents. Sound is the next and it seems to be gaining weight because 
of the fear (strategically kindled by wind farm opponents)  it will cause serious health effects. 
 
Wind turbine noise has become a far more complex issue than anticipated in the early days. It 
is not a soft, rustling sound, but in contrast a swishing/beating, relatively annoying sound. It has 
to do with place attachment, with being taken seriously, with energy policy and dependable 
authorities, with fear and maybe with habituation. We will need (more) acoustical knowledge 
but this will not solve the problems; non-acoustical factors  dominate the debate. In the 
Netherlands there is now an attempt to involve all stakeholders, including residents and their 
representatives, to find common ground as a basis for measures and procedures to guide 
further developments.   
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Summary   
Computational fluid flow simulations around the open-source DU96 wind turbine airfoil are 
performed by means high Reynolds number Lattice Boltzmann solutions using the commercial 
solver Exa PowerFLOW 5.0b. The unsteady pressure distribution over the airfoil is used as an 
input for Ffowcs Williams-Hawkings analogy to predict the far field-noise. The broadband noise 
spectra’s show clear non-compact dipole directivity and noise reduction is observed when 
serrations are applied. 


1. Introduction  
Far field noise can be considered as one of the main design drivers for on-shore wind turbines. 
Strict governmental regulations limit the power production of single turbines, especially during 
night when background noise is lower. A possible decrease of the sound pressure level by one 
single decibel would increase the annual energy production by 20% (Oerlemans and Fuglsang 
2012). Therefore it is important to investigate possibilities to reduce noise of wind turbines, 
thereby increasing the power production and reducing the cost of energy.  
 
Previous acoustic field measurements showed that the turbulent trailing edge noise of a wind 
turbine blade is currently one of the most dominant noise sources on a wind turbine and 
therefore understanding the physics associated with the generation and propagation is of main 
importance for the design of more silent wind turbines (Oerlemans, Sijtsma and Mendez Lopez 
2007). This dominant type of noise is commonly known as airfoil self-noise and originates from 
unsteady flow over the turbine blade. Brooks, Pope, and Marcolini (1989) defined some 
fundamental self-noise mechanism such as the large-scale separation (deep stall) tip vortex, 
blunt trailing edge, laminar boundary layer and turbulent boundary layer noise. With turbulent 
flow, the acoustic effects depend largely on the length scale of the turbulent eddies (Blake 
1986). For trailing edge noise this turbulent length scale is the boundary layer displacement 
thickness at the trailing edge, making the size of the eddies much smaller than the airfoil chord, 
thereby only effecting the local pressure fluctuations while keeping the global aerodynamic 
force similar. The sound of the turbulent eddies is scattered from the trailing edge towards the 
leading edge (i.e. in upstream direction). This typical trailing edge noise results in high-
frequency edge noise. 
 
To reduce trailing edge noise, Howe performed a numerical analysis of a flat plate, with the 
trailing edge modified by the presence of serrations possessing a saw tooth profile. Howe 
(1999) predicted that the intensity of radiation at the trailing edge could be reduced by such a 
modification, with the magnitude of the reduction depending on the length and spanwise 
spacing of the teeth, as well as the frequency of the radiation. It was determined that the 
dimensions of an individual serration should be at least of the order of the turbulent boundary 
layer thickness and that longer, more narrower teeth should yield a greater intensity reduction. 







In addition, large-scale experiments on realistic wind turbine blades were performed by 
Oerlemans et al. (1999), and he found that adding serrations led to noise reductions of 2-3 dB. 
However, the effectiveness of serrations on the overall noise reduction is still not yet fully 
understood and might deal with, for example, a decrease in acoustical source terms, a shift of 
low frequency noise to higher frequencies or a change in sound diffraction due to the complex 
geometry. Hence, understanding the physics by which trailing edge serrations reduce airfoil 
self-noise is therefore of clear importance. If the physics were completely understood it could 
potentially lead to improvements in serration design, and possibly the development of 
improved, alternative techniques based on similar physical principles.  
 
The current study illustrates the capabilities of a Lattice Boltzmann solver to solve the 
fluctuating turbulent boundary layer and pressure coherence being used for predicting the 
acoustic field around a complex and challenging geometry; a serrated wind turbine airfoil 
profile. The discrete Boltzmann equations are solved in combination with a collision model to 
simulate the flow of a Newtonian fluid. By simulating streaming and collision processes across 
a limited number of particles, the intrinsic particle interactions evince a microscale of viscous 
flow behavior applicable across the greater mass. Acoustic results are obtained by solving the 
non-homogeneous wave equation in time domain in combination with unsteady wall pressure 
sources. 


2. Methodology 
2.1. Governing flow equations 
The results are obtained from numerical simulations of the Lattice Boltzmann Method (LBM) 
(Succi 2001). Instead of solving the traditional partial differential equations, known as the 
Navier-Stokes equations, the discrete Boltzmann equations are solved for simulating complex 
fluid flows. The LBM method starts from mesoscopic kinetic equations, i.e. the Boltzmann 
equation, to determine macroscopic fluid dynamics. The commercial software package Exa 
Powerflow 5.0b is used for this study, allowing a three-dimensional flow to be simulated in 19 
directions (D3Q19). The kinetic equations are solved on a cartesian mesh, known as lattices, 
by explicit timestepping and collision modeling. The equation has the general form: 


 
where fi denotes the movement of the distribution of particles in the i-th direction, according to a 
finite set of discrete velocity vectors {ci: i=0,…,N}. ciΔt and Δt  are space en time increments 
respectively. The collision term on the right hand side of the LBM equation adopts the simplest 
and also the most popular form known as the Bhatnagar-Cross-Krook (BGK) form (1954): 


 
In this collision term, τ denotes the relaxation time parameter, and fieq is the local equilibrium 
distribution function, which depends on local fluid fluctuating properties. The basic fluid dynamic 
quantities, which do appear directly in the Navier-Stokes equations, such as fluid density ρ and 
velocity u, are obtained using moment summations over the velocity vectors: 


 
When considering the very low frequency and long wavelength limit, for a suitable choice of the 
set of discrete velocity vectors, the compressible Navier-Stokes equations can be recovered 
using the Chapman-Enskog expansion (Succi 2001). The resulting equation of state obeys the 
ideal gas law: p = ρ R T. The kinematic viscosity of the fluid is related to the relaxation time 
parameter, τ, according to Chen (1998): 


 
Combining all previous equations will form the LBM scheme applied in this study. In addition, a 
viscosity model can be implemented through the relaxation time τ to locally adjust the numerical 
viscosity of the scheme (Chen 2003). The turbulence model that is incorporated into the Exa 
Powerflow 5.0b is used. The model consists of a two-equation k-ε Renormalization Group 


form:


fi(x+ ci�t, t+�t)� fi(x, t) = Ci(x, t), (1)


where fi denotes the movement of the distribution of particles in the ith di-


rection, according to a finite set of discrete velocity vectors {ci : i = 0, ..., N}.


ci�t and �t are space en time increments respectively. The collision term


on the right hand side of the LBM equation adopts the simplest and also the


most popular form known as the Bhatnagar-Cross-Krook (BGK) form [10]:


Ci(x, t) = ��t


⌧


[fi(x, t)� f


eq
i (x, t)] . (2)


In this collision term, ⌧ denotes the relaxation time parameter, and f


eq
i is the


local equilibrium distribution function, which depends on local fluid fluctuat-


ing properties. The basic fluid dynamic quantities which do appear directly


in the Navier-Stokes equations, such as fluid density ⇢ and velocity u are


obtained using moment summations over the velocity vectors:


⇢(x, t) =
X


i


fi(x, t), ⇢u(x, t) =
X


i


cifi(x, t). (3)


When considering the very low frequency and long wavelength limit, for a


suitable choice of the set of discrete velocity vectors, the compressible Navier-


Stokes equations can be recovered using the Chapman-Enskog expansion [9].


The resulting equation of state obeys the ideal gas law: p = ⇢RT . The


kinematic viscosity of the fluid is related to the relaxation time parameter,


⌧ , according to [11]:


⌧ =
⌫


RT


+
�t


2
. (4)


Combining all previous equations will form the LBM scheme applied in this


study. In addition, a viscosity model can be implemented through the re-


laxation time ⌧ to locally adjust the numerical viscosity of the scheme [12].


4


form:


fi(x+ ci�t, t+�t)� fi(x, t) = Ci(x, t), (1)


where fi denotes the movement of the distribution of particles in the ith di-


rection, according to a finite set of discrete velocity vectors {ci : i = 0, ..., N}.


ci�t and �t are space en time increments respectively. The collision term


on the right hand side of the LBM equation adopts the simplest and also the


most popular form known as the Bhatnagar-Cross-Krook (BGK) form [10]:


Ci(x, t) = ��t


⌧


[fi(x, t)� f


eq
i (x, t)] . (2)


In this collision term, ⌧ denotes the relaxation time parameter, and f


eq
i is the


local equilibrium distribution function, which depends on local fluid fluctuat-


ing properties. The basic fluid dynamic quantities which do appear directly


in the Navier-Stokes equations, such as fluid density ⇢ and velocity u are


obtained using moment summations over the velocity vectors:


⇢(x, t) =
X


i


fi(x, t), ⇢u(x, t) =
X


i


cifi(x, t). (3)


When considering the very low frequency and long wavelength limit, for a


suitable choice of the set of discrete velocity vectors, the compressible Navier-


Stokes equations can be recovered using the Chapman-Enskog expansion [9].


The resulting equation of state obeys the ideal gas law: p = ⇢RT . The


kinematic viscosity of the fluid is related to the relaxation time parameter,


⌧ , according to [11]:


⌧ =
⌫


RT


+
�t


2
. (4)


Combining all previous equations will form the LBM scheme applied in this


study. In addition, a viscosity model can be implemented through the re-


laxation time ⌧ to locally adjust the numerical viscosity of the scheme [12].


4


form:


fi(x+ ci�t, t+�t)� fi(x, t) = Ci(x, t), (1)


where fi denotes the movement of the distribution of particles in the ith di-


rection, according to a finite set of discrete velocity vectors {ci : i = 0, ..., N}.


ci�t and �t are space en time increments respectively. The collision term


on the right hand side of the LBM equation adopts the simplest and also the


most popular form known as the Bhatnagar-Cross-Krook (BGK) form [10]:


Ci(x, t) = ��t


⌧


[fi(x, t)� f


eq
i (x, t)] . (2)


In this collision term, ⌧ denotes the relaxation time parameter, and f


eq
i is the


local equilibrium distribution function, which depends on local fluid fluctuat-


ing properties. The basic fluid dynamic quantities which do appear directly


in the Navier-Stokes equations, such as fluid density ⇢ and velocity u are


obtained using moment summations over the velocity vectors:


⇢(x, t) =
X


i


fi(x, t), ⇢u(x, t) =
X


i


cifi(x, t). (3)


When considering the very low frequency and long wavelength limit, for a


suitable choice of the set of discrete velocity vectors, the compressible Navier-


Stokes equations can be recovered using the Chapman-Enskog expansion [9].


The resulting equation of state obeys the ideal gas law: p = ⇢RT . The


kinematic viscosity of the fluid is related to the relaxation time parameter,


⌧ , according to [11]:


⌧ =
⌫


RT


+
�t


2
. (4)


Combining all previous equations will form the LBM scheme applied in this


study. In addition, a viscosity model can be implemented through the re-


laxation time ⌧ to locally adjust the numerical viscosity of the scheme [12].


4


form:


fi(x+ ci�t, t+�t)� fi(x, t) = Ci(x, t), (1)


where fi denotes the movement of the distribution of particles in the ith di-


rection, according to a finite set of discrete velocity vectors {ci : i = 0, ..., N}.


ci�t and �t are space en time increments respectively. The collision term


on the right hand side of the LBM equation adopts the simplest and also the


most popular form known as the Bhatnagar-Cross-Krook (BGK) form [10]:


Ci(x, t) = ��t


⌧


[fi(x, t)� f


eq
i (x, t)] . (2)


In this collision term, ⌧ denotes the relaxation time parameter, and f


eq
i is the


local equilibrium distribution function, which depends on local fluid fluctuat-


ing properties. The basic fluid dynamic quantities which do appear directly


in the Navier-Stokes equations, such as fluid density ⇢ and velocity u are


obtained using moment summations over the velocity vectors:


⇢(x, t) =
X


i


fi(x, t), ⇢u(x, t) =
X


i


cifi(x, t). (3)


When considering the very low frequency and long wavelength limit, for a


suitable choice of the set of discrete velocity vectors, the compressible Navier-


Stokes equations can be recovered using the Chapman-Enskog expansion [9].


The resulting equation of state obeys the ideal gas law: p = ⇢RT . The


kinematic viscosity of the fluid is related to the relaxation time parameter,


⌧ , according to [11]:


⌧ =
⌫


RT


+
�t


2
. (4)


Combining all previous equations will form the LBM scheme applied in this


study. In addition, a viscosity model can be implemented through the re-


laxation time ⌧ to locally adjust the numerical viscosity of the scheme [12].


4







(RNG) modified to incorporate a swirl-based correction that reduces the modeled turbulence in 
presence of large vortical structures. This approach is commonly known as a Very Large Eddy 
Simulation (VLES).  
 
Fully resolving the near wall region is computationally too expensive for high-Reynolds number 
turbulent flow with the lattice concept of the LBM scheme. Therefore, a turbulent wall model is 
used to provide approximate boundary conditions. In the current study, the following wall-shear 
stress model based on the extension of the generalized law of the wall model is used (Chen 
1998) (Crouse et al. 2007): 


 
with  


 
and κ and B chosen in such a way, a turbulent boundary layer is modeled. This relation is 
iteratively solved to provide an estimated wall-shear stress for the wall boundary conditions in 
the LBM scheme. A slip algorithm (Chen 1998), a generalization of bounce-back and specular 
reflection process, is then used for the boundary process. 
 
The LBM scheme inherently captures acoustic waves, since it models the compressible, 
transient Navier-Stokes equations, including ideal gas equation of state. The scheme is solved 
on a grid composed of cubic volumetric elements, the lattices. A variable resolution is allowed, 
where the grid size changes by a factor of two for adjacent resolution regions. Due to the 
explicit time-stepping characteristics of the LBM scheme, the time-step size is increased with 
cell size in factors of two as well. Larger cells will therefore not be evaluated each timestep of 
the smallest cell. This gives rise to the notion of timestep equivalent number of cells, which are 
the number of cells scaled to operation at the shortest timestep in addition to the total number 
of cells.  
 
2.2. Determination of coherence 
For determination of the coherence length, first the coherence function should be evaluated. 
The coherence function is the auto-power and cross-power density of the signals, where 
Φ(ω,z1,z2) denotes the cross-power spectral density between two points along a given 
dimensional line Δz=z2-z1, with ω defined as the angular frequency: 


 
This representation is valid for the case that the flow statistics are homogeneously distributed 
along the spatial dimension, stationary in time and for an infinite observation period. For a flat 
plate the first criterion is fulfilled when considering the spanwise direction, and with restriction to 
very short separations, also for the streamwise direction. The cross-power spectral densities 
are obtained using Welch's method in combination with a 50% overlap Hanning window. 
 
By definition, the coherence length is related to the integral of coherence function over the 
spatial separation Δz and therefore reduces to a function of frequency only: 


 
This relation can be used to obtain the coherence length. However, due to convergence issues 
with respect to simulation time, first observed by Christophe (2011) for his LES data with a finite 
observation period, the coherence does not approach zero for very large separations Δz and 
therefore, the integral might be unbounded. Instead, in this study a curve fitting approach based 
on an exponential function is applied (Palumbo 2012): 
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This relation is iteratively solved to provide an estimed wall-shear stress for


the wall boundary conditions in the LBM scheme. A slip algorithm [11], a


generalization of bounce-back and specular reflection process, is then used


for the boundary process.


The LBM scheme inherently captures acoustic waves, since they recover


the compressible, transient Navier-Stokes equations, including ideal gas equa-


tion of state. The scheme is solved on a grid composed of cubic volumetric
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This representation is valid for the case that the flow statistics are ho-


mogeneously distributed along the spatial dimension, stationary in time and


for an infinite observation period. For a flat plate the first criteria is fulfilled


when considering the spanwise direction, and with restriction to very short


separations, also for the streamwise direction. The cross-power spectral den-


sities are obtained using Welch’s method in combination with a 50% overlap


Hanning window.


By definition, the coherence length is related to the integral of coherence


function over the spatial separation �z and therefore reduces to a function


of frequency only:
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This relation can be used to obtain the coherence length. However, due to


convergence issues, first observed by Christophe [7] for his LES data with a


finite observation period, the coherence does not approach zero for very large


separations �z and therefore, the integral might be unbounded. Instead, in


this study a curve fitting approach based on an exponential function is applied
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The fit is performed for each discrete frequency and has shown to be a robust


alternative to Eq. 8.


3. Model set-up


To model and analyze a fully developed turbulent boundary layer, the


upper part of a 350 mm long, 32 mm wide flat plate is simulated. To en-


force direct transition at the leading edge, two type of strips are applied and
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The fit is performed for each discrete frequency and has shown to be a robust alternative to the 
integral solution. 
 
2.3. Governing acoustic equations 
Within the field of Computational Aero-Acoustics (CAA) a distinction is made between direct 
and hybrid methods. Direct CAA methods solve the full compressible flow equations for 
determining both the hydrodynamic and acoustic pressure fluctuations. The domain covers 
both the flow field and at least the source and near acoustic field. Due to the high 
computational cost originating from the large scale separation of hydrodynamic fluid and 
acoustic pressure fluctuations, a direct calculation is restricted to simple geometries and low 
and moderate Reynolds numbers. In a hybrid method the flow and acoustic field are calculated 
separately, so that the numerical method can be optimized for the physics to be solved. 
 
To efficiently predict the noise propagation at arbitrary locations, an integrated parallelized 
post-processing module is available in PowerFLOW that uses the acoustic analogy solver 
based on the theory of the Ffowcs Williams-Hawkings (FW-H) equation (Brès, Pérot and Freed 
2010). The solver is able to handle a motion of the noise generating solid geometry, either in a 
fluid at rest or in a uniform flow. The formulations are implemented in the time domain using a 
source-time dominant algorithm also referred to as an advanced time approach (Brès, Pérot 
and Freed 2010). The input to the FW-H solver is the time-dependent flow field on a surface 
mesh provided by the transient LBM simulations. This surface mesh is defined either as a solid 
surface corresponding to the physical body or as a permeable surface surrounding the solid 
body. For practical reasons, the present study uses the solid formulation, with pressure 
information recorded on the airfoil.  


3. Model set-up 
The model under consideration is the free transition DU96-W180 profile with a 600 mm chord at 
a Reynolds number of 1.5 x 106. 15% of the chord is modeled in spanwise direction to allow for 
a proper calculation of the spanwise coherence length. Three sub-models are considered, a 
clean model with no trailing edge add-on and two serrated trailing edge models of 5% and 15% 
of the chord respectively, with an width/length ratio of 0.5 under an angle of 0 degrees with 
respect to the chord whereas the total model (airfoil + serration) is positioned under an angle of 
6 degrees.  
 
The outer domain stretches 20 chord lengths in both directions, whereby the coarsest outer 
region holds an anechoic layer, to damp out the acoustical waves near the far field boundaries. 
At the inlet a velocity of 45 m/s is described, while the outlet is modeled by fixing the static 
pressure, while maintaining a free flow direction. The simulated Mach number is identical to the 
real Mach number, i.e. 0.13. The grid used in this study has 32 x 106 voxels, whereas 17 x 106 


voxels are fine equivalent voxels, with 8 different refinement regions located around the airfoil. 
A detail of the domain is given in Fig. 1. The finest voxels, around the trailing edge are cubes of 
size 3.52 x 10-4 m in order to correctly determine the near wake. The boundary layer is 
modeled using the inbuilt wall model, with the closest cell located around y+ = 50.  
 
The Courant-Friedrichs-Lewy (CFL) stability number is set to unity by the solver inherently, to 
ensure stable conditions. In physical time, the simulations are run for 0.25 s which yields 
around 18 flow passes. Statistical data is recorded at a frequency of 26kHz.  
 







 
Figure 1: Refinement regions around DU96 profile 


4. Fluid results 
The flow results are first analysed by taking a closer look at the flow around the DU96 profile. 
An instantaneous velocity field plot around the airfoil is shown in Fig. 2 for the clean case. 
Strong acceleration occurs over the suction side due to the camber of the profile and flow 
incidence. Further towards the trailing edge, the flow becomes turbulent and a turbulent 
boundary layer develops and convects further over the trailing edge. The adverse pressure 
gradient thickens the boundary layer up to the trailing edge. On the pressure side, the boundary 
layer remains very thin and laminar. This observation is illustrated by looking at the boundary 
layer profile in Fig. 3, scaled by local outer variables. Clearly, the pressure side (PS) remains 
laminar (with a shape factor of 2.3) while at the suction side (SS), a fully turbulent boundary 
layer is observed (shape factor equals 1.4).  
 


 
Figure 2: Instantaneous snap-shot of the velocity magnitude around the DU96 profile 


 
The mean pressure distribution, shown in Fig. 4 for the clean profile case shows close 
resemblance at the complete pressure side for all three references. References include data 
extracted from XFOIL (Drela 1989), experimental data from NREL (Devenport et al. 2008) and 
numerical data from a LES simulation based on the Navier-Stokes equations (Wolf et al. 2012). 
The favourable pressure gradient near the leading edge for the suction side is under predicted 
in the current simulation, likely due to relatively large distance of the first cell. Transition is 
modelled slightly different as can been seen from the plot. Near the trailing edge however, 
where the size of the first lattice is reduced, a perfect match between the simulation and 
numerical references is found. A further study will include a mesh resolution study, to look at 
these discrepancies more closely.  
 







  
Figure 3: Outer scaled mean velocity    Figure 4: Mean pressure distribution 


 
The bump around 0.4 x/c at the suction side of the profile in Fig. 4 suggests the transition from 
the laminar to the turbulent region. To closely look at the transition pattern, λ2 iso-surfaces, 
which is the second largest eigenvalue of the sum of the square of the symmetrical and anti-
symmetrical parts of the velocity gradient tensor, are plotted in Fig. 5. Initially, at the nose a 
fully stable laminar flow is present. Further downstream the suction side, Tolmien-Schlichting 
waves are formed, meaning that the critical Reynolds number has been exceeded and Kelvin 
Helmholtz instabilities are started. A very thin laminar recirculation bubble at 0.4 x/c triggers the 
transition to turbulence. The laminar separation attaches again at 0.45 x/c, and transition to the 
turbulent regime occurs. Within the turbulent boundary from Fig. 5, low-speed streaks (blue) 
and vortical structures (green to red) are qualitatively shown by means of hairpin packets, full 
hairpins, legs and cane vortices.  
 


 
Figure 5: λ2 (-750) iso-surface plot colored with velocity magnitude around the DU96 profile 
 
Previous results were concerning the clean model only. When attaching the serrations, the flow 
and pressure changes in the close vicinity of the serration. To qualitatively illustrate some of the 
changes, λ2 iso-surfaces near the trailing edge region are depicted in Fig. 6. For the clean 
profile, the laminar boundary layer on the pressure side generates small vortices at the bottom 
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of the wake because of the blunt trailing edge. They are destabilized due to mixture with the 
turbulent boundary layer from the suction side. In the serrated case, the flow is sucked through 
the teeth of the serrations from the pressure to the suction side. Over the serrations, close to 
the boundary, the turbulent structures are destructed and stretched out; no hairpins and hairpin 
legs are visible anymore whereas in the clean case, hairpin legs stay visible in the near wake. 
The serrated edges increase the thickness of the far wake, likely due to enhanced mixing.  


 
 


Figure 6: λ2 (-2500) iso-surface plot colored with velocity magnitude (20-40 ms-1): (top) clean 
case (middle) 5 % serrated case (bottom) 15 % serrated case 


 
The mean and rms streamwise and wall normal velocity of the wake for the different trailing 
edges is given in Fig. 7 and 8 respectively. Clearly from both mean plots, the maximum velocity 
deficit is reduced and the wake seems to be the thickened as mixing is enhanced by the 
serrations. Near wake turbulence intensity in streamwise and wall normal direction on the other 
hand is increased, especially near the 15 % serrations. This is another indication for a thicker 
profile for the serrated trailing edges, due to enhanced mixing in this direction.  
 







 
Figure 7: Mean streamwise velocity and fluctuations in the wake 


 


 
Figure 8: Mean wall-normal velocity and fluctuations in the wake 


 
As mentioned, the spanwise coherence is a key parameter for determining the effectiveness of 
acoustic radiation of the turbulent eddies diffracted over the trailing edge. Therefore, the 
spanwise suction side coherence at 99 % of the chord is determined and plotted for each 
model in Fig. 9 by means of a contour plot for each single frequency. Many larger coherent 
structures (low frequencies) appear to be present at serrated edges, whereas smaller 
structures (mid frequencies) are more pronounced in the clean model. This is due to the gap 
between the serrations, where the pressure side boundary flow is sucked through and larger 
vortical structures become present and the wake is thickened. Overall, the coherence length, 
depicted in Fig. 10, illustrates that the decay is in line with the empirical reference line (Corcos 
1964). 
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Figure 9: Contour plot of the coherence function   Figure 10: Coherence length plot  


 


5. Acoustic results 
The noise produced by the airfoil, the so-called airfoil self-noise is determined using the 
methodology prescribed in section 2.3. Wall pressure data is obtained from the flow simulation 
and used as source in the Ffowcs Williams and Hawkings analogy. The far field noise is 
recorded by 73 virtual microphones, all at a distance of two times the chord around the airfoil 
trailing edge. The Sound Pressure Level (SPL) of the probe directly above the trailing edge is 
given in Fig. 11, together with reference data from earlier mentioned studies. The slope, as well 
as the value of the line is in line with the experimental results of NREL (Devenport et al. 2008). 
A noise reduction due to the serrated edges is observed for St = 0.2 – 0.6 and for St = 0.6 – 2, 
corresponding to physical frequencies of approximately f = 250 – 750 Hz and 750 – 3000 Hz 
respectively. A maximum noise reduction of 5 dBA is achieved by either of the serrated edges. 
Further studies must be conducted to detect differences between various serrated edges, since 
currently, no clear conclusions can be drawn.  
 


 
Figure 11: A-weighted Sound Pressure Level (SPL) at a distance of 2c above the trailing edge 


 
In is interesting to further look at the noise reduction in terms of directivity effects by making 
use of Fig. 12. Clearly, the overall spectrum shows a single lobe in the direction of the leading 
edge, indicating the non-compactness of the acoustic source in such a way that the turbulent 
trailing edge noise is radiated in upstream direction. When specifically looking at the frequency 
range where the noise suppression add-on was most effective, the lobe is reshaped and 
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multiple lobes are formed. The serrated cases show a significantly drop in acoustic pressure 
level.  


 
Figure 12: Directivity plot: (left) 250-10,000 Hz (middle) 400-1,000 Hz (right) 1,000-5,000 Hz  


 


6. Conclusions 
The use of the Lattice Boltzmann Method for fluid flow as well as the acoustic directivity around 
a clean and serrated DU96 wind turbine profile is investigated. Mean fluid flow parameters 
matches experimental and other previous studies. Turbulent structures and transition can be 
determined by the Lattice Boltzmann scheme and, in this study, are visualized by low-speed 
streaks and vortical structures by means of hairpin packets, full hairpins, legs and cane 
vortices. The serrated edges manipulate the flow in such a way, that the wake is thickened and 
turbulent structures are destructed. This phenomenon, which needs further attention in next 
studies, reduces the high frequency noise in the far field effectively up to 5 dBA. Non-compact 
behavior is observed by turbulent trailing edge noise convecting towards the leading edge in 
accordance with expectations. Further studies will focus on the inclusion of mesh resolution 
studies and relatively comparisons between different trailing edge add-ons. 
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Summary   


Residents living adjacent to wind farms are exposed to a combination of turbine noise and 
background noise with all its environmental and local constituents. As the amplitude modulation 
character in turbine sounds is thought to specifically contribute to the annoyance response 
listening tests were conducted in a controlled laboratory environment with the aim to find 
annoyance ratings as a response to modulated wind turbine sounds.  
The stimuli were 20 s noise samples systematically changing in LAeq level and estimated 
modulation depth. They were presented to 20 participants in random order. The participants 
rated the annoyance of the noise samples on an absolute scale and adjusted an unmodulated 
reference sound in volume to be equally annoying as the noise samples.  
In agreement with a previous study by Lee et al. (2011) annoyance rating trends are shown to 
increase significantly with sound level and not statistically significantly with modulation depth. A 
clear on-set of annoyance at a modulation depth threshold was not observed. The results are 
interpreted in the context of the study limitations and comparisons between the LAeq and LA90 
metric are drawn. 
The project was funded by RenewableUK. 
 


1. Introduction   


The presented work is part of the project “Wind Turbine Amplitude Modulation: Research to 
Improve Understanding as to its Cause & Effect”. The project comprised a total of six separate 
work packages most of which were concerned with the mechanism and categorisation of 
amplitude modulation sound from wind turbines. The results were obtained within Work 
Package WPB2: ‘Development of an AM Dose-Response Relationship’.  
 
The work was motivated by findings of Janssen et al. (2011) and others that WT noise is more 
annoying than other environmental noise at the same noise level. As a contributing factor 
sound characteristics have been suggested; in particular the amplitude modulated (AM) 
character as well as its irregular sound level variation.  
 
A previous study (Lee et al., 2011) investigated the affective response to synthesised WT 
sounds based on recordings with the aim of finding a dose-response relation between 
modulation and annoyance ratings. According to this study AM modulation depth increases 
annoyance ratings. However, annoyance scaled more strongly with overall sound level than AM 
strength. Given the small number of stimuli used results were not sufficiently consistent to 
derive a dose-response relation. The study showed that more research needs to be done to 
understand average affective response to broadband sounds with AM characteristics. 
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This is one reason noise regulations on AM are still the exception. A limited number of 
countries and provinces such as New Zealand, Victoria, AU and New South Wales, AU have 
special AM conditions in their standards (NZS 6808:2010). The cited standard concedes that 
“No appropriate objective test for amplitude modulation has been standardised.”  
 
A second reason for this is the uncertainty of the prevalence of AM at typical receiver locations.  
Moorhouse et al. (2007) made an early attempt of estimating prevalence in the United Kingdom 
through investigating the number of complaints. However, because of the difficulty to identify 
AM, the number of complaints is not directly comparable to the prevalence of occurrence and 
the number of complainants was quite low a large uncertainty remained. 
 
Another difficulty relates to reliably and objectively distinguishing AM WT sound from 
background noise (e.g. Bass, 2011 and Bass, 2012). And even if separation is possible there 
are many ways to quantify the strength of modulation in different metrics based on various 
physical measures such as intensity and power or on perception measures such as loudness 
and fluctuation strength.  
 
Loudness is well established for steady sounds but first attempts of application to wind turbine 
stimuli have shown strong disagreement of loudness results from the German and American 
standard methods (King, 2012). Fluctuation strength as defined by Fastl & Zwicker has the 
advantage of being directly related to human perception but is somewhat cumbersome to 
calculate with software that is not readily available to most local authorities and noise 
consultants. In the policy context it is therefore useful to look at metrics that are widely used in 
environmental noise assessment, which is why this paper focuses on a very simple definition of 
modulation depth and categorises the signal strength in terms of LAeq and LA90. 
 
Following Lee et al. (2011) listening tests on synthesised stimuli are presented with the 
intention of investigating the affective response of listeners to modulated wind turbine sounds 
as a function of modulation depth and LAeq. The effect of using LAeq and L90 metrics on the 
interpretation of annoyance response was also explored.  
 


2. Study design 


2.1 Stimuli 
 
A typical schematic of a sound comprising of steady amplitude modulation (blue) and 
background noise (black) is shown in Fig. 1. It can be seen how modulation is masked with 
increasing background noise levels.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1 – Schematic representation of AM sound. 
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The Modulation Depth (MD) used in this study is therefore defined as the difference between 
the mean peak level and the mean trough level in the A-weighted RMS time series for any 
consecutive group of pulses over the length of the test stimulus and derived from 100 ms 
averages of LAeq according to Fig. 2. 
 
The MD value was mainly used for stimuli design purposes. The term ‘modulation depth’ has 
currently no accepted definition and the exact value depends on the protocol adopted for 
analysing the modulated signal.  This factor highlighted the central importance of relating any 
specific response to measured AM levels in a consistent way. 
 
As part of the broader project, more robust metrics were investigated and that results were 
considered against these metrics, but for simplicity the present paper presents all results as a 
function of the MD parameter determined as shown in Figure 2. 
 
The stimuli were created by overlaying a steady masking noise of typical wind turbine spectral 
characteristics with AM pulses to achieve a stimulus with a target LAeq and MD. The masking 
noise was designed as in von Hünerbein et al. (2010). In summary: 


 A typical spectrum was derived from 47 recordings in accordance with IEC 61400-11 
(2006) 


 Propagation effects were simulated using the NORD2000 propagation model (Plovsing & 
Kragh, 2006) 


 A random white noise of constant amplitude was filtered using the spectrum and the 
phase randomised to produce the unmodulated WTN sound 


 
Figure 2 – Measured time series for a typical stimulus containing a 12±0.25 dB(A) modulation depth with an LAeq 


of 40±0.15 dB(A). 


 
The AM pulses had a frequency and time characteristics as shown in Fig. 3, based on an 
asymmetric Gaussian profile, properties which were derived from different AM recordings. 
These pulses were overlaid on the un-modulated steady masking noise to create the 
modulated sound (see Figure 2 for example). 
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Figure 3 – AM  stimulus properties a) frequency envelope with peak at 350 Hz, and bandwidth of 400 Hz. b) time 


envelope with a rise time of 70% and a drop time of 30%. 


 
The different modulation parameters are tabulated in Tab.1. The modulation depth of 12 dB(A) 
was assumed to be beyond the maximum that would commonly be observed in realistic 
scenarios. The small increments between 2 and 6 dB(A) were chosen to possibly observe an 
onset of perceptibility. The LAeq ranged from 25 - 45 dB(A). The lower limit was assumed to be 
the onset of perceptibility in most background noise scenarios. The maximum LAeq was selected 
as a typical upper limit of acceptability. Values in bold denote stimuli that were rated by all 
participants, whereas values in normal font were stimuli that were rated for validation purposes 
by a subset of participants.  
  


 
Key parameters (main test in bold) 


Modulation depth MD, 
dB(A) 


8 different values 0, 2, 3, 4, 5, 6, 9, 12 


Sound level of total 
stimulus LAeq dB(A) 


3 values plus 
2 for validation 


30, 35, 40 
25 and 45 


 
Table 1 – Stimuli design parameters 


2.2 Test setting  


 
To reproduce wind turbine sound as accurately as possible the tests were conducted in the 
listening room whose setup, sound reproduction and sound quality control procedures can be 
found in von Hünerbein et al. (2011) and von Hünerbein et al. (2010). 
 


The test results presented here stem from the sliding scale ratings which participants adjusted 
as shown in the top half of the Graphical User Interface (GUI) in Figure 4. Results from 
comparative tests will be presented elsewhere. 
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Figure 4 – Graphical user interface to measure equal annoyance and annoyance on a sliding scale. 
 
2.3 Participants 
20 listeners, 8 female and 12 male of normal hearing participated in the tests. The age 
distribution is centred between 20 and 30 with 6 participants in their mid-thirties and beyond. 







                                                                            


 


3.0  Results 


Using the 11 point scale for absolute annoyance ratings in the final listening tests allowed 
plotting the annoyance ratings as a function of LAeq in groups of MD (Figure 5a). 


 


 


Figure 5 – Mean annoyance rating of AM test stimuli as a function of modulation depth and L90 b) in comparison 
to ratings as a function of LAeq.a). Solid lines are results from final test, dotted lines from the validation tests with 
reduced participant numbers. The legend specifies MD, error bars denote 95% confidence intervals. See data in 
Table 1. 
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This presentation is in a similar form to published results by Lee et al. (2011). Figure 5a shows 
that mean annoyance ratings consistently increase with the LAeq of the AM stimuli. Un-
modulated stimuli were clearly rated as less annoying than modulated stimuli. A systematic 
increase with modulation depth is also apparent although some of the ratings overlap especially 
at higher LAeq values. This can be explained by results from Legarth (2007) who found that it 
was difficult for listeners to correctly identify the change in modulation depth in a signal. 
Therefore when perception of these changes is difficult it is not surprising that annoyance 
ratings show similar inconsistency. The error bars denote 95% confidence intervals (CI). They 
are smaller than one point on the annoyance rating scale for low LAeq and low MD. At high LAeq 
and MD the error bars span up to 2.2 points (25%) of the rating scale which is a large value but 
not unexpected for an attitudinal parameter like annoyance. The statistical significance of the 
result in the presence of large error bars is further discussed in the context of Figure . 
 
A similar study (Lee et al., 2011) showed results with similar general features like the strong 
increase in annoyance ratings with LAeq and less pronounced and sometimes overlapping 
ratings with increasing modulation factor.  
Because Lee et al. used a different metric for modulation depth their results cannot be directly 
compared. Lee et al. used the standard 11 point scale according to ISO15666 (2003). They 
found minimum annoyance ratings of 1.5/2.5 and maximum annoyance ratings around 7/8 for 
two different tests, respectively. The minimum values in the current study are lower because 
stimuli with lower LAeq values were included. The maximum values are similar to results in 
Figure 5 which is surprising because Lee et al. included LAeq values of up to 55 dB(A) in 
comparison to the 45 dB(A) used in the current study. This can possibly be explained by the 
descriptors used for the maximum annoyance rating was "very annoyed" in the current study 
and "extremely annoyed" for the study by Lee et al. 
 
Figure 5a) shows sound levels as LAeq values. Another common measure is LA90. In Figure 5b) 
the same annoyance ratings have been plotted as a function of the respective LA90 equivalents. 
The increase in annoyance ratings with increasing MD is clearly visible in both representations. 


The difference between the two measures only becomes significant at MD  9 dB(A) when LA90 
suggests that the contribution of AM to annoyance might be larger than suggested by the LAeq 
measure. This is because LA90 is lower by up to 7 dB(A) at MD = 12 dB(A). It should be noted 
though that MD has rarely been observed to exceed 10 dB(A). 
 
Figure 6 shows the mean annoyance ratings as a function of modulation depth with isolines of 
LAeq to bring out any MD related trends more clearly. Like in Figure 5 it can be seen that LAeq 
levels clearly change the average annoyance ratings and at the lowest LAeq the stimuli are the 
least annoying. In comparison modulation depth increased the mean ratings only slightly which 
given the large error bars is statistically insignificant. A clear onset of annoyance with 
modulation depth is not apparent from the Figure. 95% CI are large as expected for an 
attitudinal parameter like annoyance.  
 
To assess the significance of increased annoyance ratings, statistical analysis using a GLM 
ANOVA has been performed using SPSS™. The results suggest that LAeq increases 
annoyance significantly whereas the modulation depth does not with current numbers of 
participants. Given the consistent increase of annoyance ratings with MD it seems likely that a 
small but significant effect would be found with a larger number of participants. Beyond 6 dB(A) 
the curves seem to flatten off for LAeq of 25, 30 and 35 dB(A). A similar decrease albeit with 
much less data has been observed Vos et al. (2010) for low frequency AM broadband noise.  
 







 
 


Figure 6 – Absolute annoyance ratings of AM stimuli as a function of modulation depth. Solid lines are results from 
final test, dotted lines from the validation tests with reduced participant numbers. The legend specifies the LAeq of 
the test stimuli in dB(A). See data in Table 1. 


 


4.0 Conclusions 


Listening tests have been conducted with the aim to find annoyance ratings as a response to 
modulated wind turbine sounds. The test stimuli were grouped by estimated modulation depth 
and LAeq. The term ‘modulation depth’ has currently no accepted definition and the exact value 
would depend on the adopted metric. LAeq was then replaced LA90 to find whether the 
interpretation of annoyance ratings would change.  
 
Sound pressure level was shown to dominate the annoyance response. In contrast the 
increase in modulation depth did show small but not statistically significant increase in 
annoyance ratings. The comparison between LAeq and LA90 measures was not designed to 
evaluate best correlation with human response. However, it was seen that significant 
differences between the measures would only occur at the very highest naturally occurring 
modulation depths. The full project report is available under Cand (2013). 
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Summary 


Assessing wind farm noise commonly requires measuring noise levels in windy 
environments. Several sets of ambient noise level measurements have recently been 
carried out using pairs of sound level meters installed at two rural locations, each pair 
with a different wind shield arrangement.  Results have been reviewed in conjunction 
with local meteorological data to better understand the influence that the two different 
wind shield arrangements have on measured sound levels.  Factors considered 
include the potential reduction in measured sound levels due to the insertion loss of 
the shields and the mitigation of wind induced noise across the microphone 
diaphragm.  The results are discussed in the context of topical publications about 
wind shield requirements, including comments from the UK Institute of Acoustics’ 
document A Good Practice Guide to the Application of ETSU-R-97 for the 
Assessment and Rating of Wind Turbine Noise in May 2013. 
 
The following definitions are used within this paper: 


 Primary wind shields: this refers to the standard proprietary wind shields provided 
by the manufacturer of the sound level meters utilised for the study 


 Secondary wind shield: this refers to the complete wind shield system which 
comprises the primary wind shield, the outer layer of foam around the primary 
shield and the void created between the primary wind shield and outer layer. 


1. Introduction 


Turbulent air movement across the microphone diaphragm of a sound level meter 
can result in extraneous acoustic signals when attempting to measure environmental 
noise levels in windy conditions. At increased air flow speeds and turbulence, the 
resulting wind-induced microphone noise may significantly influence, or ultimately 
corrupt, a noise measurement.  
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General measurement guidance documents often refer to a wind speed of 5 m/s as 
an upper wind speed for conducting outdoor measurements with standard wind 
shields (1) (2). In recognition of the higher range of wind speeds relevant to wind 
farm noise assessment, a number of publications recommend enlarged or enhanced 
primary wind shields or use of secondary wind shields to reduce the potential 
influence of wind-induced noise (2)(3)(4).  
 
A widely cited publication is the ETSU document Noise Measurements in Windy 
Conditions (5) (the 1996 ETSU report) which provides details of prototype wind 
shields which were shown to provide significant reductions in wind-induced noise. 
Further, secondary wind shields which comprise a dual layer system were shown to 
provide the best performance in field measurements at an exposed windy site. More 
recently, the UK Institute of Acoustics’ (IOA) Supplementary Guidance Note 1: Data 
Collection (2) (the IOA guidance) to the document A Good Practice Guide to the 
Application of ETSU-R-97 for the Assessment and Rating of Wind Turbine Noise (the 
IOA GPG) (6) provides a comprehensive discussion of a range of considerations 
related to wind shields. The IOA guidance refers to the need for further research to 
inform the design and selection of enhanced wind shield systems but, on the basis of 
current knowledge, promotes a recommended approach summarised as follows: 
 


 Standard wind shields with a diameter typically less than 100 mm should not be 
used unless the measurement location is sheltered and there is evidence that wind 
speeds at the microphone do not exceed 5 m/s during the survey; and 


 Enhanced wind shield arrangements that provide a significant reduction in wind-
induced noise should be used for wind farm related measurements. Until more 
detailed guidance becomes available, the recommendations of the 1996 ETSU 
report on wind shield designs should be followed where possible. 


 
In addition, the IOA guidance also notes the following: 


 Evidence should be available to demonstrate that the wind shield insertion loss 
does not exceed +/-1 dB for the octave band frequencies 63 to 4000 Hz inclusive; 


 Measurements of wind-induced noise based on laboratory based procedures (e.g. 
wind tunnels or rotating booms) may provide a means of ranking the relative 
effectiveness of different wind shield configurations. However, such data cannot 
be considered representative of the wind-induced noise that will occur in practice, 
due to the variable effects of turbulence in real world conditions; and 


 Site specific variations in wind speed and turbulence at the microphone in any 
given 10 minute period mean that the relationship between 10 minute average 
wind speeds and the effect on LA90 wind-induced noise levels will not be fixed. 


 
Accounting for the above considerations, a secondary shield arrangement offers the 
benefit of an enlarged shielded volume around the microphone, with less material 
around the microphone than an enlarged single shield design meaning it is less likely 
to affect the frequency response of the measurement system. 
 
While the potential advantages of enhanced wind shield arrangements for wind farm 
related noise measurements are clear, information about the effect of the increased 
insertion loss, and the reduction in wind-induced noise, is generally limited.   







2. Study Overview 


The two key areas of investigation in this paper are: 


 The insertion loss of the secondary wind shields; and 


 The reduction in wind-induced noise provided by secondary wind shields. 
 
The following provides a brief overview of the method of investigation. 
 
The initial stage of the investigation involved a set of secondary wind shield insertion 
loss measurements in controlled conditions.  
 
The next stage of investigation involved field studies of a secondary wind shield 
system at two rural sites. The sites were primarily chosen on the basis that there was 
an opportunity to measure with a secondary wind shield (rather than for pre-
determined geographical, meteorological or acoustic reasons). Simultaneous wind 
speed measurements in the vicinity of the sound level meters at the height of the 
microphones were also available at both sites. 
 
The results of the field measurements were then analysed to: 


 Quantify the difference between measured noise levels fitted with a secondary 
wind shield, with and without the application of an adjustment for the relative 
insertion loss. The objective of this analysis was to determine if the difference was 
sufficient or not to warrant the adjustment of measured noise levels when using a 
system fitted with a secondary wind shield system for practical noise assessment 
purposes; and 


 Compare the difference in measured noise levels obtained from systems fitted with 
a primary and secondary wind shields in order to establish if the secondary wind 
shield provided a measurable reduction wind-induced noise.  


 
In general, the investigation was primarily concerned with the LA90,10min measurement 
parameter that is commonly used for wind farm noise assessments. However, 
additional consideration is also given to measured equivalent and C-weighted noise 
levels. 


3. Insertion Loss 


This section presents findings related to the insertion loss of the secondary wind 
shield system. The specific subjects presented in this section are: 


 Details of the measurement instrumentation and test wind shield arrangements 
(both standard proprietary and secondary wind shield arrangements); 


 A description of the method and results of the insertion loss measurements; and 


 Analysis of the implications of the measured insertion loss data by comparing 
measured noise levels with and without adjustment for insertion loss. 


3.1 Wind shields 


Two different Class 1 measurement systems have been considered: a 01dB DUO 
and a 01dB Cube.  Details of the primary and secondary wind shield arrangements 
for each system are detailed below.  The secondary wind shields for the study were 
designed by Hoare Lea Acoustics, accounting for the advice detailed in the 1996 
ETSU report. 
 







 


Proprietary 
01dB DUO 
primary shield. 


Encloses the 
microphone 
capsule with 
an effective 
diameter of 60 
mm  


 


 


Proprietary 01dB 
DUO primary 
shield 
(the grey shield) 


Encloses the 
entire DUO unit 
and forms an 
effective shield 
diameter of 60mm 
around the 
microphone 
capsule. 


 


 


 


Proprietary 01dB 
Cube primary 
shield, on a DMK 
weatherproof 
outdoor 
microphone unit.   


Shield encloses 
the microphone 
capsule with an 
effective diameter 
of 60 mm This 
wind shield type is 
the same as DUO 
proprietary wind 
shield (P1) 


DUO primary wind shield (P1)  DUO integral primary wind shield (P2)  Cube primary wind shield (P3) 


 


 


     


The secondary used with the DUO 
shield comprises the factory supplied 
primary wind shield (P1) in conjunction 
with an custom outer foam layer.  


 


The outer foam layer of the secondary 
wind shield system has an external 
diameter of 175 mm and comprises 
25 mm thick foam with porosity of 
nominally 45 pores per inch 
(approximately 18 pores per 10 mm).  


 


The inner face of the outer layer is 
separated from P1 by a minimum of 
approximately 30 mm. 
 


DUO with secondary wind shield system (S1)  


 


 


  


The secondary shield used with the 
Cube comprises the factory supplied 
standard proprietary wind shield (P1) in 
conjunction with an custom outer foam 
layer, similar to the DUO secondary 
wind shield system (S1).   


 


The base section of the secondary 
shield is modified to match the diameter 
of the DMK microphone holder rather 
than the diameter of the DUO case.  


Cube with secondary wind shield system (S2)  







3.2 Insertion loss measurements 


3.2.1 Methodology 


Measurements of insertion loss have been carried out in general accordance with the 
method detailed in Annex E of IEC 61400-11:2012 (7) for both of the DUO and Cube 
measurements systems.  The IEC 61400-11 method requires that the insertion loss 
be measured using a loudspeaker generating a pink noise signal.  Measurements of 
the sound level were repeated with and without the secondary wind shield installed 
on the sound level meter for a range of separation distances between the speaker 
and the meter.  The measurements also included a control microphone, which was 
placed alongside the test microphone, and was fitted with a primary wind shield 
throughout the test. 
 
The tests were carried out indoors, in a medium sized car park (~6000 m3).  The 
sound level meters were mounted on tri-pods with the microphone approximately 
1.5 m above ground level (AGL), consistent with the microphone installation 
arrangement commonly used for far-field wind farm noise monitoring.  This is a 
deviation from the IEC 61400-11 test method which refers to the microphone being 
mounted on a ground board.  Additional noteworthy aspects for each insertion loss 
test are detailed in Table 1. 


Table 1: Details of insertion loss testing 


 DUO measurement system Cube measurement system 


Test system DUO with secondary wind shield system (S1) Cube with secondary wind shield system (S2)  


Control 
system 


DUO integral primary wind shield (P2) Cube primary wind shield (P3) 


Sound levels One-third octave band Leq One-third octave band Leq 


Comments The measurements provide a relative insertion 
loss between the DUO with secondary wind 


shield system and the Standard DUO integral 
proprietary wind shield 


The measurements provide a relative insertion 
loss between the Cube with secondary wind 


shield system and the Standard Cube proprietary 
wind shield 


 


  


 







The instruments used for this study apply an adjustment for wind shield insertion loss 
and, as a result, it is the relative insertion loss of the secondary system that is the key 
concern in this study. Specifically, the 01dB DUO and Cube instruments used for this 
study apply insertion loss adjustments for the manufacturer’s primary wind shield 
systems, and these insertion loss values are applied within the instrument on a 
frequency band basis. The instruments do not provide the facility to enter alternative 
insertion loss values on a frequency band basis. Further, the insertion loss 
adjustment within each meter is incorporated as part of a total spectrum adjustment 
which also accounts for the influence of the proprietary microphone cone and 
measurement reference direction (i.e. 0° or 90° microphone orientation). The 
instrument manufacturers specify that one of the proprietary primary shields must be 
used, and that the overall measurement system conforms to IEC 61672-1:2002 (8) 
Class 1 requirements. Accordingly, it is the additional insertion loss of the secondary 
system, relative to the insertion loss that is already accounted for in the instrument 
for the manufacturer’s primary systems, which has been investigated.   
It is noted that the IOA GPG refers to total insertion loss values for a complete wind 
shield system, and does not refer to any requirement to adjust the measured noise 
levels for the insertion loss of the wind shield system.  


3.2.2 Measured Insertion Loss 


The measured relative insertion loss values for each system are presented in 
Figure 1 below. The relative insertion loss values are presented in octave bands from 
63 Hz to 4000 Hz as defined in the IOA GPG, and the figure also presents the +/-1dB 
insertion loss performance band noted in the IOA GPG. In subsequent investigations 
of the effect of the insertion loss, the one-third octave band insertion loss values are 
used to correct for the influence of the secondary wind shield systems. 


 
Figure 1: Insertion loss of secondary wind shield relative to primary shield 
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As the control systems for the two test arrangements are not the same, the 
measured, relative insertion loss values are not directly comparable.  Nonetheless, it 
can be observed that the effects on each measurement system of incorporating a 
secondary wind shield are broadly equivalent.   
 
The design of the secondary wind shields accounts for the recommendations of the 
1996 ETSU report. In general, the measurements show that the design resulted in 
very minor relative insertion loss values, well below +/-0.5 dB at frequencies up to 
and including 1000 Hz. The results do however demonstrate a relative octave band 
insertion loss between -1.0 dB and -1.5 dB at the 2000 Hz octave band. In the 
context of the wide range of variations typically observed in environmental sound 
fields, this additional insertion loss at the 2000 Hz octave band is relatively minor; 
particularly given that the environmental sounds relevant to wind farm noise 
assessment are not usually dominated by sounds in this frequency range. However, 
further consideration is given to this effect in the subsequent section which quantifies 
the effect of insertion loss on actual field measurements. 


3.3 Effect of insertion loss effect on measured sound levels 


The implications of the measured insertion loss values presented in Section 3.2 are 
quantified in this section by comparing field measured noise levels with and without 
the application of insertion loss adjustments. 


3.3.1 Insertion loss adjustment procedure 


The data presented in Figure 1 in Section 3.2 demonstrates that the insertion loss 
performance of the secondary shields is frequency dependent.  Therefore the effect 
that the secondary shield insertion losses can have on measured sound levels will 
vary depending on the frequency components of the measured sound.  
 
Accordingly, any attempt to adjust measured noise levels using broad-band 
corrections may under or over compensate for the insertion loss of the wind shields. 
For example, while the greatest relative insertion loss in Figure 1 is approximately 
2 dB at 16 kHz, subtracting 2 dB from the total measured noise levels would 
generally not be appropriate in most instances as the types of environmental sound 
fields encountered in practice are not usually dominated by such high frequencies. 
Although such an approach may be considered cautious for measuring pre-
construction background noise levels (where insect noise at this frequency may be 
plausible and lower measured levels result in a more conservative assessment), the 
approach would underestimate measurements of operational wind turbine noise 
which is generally dominated by frequencies below 1000 Hz. 
 
Concurrently, the application of frequency band adjustments to measured noise 
levels is problematic for the statistical noise parameters which are frequently used for 
both pre-construction background and compliance measurements at wind farm sites. 
Specifically, the total measured L90 noise level does not represent a sum of the 
octave or one-third octave band statistical noise levels. Accordingly, application of 
frequency band insertion loss values to measured frequency band statistical noise 
levels, and then summing the bands to estimate a total adjusted statistical noise 
level, would result in an additional and unquantified source of variation in the 
measurement result. 
 







The above complications can be overcome by measuring noise levels in much 
shorter intervals than required for practical assessment purposes, and adopting a 
process that is similar to the internal adjustments applied within the sound level 
meter for the manufacturer’s primary wind shield system. The approach, as adopted 
for this investigation, is summarised as follows: 


 Measure total and linear one-third octave band equivalent sound levels in 
contiguous 1 second intervals; 


 Apply the one-third octave band insertion loss values to each one second interval; 


 Apply frequency weightings to each one-third octave band; 


 Recalculate the total sound level for each 1 second period by summing the 
adjusted one-third octave band sound levels; and 


 Calculate the 10 minute L90 level from the adjusted sets of 1 second equivalent 
noise levels. 


 
This approach to the derivation of statistical noise levels using equivalent noise levels 
is consistent with the provisions of Section 8.4.4 of ISO 1996-2:2007 (9). The 
alternative procedure referred to ISO 1996-2:2007 may apply in jurisdictions where a 
Fast time-weighting is specified for the measurement of statistical noise levels. 
However the approach based on 1 second equivalent noise levels has been 
consistently applied throughout this study to all measurement data from all 
measurement systems, including insertion loss measurements, to enable meaningful 
comparisons to be made.  


3.3.2 Measurement sites 


Two sets of ambient noise level measurements have recently been carried out using 
pairs of sound level meters installed at two rural locations as detailed in Table 2. 


Table 2: Details of field measurement sites 


Site Description 


Measurement systems 


A B Weather 


1 A semi-rural location.  The landscape was 
generally flat with a moderate gradient.  


Vegetation primarily comprises farm land, 
with intermittent clusters and trees and 


shrubs.  There are approximately 6 
dwellings within 500 m and a rural access 


road to the west.  


 


Standard DUO 
integral primary 
wind shield (P2) 


DUO with 
secondary wind 
shield system 


(S1) 


Local wind speed, 
wind direction and rain 


data were collected 
from a Vaisala 


WXT520 weather 
station installed 


approximately 75 m 
from the two, side by 


side sound 
measurement 


systems.   


2 An operating wind farm in a rural, coastal 
location.  Approximately 8 turbines are 
located within 1200 m of the monitoring 


location and wind turbine sound is a 
dominate component of the noise 


environment.  The landscape is moderately 
hilly, vegetation primarily comprises farm 


land. 
 


This site can be considered as windy 
compared with Site 1. 


Standard DUO 
integral 


proprietary wind 
shield (P2) 


DUO with 
secondary wind 
shield system 


(S1) 


Local wind speed, 
wind direction and rain 


data was collected 
from a Vaisala 


WXT520 weather 
station installed 


beside the sound 
measurement 


systems at a distance 
of approximately 


1.5 m.   







At each site, Measurement System A and B were installed approximately 1 m to 2 m 
apart with each microphone located approximately 1.5 m AGL. Local weather 
conditions were also measured at 1.5 m AGL. The Vaisala WXT520 weather stations 
do not utilise cup anemometers, tipping buckets or other moving parts which can 
generate noise in the vicinity of the sound measurement system. 
 
The data from Measurement System A (primary wind shields) at each site was not 
referenced as part of the investigation of insertion loss; this data was captured for the 
purpose of assessing wind induced noise considerations, as presented in Section 4 
of this paper. 


3.3.3 Results 


Data from Measurement system B at each site has been analysed to estimate the 
influence of the insertion loss of the secondary wind shield on measured sound 
levels.  Specifically, for each set of data LA90,10min sound levels have been calculated 
from two (2) data sets: 


 1 second Leq one-third octave band sound level data (Unadjusted) 


 1 second Leq one-third octave band sound level data corrected for insertion loss 
using the measured relative insertion loss data detailed in the above section 
(Adjusted). 


 
Comparing these two (2) sets of LA90,10min  data provides an estimate of the influence 
of insertion loss on measured levels. Results are presented in Figure 2 and Figure 3 
below which show the difference in sound level between the unadjusted and adjusted 
data sets. 


 


Figure 2: Site 1 - sound level difference for Measurement System B with a 
secondary wind shield installed, with and without adjustment for insertion loss 
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Figure 3: Site 2 - sound level difference for Measurement System B with a 
secondary wind shield installed, with and without adjustment for insertion loss  
 
For Site 1, the effect of insertion loss results in noise levels approximately 0.5 dB 
lower on average. Noise conditions at the site were generally consistent with a rural 
area characterised by occasional distant intermittent traffic and wind disturbed 
vegetation. However, a high voltage overhead power line passes near to the area 
and was observed to generate electrical noise at a range of frequencies above 
1000 Hz. These higher frequencies coincide with the frequency range of the 
secondary wind shield system that exhibits greater insertion loss values (i.e. 2000 Hz 
octave band). This effect is likely to have been a key contributing factor to the 
observed difference between unadjusted and adjusted noise levels. 
 
For Site 2, the effects of insertion loss are less pronounced with an average sound 
level difference of around 0 dB.  This may be a result of the sound environment at the 
Site 2 monitoring location being dominated by turbine sound.  Specifically, the 
monitoring location is 200 m to 400 m from multiple turbines for which mid and low 
frequency components of the turbine sound are likely to be more prevalent.  As the 
measured relative insertion loss values in the mid to low frequency region are very 
small, so too would be the expected effects of insertion loss on measured sound 
levels.  
 
An important aspect of this analysis is that insertion loss corrections have been 
applied directly to measured levels, implying that the sound levels recorded by the 
measurement systems are representative of the incident sound field.  In other words, 
it is assumed that there are no significant effects of wind-induced noise on the 
microphone.  At the higher wind speeds where this assumption is not valid, the 
calculated sound level differences are likely to be less reliable.   
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3.4 Discussion 


The following key points are noted from the study of insertion loss: 


 The relative insertion loss of the secondary wind shield system is negligible at the 
low and mid frequencies that are most relevant to the measurement of operational 
wind turbine noise. 


 The relative insertion loss of the secondary wind shield system may result in a 
greater reduction in measured background noise levels in situations where higher 
frequency sounds represent a greater component of the background noise 
environment. These reductions in measured noise levels are however marginal 
and, in the context of wind farm assessments, a marginally lower pre-construction 
background noise measurement will generally represent a cautious approach. 


 The procedure for post-processing statistical measurement parameters in order to 
adjust for frequency band insertion losses is onerous and impractical as a general 
measure for routine wind farm studies – particularly in jurisdictions where 
statistical parameters must be derived using a Fast time weighting. 


 Subsequent sections demonstrate significant benefits of secondary wind shields 
for the control of wind induced noise. In contrast, the measurement variation 
related to insertion loss could be considered negligible in comparison, for the study 
sites investigated. 


4. Effect of wind-induced noise 


This section presents the findings of the study related to the effectiveness of the 
secondary wind shield system for reducing wind-induced noise at the microphone. 


4.1 Variation in sound levels 


The investigation of wind induced noise was based on comparison of sound levels 
measured by Measurement systems A and B (as detailed in Section 3) in different 
wind conditions.  
 
In addition to wind-induced noise related effects, variations in sound levels measured 
by the two separate measurement systems at each will occur as a result of: 


 Minor inherent variations between systems within the tolerances defined for 
Class 1 instrumentation;   


 Slight differences in the sound field incident on each microphone; and 


 Minor differences in insertion loss of the primary and secondary wind shields. 


To provide the best opportunity of evaluating the difference solely related to wind 
induced noise, it is necessary to adjust the measurements, where practical, for the 
estimated effect of the above sources of variation.  
 
Accordingly, while the discussion presented in Section 3 demonstrated that insertion 
loss adjustments for secondary wind shield systems are not considered to be 
warranted for practical noise assessment purposes, all subsequent analysis of 
Measurement System B results presented in this section have been adjusted for 
insertion loss in the same manner described in the preceding section. 
 
  







To determine an estimated offset adjustment for the sources of variation related to 
Class 1 systems and incident sound field variations, the measurement data from the 
two measurement systems has been compared at low wind speeds to identify any 
systematic differences. The analysis considers data where average local wind 
speeds are ≤ 1.1 m/s and maximum local wind speeds during each measurement 
interval are ≤ 2.1 m/s. These values were chosen according to the availability of data 
at comparatively low wind conditions where it is considered that the potential 
influence of wind-induced noise on the microphones is negligible. The results are 
presented in Figure 4 and Figure 5 below. Each chart shows the scatter of sound 
level difference values as a function of wind speed.   
 
At these low wind speeds, the figures show that there is no apparent correlation 
between wind speed and sound level, consistent with the expectation that wind 
induced noise on the microphone is not significant.  The light red band on each chart 
shows the mean sound level difference (for all wind speeds) ± one standard 
deviation.   
 
Figure 4 shows that the average offset value between Measurement System A and B 
at Site 1 is approximately 0 dB.  In other words, there is little systematic difference 
between the two measurement systems at Site 1.  Figure 5 shows that at Site 2 the 
average difference is approximately 1.2 dB.  These values have been subsequently 
applied as estimated offsets in the analysis of measured differences at higher wind 
speeds. 


 


Figure 4: Site 1 - sound level difference between Measurement Systems A and 
B (relative insertion loss adjusted) at low wind speeds  
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Figure 5: Site 2 – sound level difference between Measurement Systems A 
and B (relative insertion loss adjusted) at low wind 


4.2 Comparison of measured sound levels at Site 1 


Sound levels measured by Measurement Systems A and B at Site 1 have been 
compared to estimate the influence of wind induced noise.  Specifically, the following 
data has been compared: 


 LA90,10 min sound levels from Measurement System A 


 LA90,10 min sound levels from Measurement System B adjusted for the insertion loss 
of the secondary wind shields (on a 1 second Leq basis), with an offset1 applied 


arithmetically to each 10min sound level as an estimate of the potential systematic 
variation between measurements systems.  


The results of this comparison are shown in Figure 6 and Figure 7 below.   


Figure 6 shows that the measured sound levels from each system are generally 
similar for the range of encountered sound levels (35-50 dB) and wind speeds 
(0-6 m/s).   
 
Consistent with this trend, Figure 7 presents the difference in sound levels as a 
function of wind speed and indicates that at this measurement site, the average 
sound level difference is approximately zero. 
 
 


                                            
1
 In the case of Site 1, the offset was estimated to be approximately 0 dB and therefore the 


adjustments were negligible. 
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Figure 6: Site 1 – comparison of measured sound levels for Measurement 
Systems A and B (with relative insertion loss adjustment), all available local 
wind speeds 
 


 


Figure 7: Site 1 - sound level difference between Measurement Systems A and 
B (with relative insertion loss adjustment) vs all available local wind speeds  
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The observed variation in differences may potentially be partly attributable to 
differences in the level of wind-induced noise at the microphones. However, at these 
relatively low wind speeds, it is considered more likely that the variation is attributable 
to other sources, thus indicating the limitations of applying average systematic offsets 
to the data to correct for differences in the levels measured by System A compared 
with System B. 
 
While the comparison does not directly quantify the relative benefits of a secondary 
wind shield system for the control of wind-induced noise at the microphone, the 
results are consistent with general guidance that primary wind shields are likely to be 
acceptable for measurements at wind speeds (at microphone height) up to 5 m/s. 
Owing to the low range of available wind speeds at Site 1, no further analysis of this 
data was undertaken. 


4.3 Comparison of measured sound levels at Site 2 – A-weighted L90 Levels 


The same comparison of measured levels has been carried out for the data collected 
from Site 2.  Results are presented in Figure 8 and Figure 9. 


 


 


Figure 8: Site 2 - comparison of measured sound levels for Measurement 
Systems A and B (with relative insertion loss adjustment), all available local 
wind speeds 
 
Figure 8 shows the difference in measured sound levels at Site 2 between the 
primary and secondary wind shields across a wide range of different noise levels (25-
65 dB) and wind speeds (0-12 m/s).  The influence of the nearby, pitch-controlled 
wind turbines is apparent in the data, with measured noise levels reaching a plateau 
of approximately 50 dB LA90,10min across the wind speed range (at the microphone) of 
approximately 4-8 m/s.  
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The figure shows that above approximately 8 m/s (local wind speed at 1.5 m height), 
the difference in measured noise level between the units becomes much more 
pronounced.  The unit with the secondary wind shield measured lower noise levels.  
This is expected to be due to the secondary shield providing improved mitigation of 
extraneous wind induced noise on the microphone. 


Between 9 and 10 m/s, the trend of the data from Measurement System B (which has 
the secondary wind shield system) also begins to progressively increase. This could 
indicate the onset of wind-induced noise at the microphone, but could equally 
indicate the increasing influence of the background noise environment (i.e. wind 
noise associated with disturbance of local vegetation). The source of this increase 
has not been investigated as part of this study. 


 


Figure 9: Site 2 - sound level difference between Measurement Systems A and 
B (with relative insertion loss adjustment) vs all available local wind speeds 
 


Figure 8 and Figure 9 suggest that, below 4-5m/s, it seems there is little difference 
between systems with primary or secondary wind shields.  As with Site 1, this finding 
is consistent with primary shields being adequate for measurements at wind speeds 
up to 5m/s at microphone heights.  With increasing wind speed, the results exhibit 
increasing differences between the two measurement systems. Consistent with the 
data illustrated in Figure 8, this appears to support the notion that the secondary wind 
shield is providing better control of wind-induced noise at the microphone.   However, 
these results cannot be taken as a direct measure of the effectiveness of the 
secondary wind shield system, as wind-induced noise for Measurement System B is 
unknown and the measured difference may be limited by the effects of increasing 
ambient noise levels with increasing wind speeds (i.e. the difference in wind-induced 
noise at each microphone is potentially masked by increased ambient noise levels). 
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4.4 Site 2 – Equivalent and C-weighted noise levels 


Equivalent and C-weighted noise levels are generally considered to be unsuitable 
parameters to measure in windy conditions, owing to the significantly increased 
potential for corruption of the measurements as a result of wind-induced noise at the 
microphone.  Notwithstanding this, the analysis presented in the preceding sections 
has been reproduced for A-weighted equivalent and C-weighted statistical noise 
levels; the results are presented in Figure 10 and 11 respectively below. 


 


Figure 10: LAeq,1min sound level difference between Measurement Systems A 
and B (with relative insertion loss adjustment) vs all available local wind 
speeds (Site 2)  
 
The results presented in Figure 10 illustrate a much greater difference between 
Measurement Systems A and B for equivalent noise levels than was exhibited for 
statistical noise levels. Notwithstanding the greater relative benefit of the secondary 
shield system, LAeq based measurements carry a greater risk of wind-induced noise 
influences associated with brief wind gusts and therefore the secondary wind shield 
system cannot be assumed to be reliable for the measurement of equivalent noise 
levels in high wind conditions. 
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Figure 11: LC90,10min sound level difference between Measurement Systems A 
and B (with relative insertion loss adjustment) vs all available local wind 
speeds (Site 2) 
 


Consistent with the equivalent noise level results, the C-weighted differences 
presented in Figure 11 again illustrate larger differences between Measurement 
System A and B relative to A-weighted statistical noise levels (cf, Figure 9). This is 
considered to be a result of the increased influence of air turbulence at lower 
frequencies, and the increased sensitivity of C-weighted noise levels to low 
frequency noise.  The differences between the two systems are noted to be 
significant even at wind speeds below 5m/s local wind speed (at 1.5m above ground 
level).  
 
These results demonstrate that the secondary wind shield system provides 
significantly better protection from lower frequency wind-induced noise at the 
microphone. This result is consistent with the 1996 ETSU report. However, as with 
equivalent noise levels measurements, C-weighted measurements carry a greater 
risk of wind-induced noise influences. Accordingly, the secondary wind shield system 
cannot be assumed to be reliable for the measurement of equivalent noise levels in 
high wind conditions. 
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5. Discussion 


The following conclusions have been reached from this study. 


Insertion Loss 


The tested secondary wind shield introduces a measurable increase in insertion loss 
at frequencies around 2000 Hz and above. However, field trials have demonstrated 
that the influence of the change in insertion loss is minor to negligible for practical 
wind farm noise measurements. In particular, the reduction in measured noise levels 
(less than 0.5 dB when considering noise spectra associated with operational wind 
turbines) associated with the insertion loss of the secondary wind shield system is 
negligible when compared to other sources of environmental noise variation, and 
when compared the more significant beneficial effects with respect to the reduction of 
wind-induced noise at the microphone. 
 
Based on these investigations, post-processing of measurement data for the 
increased insertion loss of a secondary wind shield is not considered to be warranted 
for practical noise assessment purposes. Particularly given the inherent complexities 
that have been described in relation to frequency band insertion loss adjustments for 
the statistical measurement parameters frequently used for wind farm noise 
assessments. Notwithstanding this finding, a manufacturer supported secondary 
wind shield system, with associated integrated adjustments within the sound 
measuring system, would be a worthwhile development. 


Wind-Induced Noise at the Microphone 


In terms of the primary objective of wind shields for the control of wind-induced noise, 
the study has shown the following in relation to the site considered. 


 The results are consistent with general measurement guidance which indicates 
that standard primary wind shield arrangements are satisfactory for the 
measurement of A-weighted L90 environmental noise levels at microphone-height 
wind speeds up to 5m/s.  


 The secondary wind shield arrangement provided a significant improvement in the 
control of wind-induced microphone noise.  


 These benefits were primarily demonstrated in relation to the measurement of A-
weighted L90 environmental noise levels. While the reliability of the secondary 
wind shield arrangement for the measurement of A-weighted equivalent or 
C-weighted L90 noise levels is uncertain, the secondary wind shield also 
demonstrated significant benefits for these parameters.  


 The magnitude of the improvements presented in this study represent minimum 
values, owing to limitations of the study related to ambient noise levels at the 
survey locations. 
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Summary   


Utility scale wind turbines are capable of emitting sound over a broad range of 
frequencies, including infrasound (below 20 Hz). Though it is desirable to assess the infrasound 
in contexts such as magnitudes reaching unhealthy levels, often the available instrumentation, 
filtering techniques to distinguish signals from local noise (wind), and signal analysis methods 
are inadequate at producing accurate results. This paper describes progress towards the 
development of an infrasound measurement system that addresses and aims at eliminating 
such issues. 


The system aims at addressing several issues in measuring wind turbine infrasound 
emissions: that of selection of appropriate instrumentation, data logging hardware, signal 
processing technique and wind filtering apparatus. This is done by identifying the limitations 
and shortcomings of standard infrasound monitoring systems and improving upon the individual 
components of the system to enhance robustness, portability, and cost. 


The instrumentation selected for the system includes multiple Paroscientific Model 6000-
16B nano-resolution barometers configured for infrasound measurement. These have been 
shown in previous research to be capable of infrasound detection, including microbaroms, 
distant tornadoes, and wind turbine emissions. For portability, the barometers were transported 
and could be operated from inside a standard size briefcase. In the field, the barometers were 
powered by battery inside the briefcase and connected to a laptop running Paroscientific INC. 
Digiquartz Interactive 2.0 pressure-logging software. Future improvements to the logging 
equipment will include the use of an Adafruit Raspberry Pi micro-computer running custom 
logging software for time-synchronized multi-barometer sampling.  


Due to the fact that wind noise is generally strong during wind turbine operation, 
techniques are needed for its reduction. Techniques explored in this study include spatial filters 
comprised of microporous “soaker” hoses and PVC pipe, as well as a Paroscientiic Digiport 
high performance pressure port designed to eliminate effects of dynamic pressure gradients on 
barometric pressure measurements. Analysis techniques incorporate plots of raw data, spectra, 
cross correlation and coherence diagrams, among others to ascertain periodic signals that 
characterize the emissions of a wind turbine in operation. Infrasound spectral patterns are 
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correlated with factors such as topography, local vegetation, and proximity to other sources of 
infrasound and noise in order to determine the best deployment locations. 


Results demonstrate the ability of the infrasound measurement system to isolate wind 
turbine infrasound from the signals of other sources of infrasound such as microbaroms, 
airplanes, urban noise, as well as ever present local wind noise. The system will be deployed in 
the future as part of an effort to better characterize the nature of the emissions with respect to 
factors such as human health and magnitude levels. 


1. Introduction 


Wind turbines are on the forefront of the world’s renewable energy sources and are proving 
to be dependable, efficient, and manageable with respect to continued improvements in 
infrastructure and maintenance (Pacific Hydro, 2010). However, there has been controversy 
involving the broad range of sounds that wind turbines are capable of producing. Many people, 
most of whom dwell within the immediate vicinity of turbines report that they experience 
unfavourable encounters including adverse health effects due to wind turbine sound, or more 
popularly, wind turbine noise. Infrasound, one of the forms of wind turbine noise, is produced by 
the wind turbine blade passing the tower on the downwards portion of rotation and is identified 
as a possible cause of these adverse health effects. 


Research by Salt and Kaltenbach (2011) suggests that although sensory cells responsible 
for hearing are not especially sensitive to infrasound, other sensory cells are significantly 
sensitive to the pressure fluctuations from wind turbines. Therefore, infrasound may interact 
with the brain through subconscious pathways and cause various sensations of disturbance. 
Although there have been reports of wind turbines having negative effects on people living in 
the vicinity of turbines (Ingielewicz, Zagubien 2014), there have been numerous studies stating 
that there is no conclusive evidence of wind turbines producing infrasound or other sounds that 
reach magnitudes that correspond to unhealthy levels (Ellenbogen et al. 2012). 


The proposed negative consequences due to wind turbine infrasound nonetheless hinder 
further deployment of industrial scale wind turbines, turbines that help to reduce both the 
dependency on non-renewable energy sources such as fossil fuels and consequentially 
resulting greenhouse gases, among other pollutants. Therefore it is necessary to be able to 
accurately measure and analyse the infrasound emissions of similar industrial scale wind 
turbines in order to correlate the levels of such emissions with levels that are described to have 
negative impacts on human bodily systems. This will help inform the debate over if and how 
industrial scale wind turbines might be deployed in the vicinity of populated areas. 


Wind turbine infrasound monitoring has been done using a variety of instruments and 
systems including low-frequency microphones and microbarographs. Ingielewicz and Zagubien 
(2014) implement a microphone to demonstrate infrasound levels from wind turbines and 
compare them to levels from common sources found in the environment. For the experiments 
in this report, micro-barometers manufactured by Paroscientific INC. are used. These were 
chosen for their compactness, robustness, and ease of operation and data collection. Previous 
work has demonstrated their ability for infrasound detection, including microbaroms, tornadoes, 
and wind turbine emissions (Subramanian, Muschinski 2011; Pepyne et al., 2012). 


In order for a wind turbine to produce substantial magnitudes of infrasound, the rotation 
of the blades and therefore the wind speed must be significant. Previous studies suggest that 
monitoring infrasound, especially that produced by a wind turbine, is hindered by local wind 
noise deriving from significant wind speeds, which distorts the signal of interest (Carman, 
Amato 2013). This signal due to wind noise is often much stronger than the signal from the 
turbine and the resulting noise spectrum becomes totally dominated by the wind noise. In a 
search for a reliable way to remove this corrupting wind noise, this study investigates a number 
of wind-filtering methodologies ranging from physical apparatus attached to the infrasound 
sensors to signal processing methods.  


Experiments measuring infrasound emissions from wind turbines in various locations of 
Massachusetts, United States demonstrate the effectiveness and appropriateness of various 







system designs and deployments. This is done in terms of their ability to monitor wind turbine 
infrasound emissions at various locations subject to different weather and terrain conditions.  


2. Experimental design                                                                            


 The collective infrasound monitoring system design consists of 4 sub-systems: the 
infrasound sensors, the wind filtering apparatus, the data logging equipment, and the signal 
processing techniques employed. For our experiments, criteria for subsystem selection were 
portability, effectiveness, and performance reliability. 


2.1 Infrasound Sensors 


The infrasound sensor selected for our experiments is the Paroscientific, Inc. Model 
6000-16B nano-resolution barometer. This barometer, shown in Fig. 2.1, is a self-contained, 
compact sensor the size of a human fist. The sensor works by converting the frequency of 
vibration of a pressure sensitive quartz crystal into a high-precision ASCII digital barometric 
pressure output. A temperature sensor provides thermally compensated, accurate barometric 
pressure measurements over a broad range of temperatures. A nano-resolution mode allows 
one to sample the digital output to resolutions of 10-7 Pascal at sample rates in excess of 
20Hz. A configurable analog low-pass filter internal to the barometer eliminates the aliasing of 
barometric pressure variations exceeding the Nyquist associated with the chosen sample rate. 
Prior work at the University of Massachusetts, Amherst has demonstrated the capability of the 
Model 6000-16B to detect infrasound signals, including microbaroms (Subramanian, 
Muschinski 2011), tornadoes (Pepyne, 2012), and industrial scale wind turbine emissions 
(Pepyne, 2012). 
 


 


Figure 2.1 Paroscientific Series 6000 Intelligent Pressure Tansmitter 


There are two logging software programs used in the experiments of this report. Digiquartz 
Interactive 2.0, distributed by Paroscientific INC is a software that enables the user to alter 
barometer baud rate, identification number, and sampling frequency. Digiquartz also provides a 
GUI layout, which plots the raw pressure in the time domain prior to logging the data. This 
capability allows the user to visually spot a possible incoming infrasound signal before storing 
the data.  







 


Figure 2.2 The “Infrasound Briefcase” containing barometers, serial-USB converter, battery, and required cables 


The second software program is custom software that has been developed at the University of 
Massachusetts Amherst for time-synchronized multi-barometer sampling. This custom software 
has been deployed in various studies in infrasound monitoring, including severe weather 
(Pepyne 2012). Multi-barometer sampling is enabled by a 4-port RS 485/422 serial-to-USB 
converter which enables the simultaneous logging of up to 4 barometers.  


The converter is connected to a Lenovo laptop which logs and stores the data as a text 
file. The text file contains column vectors of the time stamp, elapsed time of test, and measured 
pressure values. Data logging on the Lenovo laptop also accommodates devices with large 
storage capabilities including external hard drives, and the logging laptop itself. Providing 
electricity to the low-power barometers is a 6v battery. The collective system makes it very 
compact and portable, allowing all of the components to be stored inside a handheld briefcase 
(Figure 2.2). 


2.2 Wind Filtering Apparatus 


 To reduce or eliminate the effects of local wind noise on incoming wind turbine 
infrasound emissions, various wind filtering techniques have been considered. These include 
placing the infrasound sensors inside buildings and covering the sensor input with foam wind 
screens. The state-of-the-art wind filtering technique employed worldwide by institutions such 
as the Comprehensive Nuclear-Test ban Treaty Organization (CTBTO) (Evers 2005) to monitor 
infrasound from clandestine nuclear tests involves the use of arrays of porous hoses or pipes to 
allow for pressure sampling over a widespread area rather than at a single point. The 
infrasound wave-fronts propagating from wind turbines remain well correlated over many 
meters, whereas wind noise becomes uncorrelated over a few meters. Therefore, by combining 
the pressure fluctuations at multiple pores spread over a wide physical area and summing them 
at a central manifold results in a constructive summing of the correlated infrasound wavefronts 
and destructive summing of the uncorrelated wind noise contributions for a resulting increase in 
signal-to-noise ratio. Circular symmetry of the spatial wind filter makes the wind filter 
capabilities independent of wind direction. 
 







 
Figure 2.3 The spatial array wind filter  


 


The spatial wind filters used by the CTBTO are constructed with heavy, rigid, and expensive 
materials. The spatial wind filter used in this study is similar in design to the CTBTO design, but 
uses of relatively inexpensive porous soaker hoses and a summing manifold composed of half-
inch PVC pipe and brass barbed hose fittings (see Fig. 2.3). This makes our spatial wind filter 
inexpensive, portable, and able to be quickly set up and torn down. 
 In addition to filtering the wind, a spatial wind filter also prevents signal contamination 
due to the dynamic pressure of the wind. Different from infrasound wind noise, which is a static 
pressure phenomena due to turbulent eddies in the boundary layer between the atmosphere 
and the ground, dynamic pressure is due to the wind blowing directly onto the infrasound 
sensing element. There has been a recent evolution of high-performance static pressure ports 
that are small, compact, robust, and extremely portable. One such static pressure port is the 
Paroscientific Digiport (Fig. 2.4). The DigiPort is an omnidirectional static head designed to 
eliminate the effects of dynamic pressure gradients on barometric pressure measurements. 
The Digiport’s small size and sturdy construction make it ideal from the point of view of 
portability, which prompted us to explore its use in conjunction with the cross-correlation noise 
reduction techniques. 
 


 
 Figure 2.4 Paroscientific Digiport High Performance Pressure Port 


 


 
2.3 Data Logging Software 
 
There are two logging software programs used in the experiments of this report. Digiquartz 
Interactive 2.0, distributed by Paroscientific INC is a software that enables the user to alter 
barometer baud rate, identification number, and sampling frequency. The Digiquartz software 
also provides a GUI, which plots the raw pressure in the time domain prior to logging the data. 
This capability allows the user to visually spot a possible incoming infrasound signal before 
storing the data. The second data logging program is custom software developed at the 







University of Massachusetts Amherst for time-synchronized multi-barometer sampling. This 
software has been deployed in various studies in infrasound monitoring, including severe 
weather (Pepyne, 2012). Multi-barometer sampling is enabled by a 4-port RS 485/422 serial-to-
USB converter which enables the simultaneous logging of up to 4 barometers. Both data 
logging programs store the data in human readable text files in a column format with columns 
for the data, elapsed time of test, and measured pressure values. 
 
2.4 Signal Processing Methods 
 
Many systems that monitor infrasound utilize intricate measurement amplifiers, digital data 
recorders, and analysers to record and analyse the pressure measurements sampled by one or 
more barometers. This equipment is often bulky, expensive, and required to be housed inside a 
dwelling for protection against weather elements. Alternatively, with the pressure sample data 
logged and stored on a computer or drive, the file can be accessed at a later time for analysis. 
The experiments in this study use MATLAB computing software to load the stored data file and 
compute plots of raw pressure data, band-pass filtered data, and spectrograms. Data pre-
processing includes mean subtraction to remove the mean barometric pressure from the data 
and high-pass filtering to remove the very low frequency trends due to changes in barometric 
pressure during the period of data collection. Spectral analysis involving Hamming windows 
and Welch averaging is used to detect and characterize any wind turbine infrasound signals 
that might be present in the data.  
 
 
 
2.5 Portable Infrasound Measurement System 
 


Our selection of infrasound sensor was key to obtaining a compact portable infrasound 
measurement system that fits inside a standard briefcase (Fig. 2.2). As shown in the figure, two 
Paroscientific barometers were mounted inside a briefcase along with a battery to power them 
in the field. Pressure hoses connected the barometers to the wind filtering apparatus or 
DigiPort static heads. RS485 cables connected the barometers to a 4 port serial-to-USB 
multiplexer. A USB cable connects the multiplexer to a laptop data logging and analysis 
computer. 


3.  Test Site Results and Discussion 


Infrasound measurements were taken at three wind turbine sites, one in Oklahoma and two in 
Massachusetts. The resulting infrasound detections from each site are evaluated with respect 
to the wind filter used, the terrain, the weather, and the location of the infrasound equipment 
relative to the wind turbines. 
 
3.1. Blue Canyon Wind Farm, Oklahoma 
 


In spring 2011, two infrasound monitoring stations were deployed as a part of a Center 
for Collaborative Adaptive Sensing of the Atmosphere (CASA) experiment to research the 
applications of infrasound for increased public warning times of tornadoes and other severe 
storms (Pepyne et al. 2012). Both stations were collocated with CASA weather radars in Cyril 
and Rush Springs, Oklahoma (Figure 3.1). Blue Canyon Wind Farm (BCWF), the largest wind 
farm in Oklahoma and consisting of approximately 200 turbines amounting to 350 MW of power 
production, is located 30 km west of Cyril and 60 km west of Rush Springs. 


The experimental set-up consisted of four Paroscientific barometers at each station, 
arranged in a square topology, with 50 meter spacing in between barometers. Each barometer 
was connected to a 50 foot diameter micro-porous spatial wind-filter, with data cables running 
from each barometer to a central USB hub connected to a data logger computer. A total of 71 
days of pressure data was collected from April 18 to June 27, 2011 at a sample rate of 20Hz. 


 







 
Figure 3.1. Infrasound field experiments at Cyril and Rush Springs, OK. Blue Canyon Wind Farm is 
approximately 30 km west of Cyril and 60 km west of Rush Springs. 


 
The data yielded banded spectrogram data at approximately 0.8 Hz and at ½ octave 


intervals as shown in Figure 3.2, frequencies typically associated with wind turbine blade 
rotational frequency and infrasound. Since the pressure data from each barometer was time 
synchronized, phase shifts in the infrasound wavefronts arriving at the array of 4 barometers 
allowed a bearing angle analysis to be performed to decipher the direction of arrival of the 
banded signals.  
 Both bearing angle analyses (Figure 3.3) and spectrograms reveal a western approach 
of the signal, and that the signal was stronger at the Cyril site. The persistence of the signal 
ruled out weather patterns as the possible source. The vast span of the Blue Canyon Wind 
Farm as compared to the distances between the farm and both the Cyril and Rush Spring sites, 
the bearing angle analysis, and the lack of any other significant sources of infrasound near both 
test sites, the source of the banded infrasound signal was concluded to be the Blue Canyon 
Wind Farm. 


 
 


 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 3.2.  Spectrograms of Cyril Site (left) and Rush Springs (right).  
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Figure 3.3. Bearing Angle Analysis for determining the direction of the banded signal of Cyril (left) and 
Rush Springs (right) 


 


In geographic locations of heavy forestry or vegetation and rapid change in elevation, an 
infrasound signal may attenuate within hundreds of meters. The flat terrain between the Blue 
Canyon Wind Farm and both test sites suggest that the 60 and 30 km propagation distances 
are not unexpected, especially considering the lack of vegetation and intervening hills that 
would increase the attenuation rate of the signal (deGroot-Hedlin et al. 2010). The results of the 
Oklahoma tests clearly demonstrated the capability of a combination Paroscientific barometer 
and microporous soaker hose spatial wind filter to detect the infrasound emissions from 
industrial scale wind turbines. A desire to study these infrasound emissions from distances 
consistent with reported health effects, catalysed further studies to collect infrasound emissions 
from wind turbines at other sites. 
 
3.2 Hoosac Wind Farm, Monroe, Massachusetts 
 


On 21 July, 2014, two experiments were performed in an attempt to capture and 
characterize infrasound from the Hoosac Wind Farm of north-western Massachusetts. This 
wind farm consists of 19, 1.5 MW monopole wind turbines in two separate sub-sites. The 
infrasound measurement equipment was set up in a field approximate 2.4km east of sub-site 1 
(10 turbines) and 2.5km north of sub-site 2 (9 turbines), see Fig. 3.4. The measurement 
location was suitable because of similarity in elevation between test site and turbines. Similar 
elevation helps reduce the effects of propagation-bending and refracting caused by uneven 
wind and temperature gradients as well as local vegetation. 
 


                                                                                 
Figure 3.4 Hoosac Wind Farm Overview (turbines represented as orange dots) 


 


The surrounding area included very few homes, and no other obvious sources of 
infrasound such as over-flying airplanes were present during the experiment, giving sufficient 
evidence that any infrasound signal from the wind turbines would be isolated and distorted only 
by local wind noise. Two experiments were conducted at the wind turbine site, each experiment 
consisting of one “bare” barometer having no connection to a wind filtering device and one 
barometer connected to a wind filtering device. The experiments were performed one right after 
the other. Comparisons between the two data sets were hypothesized to reveal the effects of 
different wind filtering devices on reducing local wind noise distortion and increasing the 
infrasound signal to noise ratio. The data logging software used was Digiquartz Interactive 2.0, 
the sample rate was 10Hz, and the data was stored on a Lenovo laptop 
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Figure 3.5 Overview of Hoosac test site. On left, the open infrasound briefcase contains barometers, battery cell, 
serial hub converter, necessary cables, and logging computer inside. The white ½ inch PVC pipe summing 
manifold can be seen to the right of the briefcase. On the right, the view of Sub-site 2 from the test site. The 
turbines can be seen above the tree line. Sub site 1 to the west cannot be seen from the test site due to blockage 
from trees outlining the field. 


 
For the first experiment, the set-up contained one barometer with bare input (Barometer 


1) and one barometer connected to a micro-porous hose spatial wind filter (Barometer 2) as 
displayed in Figure 3.5. The two barometers sampled pressure for 27 minutes between 18:18 
and 18:45. No exact measurements were made of wind speed at the time of testing, but there 
was a slight breeze and both the National Weather Service and Weather Channel websites 
estimated the wind at 5 m/s in the southwest direction. Although these wind speeds are 
significantly slower than the average wind speed suitable for continuous operation of wind 
turbines, these wind speeds have been shown to significantly distort an infrasound signal 
(Pepyne et al. 2012). 
 


  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.6 Filtered pressure and spectrograms of Experiment 1 (Barometer 1 top, Barometer 2 bottom) 


 







The infrasound signals and spectrogram data from Experiment 1 are shown in Figure 
3.6, the data from Barometer 1 (bare) in the top pair of plots and the data from Barometer 2 
(spatial wind filter) in the bottom pair of plots. Though the spectrograms for both barometers 
show the horizontal bands associated with wind turbine infrasound, the bare barometer shows 
significantly more burstiness in the time-domain plots and vertical banding in the spectral plots. 
This vertical banding in the spectral plot is characteristic of wind noise. These results verify the 
effectiveness of the micro-porous hose spatial wind filter.  


Experiment 2 used a similar set-up to Experiment 1, with Barometer 1 as bare input and 
Barometer 2 connected to the Paroscientific Digiport high performance pressure port. The test 
collected approximately 17 minutes of infrasound data between 18:48 and 19:05. The wind was 
noticeably stronger than in Experiment 1 and was expected to cause significant increase in 
wind noise distortion of the spectral plots. The respective infrasound data and spectrograms for 
the two barometers are plotted in Figure 3.7. From the plots, it is does appear that the DigiPort 
is able to reduce the effects of local wind noise, although not as dramatically as the spatial wind 
filter. This may have been due to the increase in noise intensity for Experiment 2. 


Overall, the results of the two tests provide preliminary evidence that it may be not be 
necessary to use a spatial wind filter and that it may be possible to perform infrasound 
monitoring using the much more compact DigiPort static head to isolate the barometer from the 
effects of dynamic pressure and to some degree wind noise as well.  
 
 


 
 
 
 
 
 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3.7 Filtered pressure and spectrograms of Experiment 2 (Barometer 1 top, Barometer 2 bottom) 


 
 


3.3 Hull Municipal Light Wind Turbine, Hull, Massachusetts 
 







On the eastern coast of Massachusetts in the peninsula town of Hull are two wind 
industrial scale wind turbines owned by Hull Municipal Light Company, Hull Wind 1 and Hull 
Wind 2, with respective capacities of 0.66 MW and1.8 MW. Hull Wind 1 is located at the 
Northwest tip of the peninsula (Pemberton, Figure 3.8), approximately 150 m from the local 
High School, and Hull Wind 2 at the base of the peninsula to the southeast (Rockaway, Figure 
3.8). Hull is an urban setting and serves as a basis to test the infrasound monitoring system’s 
capabilities for urban deployment.  


Two experiments were conducted on 16 January, 2015 within immediate vicinity of Hull 
Wind 1. Experiment 1 was taken at a public parking lot within 100 m of the Hull Wind 1 turbine 
and the high school. Results will emulate those that would be found in the vicinity of the 
recreational fields, which are within 50 m of the turbine as well.  


Experiment 1 sampled pressure for 1 hour in between 13:09 and 14:09, using Digiquartz 
Interactive 2.0 software and a 10Hz sample rate. The infrasound briefcase was placed on top of 
a car, and the data cable run through the open window to the car interior to protect the laptop 
from the snow which was falling and the high winds that were occurring on the test day. The 
wind speed was estimated at 13.5 m/s east towards the high school, however, the short 
distance between Test site 1 and Hull Wind 1 is expected to mitigate any attenuation and 
propagation effects from the wind. No wind filter was deployed in this experiment, due to the 
physical limitations posed by the test site.  


 
 


 
 
 
 
 
  
 
 
 
 
 
 
 
 
 
 
 
Figure 3.8 Overview of Hull Wind 1 test sites. The high school is located to the northwest of Test site 2 and the 
wind turbine is directly north of the Test site 1. The recreational fields are located in the middle of the three. Test 
site 2 is located 600 m directly east of the turbine. 


 
Experiment 2 was performed at a recreational field east of and outside the immediate 


area of Hull Wind 1 and the high school. The purpose of this test was to examine the wind 
noise reduction capability of the Digiport high performance pressure port wind filter for winds 
much stronger than those experienced in the Hoosac experiments. Due to the strong easterly 
wind occurring during the experiment and the significant distance between Test site 2 and 
turbine, the wind turbine signal can be expected to refract towards the earth in the eastern 
direction, theoretically making the signal stronger near the earth’s surface at the measurement 
location than it would be for other wind directions. 


The infrasound briefcase was placed on a bench overlooking the field and the turbine to 
the west, sampling pressure for 7 minutes, from 15:24 to 15:21 also using Digiquartz Interactive 
2.0 and 10Hz sample rate. Due to the placement of the briefcase, the logging laptop was not 
protected from the elements and effectively shut off after 7 minutes due to thermal sensitivity of 
the battery. The spectral results of both experiments can be viewed in Figure 3.9. 
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Figure 3.9 Spectrograms of experiments at Hull Wind 1, Experiment 1 to the left and Experiment 2 to the right. 


 
From the spectrograms of the two experiments in Figure 3.9, there can be no infrasound 


signal distinguished in either spectrogram, both data sets being completely dominated by 
vertical bands of wind noise. Experiment 1 data yields insufficient evidence to conclude that an 
infrasound signal was present at the high school. It can be concluded from experiment 1 that 
the 13.5 m/s wind speed effectively drowned out any infrasound signal from Hull Wind 1. 
Experiment 2 data shows that the high performance pressure port was unable to filter out the 
wind noise at the appreciable wind speeds, and the easterly winds cannot be concluded to help 
propagate the signal to ground level.  







4.0 Conclusions 


The experiments aforementioned in this study reveal the necessary characteristics of a proper 
infrasound monitoring system. From the Oklahoma study, the results indicate that for rural 
deployment of an infrasound monitoring system in moderate wind speeds, multi-barometer 
sampling and the use of spatial array wind filters was sufficient to capture the infrasound 
emissions of a large-scale wind farm, with minimal physical obstructions to attenuate the signal. 
The large distances between the test sites and the wind farm provided incentive to test the 
infrasound monitoring system’s capabilities for other rural and urban settings at shorter 
distances between test site and site of wind turbine(s). 


The experiments at the Hoosac Wind Farm exhibit the capabilities of a portable 
infrasound system complete with multi-barometer sampling and wind filter. The portable and 
compact system was able to monitor the atmosphere for wind turbine emissions under 
conditions of moderate wind speeds, warm weather, and for rural deployment with minimal 
residences encompassing the turbines at short distances. Both the spatial array wind filter and 
the Digiport high performance pressure port were effective at increasing the infrasound signal-
to-noise ratio and hindering the effects of wind noise on distorting the signal as displayed by 
spectrograms of both experiments. Although a bare barometer was able to capture the 
infrasound from the wind farm, the increase in signal clarity from the barometers connected to 
the spatial wind filter and pressure port suggest that for higher wind speeds, a bare barometer 
may not be adequate. The results also suggest that a Digiport pressure port, given its 
performance, robustness, and portability, may be ideal for infrasound monitoring in an urban 
setting.  


The Hull Wind experiments reveal that a bare barometer was unable to pick up any 
infrasound signal from the Hull Wind 1 turbine, even for the short distance between barometer 
and turbine, due to the high speed winds and corresponding noise. For an urban setting 
deployment, the spatial array is limited by the physical constraints of the test area. The Digiport 
was unable to effectively reduce the effects of wind noise on any infrasound signal from the 
single wind turbine under conditions of strong wind. There is insufficient evidence to conclude 
the capabilities of the Digiport High Performance Pressure Head for urban deployment during 
conditions of low temperatures and high wind speed. 


 The results of the system in cold weather and urban setting catalyse further research of 
the high performance pressure head and spatial array in urban settings, as well as other wind 
filtering methods, including a signal analysis spectral cross-correlation method (Pepyne 2014) 
using multiple barometers. The results of the study also suggest that a micro-computer based 
logging system may be suitable for colder temperatures and increased robustness of the 
system. Such a device may prove to be a micro-computer or similar device, which has 
capabilities of logging barometer data using the custom software for multi-barometer sampling. 
Further research will have the overall objective of being able to monitor infrasound emissions 
from industrial scale wind turbines in various rural and urban settings and various temperature 
ranges, in order to make further valid assessments of how to correctly monitor wind turbine 
infrasound emissions. An ultimate goal of this research may be to associate the emissions with 
sound levels in order to characterize the levels in the contexts of human exposure and health. 
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Summary 


Initial results show good agreement with previous studies on the topic. The final results from the 
measurements are to be ready early spring 2015, and finally reported in the summer of 2015. 


1. Introduction 


1.1 Background The project is a continuation of the work presented in the master’s project 
thesis 4B1015 Master’s Project in Technical Acoustics - The effect on noise emission from wind 
turbines due to ice accretion on rotor blades, which was a collaboration between ÅF and the 
Royal Institute of Technology during 2011 and 2012. 
 
The project is a part of the Swedish Energy Agency’s (SEA) research program Wind power in 
cold climate and financed by the SEA, ÅForsk (ÅF’s foundation for research and development) 
and ÅF-Infrastructure AB. 
 
1.2 Purpose and limitations The project aims to further investigate the correlation between 
wind turbine (WT) noise emission and ice accretion on its rotor blades. Three main objectives 
can be distinguished: 
 


• Further verification of increase in noise emission by additional measurements on 
different WT types and locations (1). Also, the noise frequency characteristics are 
studied. 
 


• Quantification of the effect of passive de-icing systems on WT noise emission (2) 
 


• Investigating the sound propagation in cold climate over greater distances, up to 
800 – 1000 m from the nearest WT in the wind farm, equal to 40 dBA equivalent 
SPL (3). This is to evaluate the fulfillment of the WT noise immission guideline 
value, as suggested by the Swedish EPA, during icing events. 


 
1.3 Method Long-term sound measurements are performed during 15 months (starting in 
December 2013) at four different wind farms in the north, middle and south of Sweden. The wind 
farms have different WT types of which two has passive de-icing systems. This enables 
investigations of WT/site-specific differences as well as regional differences. The locations are 
known to be having occurrences with icing during winter time, most often in January – March, 
sometimes leading to longer periods of production losses. 
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The long term measurements are performed in both sound emission measurement positions, 
based on the method out-lined by IEC 61400-11, and in sound immission measurement 
positions 800 – 1000 m from the nearest WT. 
 
The sound data obtained by the long term measurements is time-synchronized with other data 
such as production data from nearest WT (or entire wind farm), including active power 
production, wind speed, wind direction, rotor RPM, rotor pitch angle etc., as well as weather data 
such as temperature, temperature gradient, atmospheric pressure and air humidity. 
All data is imported into MATLAB and is analyzed using different filtering criteria. 
By doing this it is possible to distinguish time periods with icing and correlate these to WT 
performance and noise emission 


2. Field Study 


Long-term noise measurement set up similar to that of IEC 61400-11, and which can withstand 
harsh weather conditions, enables a study of the entire icing process, from full power production 
to a standstill. Two different measurement setups are used, see table below. Pictures of the 
measurement setup for one immission point and one emission point is presented in figure 1-2. 
 


Specification/parameter Norsonic System Sigicom Infra System 


Time resolution 1 second 5 second 


Frequency spectrum 1/3-octave band 
6.3 Hz – 20 kHz 


1/3-octave band* 
6.3 Hz – 1 kHz 


Equivalent sound pressure level (SPL), LAeq Yes Yes 


Maximum sound pressure level (SPL), LAFmax Yes Yes 


Percentiles Yes No 


Sound recording Yes Yes* 


Remote monitoring  Yes Yes 


Remote acquisition of data Yes Yes 


* When triggering a sound recording, frequency data up to 1000 Hz is obtained. 
  


 


2 wind farms 


1 wind farm 


1 wind farm 







 
Figure 1 Measurement setup in one immission point, Sigicom Infra System. 


 


Figure 2 Measurement setup in one emission point, Norsonic System. 


2.1 Measurement objects The five measurement objects are horizontal axis WTs of various 
sizes (2-3 MW) and from different manufacturers. WT tower heights are around 100-120 m. Two 
of the WTs are equipped with passive de-icing systems. 


 







2.2 Measurement sites The topography of the measurement sites are of relatively the same 
type; hilly with low to medium high pine forest and/or bushes, lower vegetation (rough grass) 
closer to the measurement object. During wintertime it’s possible with large amounts of snow, 
specifically on the measurement sites located in the north of Sweden. The effects on sound 
propagation caused by snow on the ground are not fully known, however recent studies shows 
little influence for downwind conditions, (Larsson 2014). 
 
Measurement site 1 – northern Sweden 
Sound measurements were initiated 2013-12-11. Measurements are performed in sound 
emission measurement position on two different WTs. One of these is equipped with passive de-
icing system. The measurements aim to quantify the effects on WT performance and noise 
emission due to de-icing capabilities. The measurement setup enables frequency analysis of 
measured sound. Probability of icing events during winter is considered very high. 
 
Measurement site 2 – northern Sweden 
Sound measurements were initiated 2013-12-12. Measurements are performed in sound 
emission measurement position on one WT, which is not equipped with a de-icing system. 
Measurements are also performed in a sound immission measurement position around 1000 
meters from the WT. The measurements aim to quantify the effects on WT performance and 
noise emission due to icing, as well as studying the effect on the propagation of sound. The 
measurement setup does not enable frequency analysis of measured sound. Probability of icing 
events during winter is considered very high. 
 
Measurement site 3 – middle of Sweden 
Sound measurements were initiated 2013-12-17. Measurements are performed in sound 
emission measurement position on one WT which is equipped with a passive de-icing system. 
Measurements are also performed in a sound immission measurement position around 800 
meters from the WT. The measurements aim to quantify the effects on WT performance and 
noise emission due to icing, as well as studying the effect on the propagation of sound. The 
measurement setup enables frequency analysis of measured sound. Probability of icing events 
during winter is considered high. 
 
Measurement site 4 – south of Sweden 
Sound measurements were initiated 2013-12-18. Measurements are performed in sound 
emission measurement position on one WT which is not equipped with a de-icing system. 
Measurements are also performed in a sound immission measurement position around 850 
meters from the WT. The measurements aim to quantify the effects on WT performance and 
noise emission due to icing, as well as studying the effect on the propagation of sound. The 
measurement setup enables frequency analysis of measured sound. Probability of icing events 
during winter is considered moderate. 


2.7 Wind turbine production data Along with the sound measurement data, concurrent (time-
synchronized) WT production data is provided by a wind turbine control system as a continuous 
log. These, along with the power curve of each WT establish a relation between noise emission 
and power output. The wind turbine data are: 


 
• Measured active (electric) power (kW) 
• Wind speed measured by the nacelle anemometer (m/s) 
• Wind direction (°) 
• Rotor rpm (min-1) 
• Rotor blade pitch angle (°) 
• WT power curve (kW/(m/s)) 


 
These data are specified as 10-minute averages. 







2.10 Weather data Weather conditions, such as atmospheric pressure and air temperature, 
effect the performance of wind turbines. Hence, IEC 61400-11 suggests a standardization of the 
measured wind speed with respect to both these parameters to reference conditions. For some 
of the measurement sites data from local wind masts has been obtained, providing long-term 
data of the atmospheric pressure and the relative air humidity. The data contain: 


 
• Ambient (air) temperature (°) 
• Temperature gradient (°C/m) 
• Atmospheric pressure (kPa) 
• Relative air humidity (%) 


3.0 Data analysis 


Basic analysis To enable processing of vast amounts of measurement data, the analysis is 
performed solely in MATLAB. According to IEC 61400-11, there exists a strong correlation 
between the measured electric power and the measured sound pressure level (SPL) and the WT 
power curve holds the correlation between the wind speed at hub height and the electric power 
production. Thus, there is a correlation between measured SPL and wind speed at hub height. 
For the cases of the turbine actively producing electric power the analysis calculates wind speed 


in bins at around integers from 4 to 10 m/s. Each bin is set to be 1 m/s wide. 


 


Wind speed bin, k, (m/s) Wind speed range (m/s) 


k = 4 3.5 ≤ VH < 4.5 


k = 5 4.5 ≤ VH < 5.5 


k = 6 5.5 ≤ VH < 6.5 


k = 7 6.5 ≤ VH < 7.5 


k = 8 7.5 ≤ VH < 8.5 


k = 9 8.5 ≤ VH < 9.5 


k = 10 9.5 ≤ VH < 10.5 


 
3.1 WT relative production As an indicator of potential and possible occurrence of ice on the 
WT rotor blades a parameter called WT relative production is introduced. It’s a fact that ice 
accretion on WT rotor blades may cause power production losses of various magnitudes, a 
problem which is referred to as a degradation of the WT power curve. More specifically, this 
means that the measured electric power production is less than expected taking into account 
wind speed and other atmospheric conditions at the time of measurement. Hence, the quotient 
Pm / PD between measured electric power, Pm, and power production under reference 
conditions, PD is a good indicator of degraded power production. For the purposes of this project, 
the WT relative production derived and defined as VH / Vn, where Vn is the measured wind speed 
at hub height and VH is the wind speed at hub height derived from the standard power curve 
(corresponding to Pm) standardized to the atmospheric conditions at the time of the 
measurement. To utilize the power curve in-between the discrete values, a linear interpolation is 
performed. The work-flow may be explained as follows: 
 


1. Using the standard power curve for the WT together with the measured electric power 
production, one may obtain the corresponding wind speed under reference conditions. 


2. Taking into consideration the air temperature and atmospheric pressure at the time of the 
measurement, and by utilizing the wind speed correction according to IEC-61400-11, one 
may compare the performance of the wind turbine from an atmospheric conditions point 
of view. This results in the WT relative production parameter. 


 
The WT relative production parameter, VH / Vn , may in a simplified manner be interpreted 
according to the table below. For individual WTs it can be shown that regular performance, 
during ice-free conditions, may well exceed unity (1). And vice versa, performance below unity 
does not always suggest degraded performance, i.e. due to ice-accretion on rotor blades. 







  


VH / Vn < 1 • Wind turbine producing below normal rate 


VH / Vn = 1 • Wind turbine producing at normal rate 


VH / Vn > 1 • Wind turbine producing above normal rate 


4.0 Results & Discussion 


4.1 Difference in apparent sound power levels Preliminary results show increases in 
measured SPL due to icing of around 5 dB during longer time periods to 10 dB for shorter 
occurrences. When utilizing 10-minute averaged data during analysis results are more conform, 
showing a typical increase of around 5 dB during icing events. When looking at 1- to 2-minute 
averaged data one may distinguish shorter periods with larger increases in measured SPL, up to 
10 dB. A typical characteristic is a fluctuation of the SPL during icing events as can be seen in 
figure 3, showing a time period of 10 minutes with 1 second data. 


   
Figure 3 Measured 1 second SPL as a function of time showing the typical fluctuation in SPL 
during icing events. 


Figure 4 below shows an example of a measured SPL of around 59 dBA at 9 m/s at 10 m height 
during an icing event at Measurement site 1 (emission measurement position). Figure 5 shows 
an example of a measured SPL of around 53 dBA at 8 m/s at 10 m height during ice-free 
conditions. Analysis is for the same WT at Measurement site 1 (emission measurement position) 
for similar wind speed and wind direction). This indicates an increase of around 6 dB due to icing 
of the rotor blades for this example. 


 







 
Figure 4 Measured SPL of around 59 dBA at 9 m/s at 10 m height 


 
 


 
Figure 5 Measured SPL of around 53 dBA at 8 m/s at 10 m height 


 
Important to remember when performing analyzes is to keep as many parameters as possible 
constant, or at least within certain boundaries, this to be able to compare one result to another. 
To manage vast quantities of data various filtering functions are required to keep the data 
structured. Various filtering criteria are applied to non-acoustic data to enable an evaluation of 
the ice accretion on the wind turbine, and to correlate this to sound emission. 
 
When analyzing data from different time periods one must assume that certain measurement 
conditions remain constant. The following conditions are assumed constant and unchanged: 
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• Measurement equipment, setup and position 
• Measurement site (background noise, reflecting objects etc.) 
• Measurement object (without changes to WT configurations etc.) 


 
These assumptions enable a simple subtraction of measured SPLs between time periods with 
icing conditions and time periods with ice-free conditions.  
 
4.2 Frequency characteristics and estimated transmission loss The sound with ice on the 
rotor blades has typical high frequency characteristics which can also be seen in the frequency 
spectrum. In figure 6 an example of two frequency spectrums, 10 minute averages, with and 
without ice are shown. The difference in SPL in this example is 10 dBA and the wind speed is 6 
m/s at 10 m height. What is also noticeable is that the low frequencies with ice are reduced 
compared to the case without ice, this is consistent locking at other periods.  


 
Figure 6 1/3-octave band spectrums with and without ice for the wind speed 6 m/s, difference in 
SPL is 10 dBA. 
 
The frequency characteristics will also influence the transmission loss (TL) and thus the 
immission level, for example at nearby dwellings. To illustrate this calculations of the difference 
in SPL for a simple situation are performed with the 1/3-octave band spectrums in figure 6. The 
calculations are done for downwind conditions using the Nordic prediction method Nord2000, 
implemented in the SoundPlan 7.3 software. One wind turbine with a hub height of 100 m is 
assumed as well as typical conditions when ice accretion could be expected, for example snow 
cover on the ground, a temperature of 0°C and a relative humidity of 90%.  The result is 
presented in Figure 7 as the difference in SPL with and without ice for the two frequency 
spectras in figure 6.  
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Figure 7 Noise map showing the difference in SPL with and without ice, also presented in detail 
for 500 m and 1000 m from the sound source. 
 
The conclusion from the calculations and the noise map in figure 7 is that the TL decreases with 
distance for the ice situation compared to no ice. This was also expected locking at the high 
frequency contribution that can be seen with ice on the rotor blades. The difference in SPL which 
was 10 dBA in the emission point is only 5 dBA at 500 m from the source and 3 dBA at 1000 m. 
Thus although a high increase of SPL at the source can be seen this increase is not 
automatically transferred to greater distances, which is important for noise permits. The increase 
can still be noticeable to nearby residents both as a level increase and for the change in noise 
characteristics. 
 
To make a good approximation of the increase in SPL due to ice accretion, using an existing 
noise emission spectrum, the example values in the table below can be added to the spectrum 
when performing noise calculations. This represents a 10 dBA increase that could be expected 
for shorter time periods with extensive icing on the rotor blades. A more general spectrum will be 
presented when all measurements has been analyzed. 
 
Example of SPL difference with and without ice applicable for noise calculations. 


25 Hz 31,5 Hz 40 Hz 50 Hz 63 Hz 80 Hz 100 Hz 125 Hz 160 Hz 200 Hz 


-2,5 -2,1 -1,5 -2,6 -3,1 -3,1 -3,1 -2,4 -2,1 -2,8 


250 Hz 315 Hz 400 Hz 500 Hz 630 Hz 800 Hz 1 kHz 1,25 kHz 1,6 kHz 2 kHz 


-2,2 -0,9 -0,1 1,6 4,0 6,9 9,6 12,9 16,1 17,6 


2,5 kHz 3,15 kHz 4 kHz 5 kHz 6,3 kHz 8 kHz 10 kHz 12,5 kHz 16 kHz 20 kHz 


17,9 17,7 17,1 16,5 15,5 14,1 11,6 8,1 2,9 0,4 


 
4.3 Measured transmission loss Although no conclusion has yet been made on this topic, 
preliminary results show that depending on wind conditions the sound propagation varies greatly 
from WT to immission measurement position. Figure 8 (upper graph) shows an SPL of around 
59 dBA, measured in the emission measurement position at wind speeds 6 m/s to 10 m/s at 10 
m height during an icing event at Measurement site 2. These results would indicate an increase 







in WT sound emission by around 5 dB due to icing. Figure 8 (lower graph) shows an SPL of 
around 37 dBA, measured in the immission position at wind speeds 6 m/s to 10 m/s at 10 m 
height during the same icing event at Measurement site 2. This position has been calculated to 
have an equivalent SPL of around 40 dBA, but the measured result is around 3 dB below. This 
with consideration taken to the 5 dB increase in WT sound emission. 
 


 
Figure 8 Comparison of immission and emission measured SPL. 
 
Meteorological factors play an important role in sound propagation and further investigations will 
yield more precise results and conclusions. The main conclusion that will be further investigated 
is that, due to the high frequency contribution during icing, the same increase in SPL that are 
measured in the emission point cannot be directly transferred to an immission point on a longer 
distance. This is also indicated by the calculations presented in chapter 4.2. 


5.0 Conclusions 


From the results presented in Section 4, one may conclude the following: 
 


1. Preliminary results show that ice accretion on wind turbine rotor blades may lead to 
increases in sound emission of typically around 5 dB, during longer time periods, up to 
10 dB for shorter moments. Data averaging times affect the conformity of the results. 10-
minute averaged data yields more conform results revealing data trends while 1- to 2-
minute averaged data reveals more momentaneous peaks in SPL data. 
 


2. Ice on rotor blades gives an increased SPL mainly in higher frequencies. This also 
influence the transmission loss meaning that the same increase in SPL as measured in 
the emission point cannot be expected at longer distances. The transmission loss 
decreases with distance as exemplified by calculations. Although nearby residents could 
probably recognize an increase in SPL as well as a change in sound characteristics 
during icing events. 


 
The measurements and the analysis in the project are ongoing and are planned to be finished in 
early spring 2015, this result will also include the comparison for WT with and without passive 
de-icing systems. 
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Summary
Test solid and permeable trailing edge serration designs are applied to a NACA 0018 and a
DU96-W-180 airfoil. They are set at incidence through changes in flap angle and airfoil angle of
attack, and the flow is characterized using stereoscopic particle image velocimetry (PIV) and
complimented numerically using Reynolds-averaged Navier-Stokes equations (RANS). Time
averaged flow velocity components and turbulence statistics are extracted, from which flow
sensitivity is found to be higher for flap angle induced incidence when compared to incidence
prescribed through changes in angle of attack. The benefits of permeable serration designs are
furthermore highlighted, accentuated by the notable reduction of flow blockage effects when
compared to solid serrations in time averaged and turbulence observations which, if avoided,
could allow the use of serrations under a wider operation envelope, keeping the benefits of a
serrated trailing edge without heavily disturbing the turbulence and flow characteristics which, if
done, could instead result in the generation of additional noise sources.


1. Introduction
The problem of wind turbine noise is a complex and multidisciplinary one that encompasses a
comprehensive range of topics in the already wide subject of acoustics. None withstanding, as
a consequence of the current trend of increasing rotor size and the benefits of using designs
that promote faster tip speed ratios, the noise from wind turbines is today more commonly
dominated by aeroacoustic borne sources, notably influenced by emissions from the outboard
sections of the rotating blades (Oerlemans, Sijtsma, and López, 2007).
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The propagation of acoustic waves in the atmosphere, and the mechanisms involved in the
phenomenon of amplitude modulation, are in themselves subjects of great depth, yet at their
core, understanding the problem of wind turbine noise starts at what happens to the flow close
to the blade and its interaction with the blade surface, having the target of identifying the
physics responsible for causing the dominant noise. It is argued that during the normal
operation of a state-of-the-art horizontal axis wind turbine blade, the prevalent source of airfoil
self-noise is turbulent boundary layer trailing edge noise (Brooks, Pope, and Marcolini, 1989).


Aside from having been shown useful in mitigating noise from other types of airfoil noise
mechanisms, such as laminar vortex shedding noise (Chong, Joseph, and Gruber, 2012), the
application of devices at the trailing edge have shown promise in mitigating noise from the
turbulent boundary layer flow interaction with the trailing edge and its scattering mechanisms.
One increasingly common approach to such a device is the serrated trailing edge, of which a
simple embodiment consists of a flat plate attachment or insert that has the appearance of
triangles protruding from the trailing edge of an airfoil or blade section. Serrations are explained
to be efficient noise reduction devices by having a twofold effect. The change from straight to a
serrated beneficially affects the acoustic scattering properties of the sharp trailing by changing
the spanwise length of the trailing edge that contributes to noise generation (Howe, 1991).
Additionally, the presence of the serration as a solid surface is argued to drive changes in the
flow structure and turbulence properties that disturb its efficiency to contribute to noise
emission (Moreau, 2012; Gruber, Azarpeyvand, and Joseph, 2010). Nevertheless, larger
changes in flow topology could instead degrade the design performance targets of the airfoil,
and potentially turn the serrations into an additional source of noise themselves.


Motivated by these principles, and inclined towards finding a solution to the problem of
designing trailing edge serrations for full scale wind turbine blade applications, the work herein
presented focuses on the effect that serration incidence has on the flow. It also focuses on
novel serration designs that intend to reduce the potentially unwanted effects that incidence
might have on the flow, for which purpose a 50% permeable serration was constructed, inspired
by one previously studied in Gruber, Joseph, and Azarpeyvand, 2013.


This slitted design is shown there to have an improved performance in noise reduction when
compared to the traditional solid serrations, which instead exhibited an increase of noise
emission at higher frequencies against the unserrated baseline airfoil case. This unwanted
effect is argued to be a consequence of the serrations not being aligned with the flow, and has
also been reported in Dassen et al., 1996; Moreau, Brooks, and Doolan, 2011; Oerlemans
et al., 2009.


The flow is experimentally investigated using particle image velocimetry (PIV), and numerically
using Reynolds averaged Navier-Stokes equations (RANS). Using these methods, the flow
sensitivity to different degrees of incidence is established, along with differences found in
turbulence statistics. The analysis aims at characterizing the effect that incidence and serration
porosity have on the flow, with a suggested extension towards how the noise mitigation
performance of serrations could be affected.







(a) Rendered overview of the NACA 0018 cam-
paign setup


(b) Photograph of the serrated DU96 airfoil
mounted inside TU Delft’s LTT wind tunnel


Figure 1: Overview of the two campaign setups.


2. Experimental setup
Two experimental campaigns were conducted in order to establish the relation of serration
incidence and porosity on flow topology on two distinct airfoil models, one symmetric and one
with camber.


2.1. NACA 0018 campaign
The first campaign was performed using a NACA 0018 airfoil, chosen based on that similar
airfoil thicknesses are used at the outboard sections of large commercial blade designs. The
fact that it is symmetric makes it differ from commonly used blade airfoil sections, but simplifies
the task of defining the baseline case, namely that for which the serrations are set at a neutral
position and not at incidence, or rather, when there is not a significant pressure difference
between their upper and lower sides.


These measurements were conducted at the open jet vertical wind tunnel facility of the
Technological University of Delft (TU Delft). This wind tunnel has a contraction ratio in the order
of 60:1, terminating in a nozzle of 40 cm by 40 cm, resulting in flow having low turbulence
intensity, while reaching speeds of up to around 50 m/s. The airfoil spans the width of the wind
tunnel nozzle exit and is enclosed in a test section of four sides, one of which is constructed out
of transparent Plexiglas to allow capturing the images needed for the PIV campaign. The chord
of the airfoil is C = 20 cm. A rendering of the setup can be seen in figure 1a, where the vertical
wind tunnel nozzle and test section can be seen, along with the laser on the right and the
location of the two cameras looking through the test section.







Figure 2: Slitted permeable serration
design


The boundary layer
was made turbulent by tripping with a carborundum
strip of 1 cm thickness at a location of 0.175x/C.
Considering the chord length and the relative size
of the tripping strip, this method was preferred over the
use of zigzag tape in order to avoid the risk of creating
periodic flow patterns that could convect down past the
trailing edge, increasing the potential of contaminating
the patterns in the flow caused by the serrations.


The tested parameters consisted of permutations
between three different flow speeds, 10, 20, and
40 m/s, three angles of attack, α = 0◦, 3◦, and 6◦, and
three serration flap angles, ϕ = 0◦, 3◦, and 6◦. The
flap angles follow traditional flap angle nomenclature,
where positive indicates a rotation towards
the lower airfoil side. The prescribed flow speeds
result in measurements run at Reynolds numbers of
around 130 000, 260 000 and 520 000. The serrations
themselves were of a flat plate design, with a thickness
of 1 mm, and an amplitude of 2h = 0.2C. A serration wavelength of λ = h was used. The
serrations were constructed in two different designs: one solid and one 50% permeable. The
latter was made by cutting slits in a streamwise direction, with the slits having equal width as
the space between them, namely d1 = d2 = 0.0025C, and spanning the entirety of the local
serration length (see figure 2). The design of the airfoil and the serrations was such that it
allowed for the serration panel to be inset at the trailing edge, resulting in a smooth transition.
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Figure 3: Definition of the coordinate
systems used for the result discussion.


The PIV system used was a high speed setup
using a dual cavity Nd:YLF laser for illumination, and
the images were captured using two Photon Fastcam
SA1 with a CMOS sensor able to capture a resolution
of 1024×1024 pixels. The setup was controlled
by a LaVision high speed controller operated with
DaVis 8.1 software. The cameras were equipped with
Nikkor objectives of 105 mm and 180 mm focal length,
providing a suitable field of view for each of the the
two different fields of view captured in this campaign,
corresponding to one in close proximity to the surface
of the serrations, approximately at about 1 mm∼ 0.1δ ,
on both the pressure and suction side. And
the other plane was located 1.5 serration amplitudes
downstream, perpendicular to the free stream.


Since the measurement plane close to the surface is slanted in respect to the general
coordinate system, the system (x′,y′,z′) is used instead to describe these measurements, as
shown in figure 3, where the measurement plane is represented by the green line, indicating the
location of the laser sheet over the serration surface in a non-zero flap angle case.







(a) v′ component (b) w′ component


Figure 4: Suction and pressure side flow components for the solid serrations.


3. Experimental results
A discussion on the experimental results is presented below, starting with a discussion on the
measured time average flow velocity components for the solid serration near the surface,
followed by the near surface measurements of the porous serrations, and the cross flow
measurement comparisons for both. Lastly an analysis of turbulence related statistics is
presented.


3.1. Effect of incidence of a solid serration on near surface flow topology, NACA 0018
As could be expected, when the solid serrations are set at incidence, the flow close to the
pressure side surface was seen in the experiment to suffer a deviation from the free stream
direction and being forced to a certain degree to find way through the space between adjacent
serrations. Observing figure 4b, this effect can be seen in the increased magnitude of the
lateral velocity component of the flow, w′, on the pressure side close to the trailing edges of the
serration, when compared to regions closer to the serration midline. Here the serration trailing
edge is outlined and the measurement plane is located 2 mm over and parallel to its surface.


The out of plane v′ component plot in figure 4a further suggests that the flow suffers a strong
acceleration in the regions between serrations, showing it as it seeps through this space, being
forced to flow around the serration. This strong vertical component is replicated both in the
suction and pressure sides and creates a region that significantly influences the behavior of the
flow close to the serration suction side surface which, as it convects past the trailing edge,
becomes affected by the pressure side flow.


This side effect is evidenced suction side the w′ component plot of figure 4b, which shows a
marked difference in behavior when compared to the above discussed v′ component measured
for the flow close to the pressure side surface. Contrary to the latter, the suction side flow sees
bending in the direction of the serration middle line and becomes somewhat aligned to the
serration trailing edge, especially in regions around the serration half length. Moreover, it
remains practically unaffected while it convects over most of the serration surface.


Serration incidence showed a different degree of influence on the flow, depending on which







Figure 5: Comparison of incidence parameter effect on spanwise flow deflection.


parameter is prescribed to induce it, namely angle of attack or serration flap angle. Figure 5
exemplifies this by comparing the effect on w′ of incidence purely prescribed through a change
in angle of attack, and one where it is only due to flap angle, showing the latter to have a more
significant effect on the flow. A detailed discussion of this is presented in Arce et al., 2015, and
it is argued that the cause of this variation lies in that a change in angle of attack will likely
create a wider effect on the flow around the airfoil and its wake. The serration flap angle is
instead of a more local nature, creating a sharper geometric discontinuity that affects the flow
more suddenly. Further measurements showed that variations in mean flow velocity were not
found to create a notable difference in flow behavior.


3.2. Effect of incidence of a porous serration on near surface flow topology, NACA 0018
The difference in noise mitigation performance seen in Gruber, Joseph, and Azarpeyvand,
2013 by the slitted porous serration compared to the solid serration design suggests that
differences in flow behavior happening close to its surface and in the wake are plausible.


Indeed, when looking at the flow v′ component as plotted in figure 6a, it is seen to have
magnitudes and direction that effectively suggest the existence of flow transfer through the
porous surface. In addition it is markedly different from the solid case seen above, showing
velocity gradients across the z axis that are shallower in comparison, and the presence of the
higher speed regions in the space between serration teeth is largely gone.


A gradient is also seen in the x′ direction on both the pressure and suction sides, and which is
not shared by the pressure side result of the solid serration. The negative sign suggests that
the flow in the slitted case finds a broader freedom to flow vertically towards the serration
surface, while the solid serration case shows values much closer to zero, indicating almost null
vertical movement of the flow.


Likewise, in the suction side result for the slitted serration, higher out of plane values are
evident, while the solid case exhibits only values that are closer to zero. Again, this suggests
that flow experiences a certain amount of freedom to flow through the serration porous surface.


The w′ component result of figure 6b further indicates that the porosity in the slitted serrations







(a) v′ component (b) w′ component


Figure 6: Suction and pressure side flow components for the slitted serrations.


helps to avoid the amount of blockage induced by the serration incidence, allowing to mitigate
the flow digression seen in figure 4b for the solid serrations.


The fact that noticeable differences were seen in flow behavior between the slitted serration
design versus the solid design under the same conditions, added to the fact that they have
previously been measured acoustically to perform better than the latter, shows promise in the
understanding of what kind of flow properties one might be interested in achieving when
aerodynamically designing trailing edge devices, while confirming that the serrated shape of the
modified trailing edge has appeared indeed to be effective for noise mitigation. This knowledge
can hopefully be used to further the advancements in trailing edge device designs for noise
mitigation, especially when one considers particular conditions and applications.


3.3. Cross flow measurements
The effect of serrations is also visible in the wake region, most clearly in the formation of
streamwise vortices that shed from the left and right trailing edges of the serration. A contour
plot of streamwise vorticity can be seen in figure 7a for selected cases of the NACA 0018
campaign. For all these visualizations, a serration tip is roughly located at the axis origin and
the axes are in units of serration wavelength, λ .


The effect of serration flap angle is evident for the solid serration design, where, for an angle of
attack of α = 6◦, a flap angle of ϕ = 0◦ exhibits the formation of two streamwise vortices,
shedding from the left and right trailing edges of the serration respectively in a clock and
anti-clockwise direction. Deflecting the serration by ϕ = 6◦ has the effect of roughly triplicating
the rotational frequency of these vortices.


The performance of the slitted serration design is also evident in these results, like it was for the
near surface measurements. When comparing with the analogue case for the solid serrations,
they seem to play instead no part in the formation of streamwise vortical structures.


The presence of streamwise vortices is also evident in the DU96 campaign measurements,
figure 7b. The effect of angle of attack is seen in their intensity, while the baseline case shows a







(a) NACA 0018, 1.5×2h downstream of the serra-
tions


(b) DU96, 0.5×2h downstream of the serrations


Figure 7: Spanwise vorticity as measured in the wake.


clean field with no vortical structures present, as would be expected. The behavior is similar to
that of the NACA 0018 campaign, nevertheless the structures appear more elongated and with
smaller cores. This effect is likely due to the closer location of the measurements to the
serration tips compared to the NACA 0018 case; h versus 3h. The overall intensity is also
decreased in the DU96 campaign by around half of that found in the NACA 0018
measurements.


3.4. Turbulence analysis
In order to establish changes in the flow turbulence properties, a quadrant and a spanwise
cross-correlation analysis has been performed on the data. No turbulence spectra are drawn
from the measured data as the acquisition rate is kept low to perform the time averaged results
presented above, allowing to achieve good convergence in the averaged statistics in lieu of loss
of time resolution. In total, 1500 samples are obtained for each case, with a frequency in the
order of 1×102 Hz. It must be therefore stressed that this analysis does not presume as of yet
to suggest a link between the observed turbulence trends with the aeroacoustic noise
differences of the two serration designs observed in Gruber, Joseph, and Azarpeyvand, 2013.


For a Reynolds decomposition of the flow, such that U (~x, t) = Ū (~x)+U̇ (~x, t) where Ū (~x) is
the time averaged result of U and U̇ (t) is its time dependent perturbations, a quadrant analysis
shows the relationship of the plane normal component, v̇′ (~x′, t) and the free stream parallel
component, u̇′ (~x′, t) as a scatter plot. The resulting shape of the scatter cloud is an
interpretation of the turbulence properties and flow structures at a particular point in space. The
location of the individual measurements indicate if at that given moment that region saw an
ejection, sweep, outward, or inward event depending on which quadrant the (u̇, v̇) result falls







into. See figure 8, and Willmarth and Lu, 2006 for a detailed explanation.
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Figure 8: Quadrant analysis


The quadrant analysis is performed over 42 points
over the serration surface, 7 in the z′ direction and 6 in
the x′ direction. The location of the points is seen in figure
9, where the outline of the serration is drawn for clarity.
All measurement point coordinates are given in millimeters.


There are clear differences between the quadrant
analysis plots of the three presented cases and among
locations for each individual case. The solid serration
presents, figure 10a, rather scattered samples, accentuated
on locations over the serration surface and with a slightly
higher concentration at regions above empty space. The
classic oval shape indicating ejection and sweep events in
a boundary layer is evident and more defined in the regions
closer to the airfoil trailing edge. As the flow moves downstream it loses the oval definition
slightly, but where this difference is most noticeable is again in the empty regions between
adjacent serrations.


(0,40)


(0,0)(-8,0)


Figure 9: Quadrant analysis point
locations.


The slitted serrations, figure 10b, show a
distinctly different behavior that approximates the trends in
the straight trailing edge (figure 10c) more closely than the
solid serration quadrant patterns. Close to the airfoil trailing
edge, the scatter pattern is similar between the slitted and
solid serrations, but for the former it becomes concentrated
and circular in shape more rapidly for points downstream.
It could be argued that the shape of the serration can be
visually identified in the quadrant patterns, but if so it’s only
due to slight variations between them, the effect being more
noticeable by moving downstream rather than laterally.


Differences between the slitted serration and straight trailing
edge amount mostly to the behavior close to the airfoil
trailing edge, where the former case presents a behavior
similar to the solid serrations where an ejection-sweep
behavior is noticeable in the flow, while the latter shows
scattering mostly dominated by the v′ component, with less
variation over the u′ component, and no apparent correlation between the two.


The component-wise turbulence cross-correlation is calculated as


r (∆~x) =
∑


n
i=1 u̇(~x0)i u̇(~x)i√


∑
n
i=1 u̇(~x0)i ∑


n
i=1 u̇(~x)i


for u̇ any time variant perturbation time series component of the flow velocity vector ~U
separated by a spatial distance ∆~x =~x−~x0, for which, to get spanwise cross-correlation,
~x = (0,0,z′) and~x0 = (x′,y′0,z


′
0).







(a) Solid serration (b) Slitted serration


(c) Straight trailing edge


Figure 10: Quadrant analysis for α = 6◦, ϕ = 0◦, and U∞ = 20 m/s, pressure side.


In figure 11, the values of the spanwise cross-correlation coefficient can be seen for z′0 = 0.
The setup is the same as discussed before for the quadrant analysis, where α = 6◦, ϕ = 0◦,
and U∞ = 20 m/s. Maximum cross-correlation is naturally achieved close to the center line of
the serration, z′0 = 0 mm, nevertheless differences between the three cases shown are already
noticeable close to z′0. While the slitted serrations and the straight trailing edge behave similar,
the solid serrations show higher cross-correlation over a larger spanwise distance.


As the flow moves downstream, the straight trailing edge case shows an increased
cross-correlation seen starting slightly after 20 mm and more significantly after 30 mm, perhaps
due to the turbulence gaining homogeneity at this location in the shear layer mixing region







(a) Solid serration (b) Slitted serration (c) Straight trailing edge


Figure 11: Spanwise cross-correlation maps for u′, where α = 6◦, ϕ = 0◦, and U∞ = 20 m/s,
over the pressure side, and relative to z′0 = 0 mm.


behind the trailing edge, but which cannot be confirmed without performing solely with the
measurements here performed. This effect is not seen in the serrated cases, but performing
measurements further downstream could unravel the presence of such a trend, and
hypothetically show some periodicity in it correlated to the trailing edge shape.


The solid serration also exhibits a streamwise pattern of close to zero cross-correlation at
around z′ =±2.5 mm before the coefficient jumps back to values of around 0.2±0.1, reaching
slightly higher values in the empty regions between adjacent serrations. The slitted serration
instead shows very small correlation coefficients in most of the plane, regardless of x′ or z′


location.


(a) Solid serration (b) Slitted serration (c) Straight trailing edge


Figure 12: Spanwise cross-correlation maps for u′, where α = 6◦, ϕ = 0◦, and U∞ = 20 m/s,
over the pressure side, and relative to z0 = 6.6 mm.


When taking the cross-correlation coefficient in respect to z′0 = 6.6 mm, as in figure 12, similar







patterns emerge as for z′0 = 0 mm, with the slitted serrations showing the smallest values over
the whole plane. The straight trailing edge also shows the larger coefficient values downstream
as seen in figure 11c, but that is natural to expect as a change in the spanwise position of z0
should not be expected to cause any difference in results, given the lack of spanwise geometric
variation of this case.


The solid serration results of figure 12a show again the spanwise pattern near the z′0 area of
close to zero values, as seen in figure 11a. Nevertheless, in this case the pattern is markedly
disrupted by the serration trailing edge and the pattern shows a slanted behavior, even reaching
higher values downstream where the flow is deep in the region between adjacent serrations, but
no longer in a symmetric form.


These results seem to suggest that the solid serration design has a clear effect on the flow
turbulence properties, as it also had been shown above to have on the time averaged flow
properties. The benefits of the slitted serrations are again replicated in the turbulence analysis
given through these measurements, indicating that they have a minimal effect on the flow. The
comparison between the serrated cases and the straight trailing edge case also offers a sample
of the overall impact that a variable trailing edge has on the flow, and it points to a potential
region of interest further behind the serrations where the flow is clear of the solid—or
permeable—blockage that they induce.


4. Simulation results


Figure 13: Comparison between computational
and experimentally obtained results for the
NACA 0018 case at 6◦ angle of attack and 0◦


flap angle. Only half a serration width is shown.


In order
to establish the success of the simulation
campaign, a baseline case has been chosen
based on the NACA 0018 airfoil for an angle
of attack of α = 6◦ and ϕ = 0◦ serration
flap angle. A vector plane is extracted
from the numerical model at roughly
the same location as that which was used
in the experimental campaign, relative to
the serration pressure side surface, ∼ 0.1δ .


Nevertheless, as can be seen in figure 13,
the computational results are satisfactorily
close to the experimental measurements.
Here half a serration width is presented,
with the serration midline on the right axis
at z′ = 0. The same pattern and magnitudes
are clearly observed for this flow component
in regions over the serration trailing
edge. There exist nevertheless interesting
differences between the two, most notably
in the serration midline region, where the
computational results don’t agree with a zero
magnitude for this component, which on the







(a) Upper airfoil surface (b) Lower airfoil surface


Figure 14: Surface pressures for the DU96 case as solved by RANS.


contrary should be expected from the presumed axisymmetry along this line, and which is
confirmed in the experimental results.


Additionally, the results upstream, close to the serration root, also appear to disagree, the
computational results showing zero magnitude while in the experimental case this region
seems to follow the flow deflection trend seen further downstream along the trailing edge.
Perhaps more critically, there is a notable disagreement downstream of the serration, where the
PIV measurements show a stronger spanwise flow component that is absent in the RANS
results. This indicates that there will likely be a general disagreement towards the effects of the
serration on the flow in the wake, and differences in for example spanwise vorticity can be
expected as consequence.


Since both computational campaigns, pertaining to the NACA 0018 and DU96 airfoil cases,
follow the same meshing philosophy and solver settings, it will be further assumed that the
fidelity of the results, as here established for the NACA 0018 campaign, will also be applicable
for the DU96 cases discussed below.


In keeping focus on serration incidence effects on flow, the DU96 case is of interest because it
is a cambered airfoil, in contrast to the NACA 0018. This means that the design of the serration,
assuming the objective of creating the least amount possible of disturbance in the flow for a
given angle of attack, is not as straightforward. While for a symmetric airfoil one can expect that
at zero lift there would be no differences in pressure between its upper and lower surfaces, this
is not the fact for a cambered airfoil, which results in a more complex definition of the serration
neutral flap angle. Since the state-of-the-art wind turbine blade design calls for the use of
cambered profile sections, finding a method to correctly define the neutral flap angle is the
more critical for succeeding at this design application.







(a) Upper airfoil surface (b) Lower airfoil surface


Figure 15: Streamlines for the DU96 case as solved by RANS, emitted at ∼ 0.1δ above the
airfoil trailing edge.


Using 2D RANS in preparation to the wind tunnel experiment and the more detailed 3D RANS
simulations, it was established that the serration neutral flap angle for the 6◦ airfoil design angle
of attack is ϕ = 0◦ measured against the airfoil chordline. Indeed, when comparing the surface
pressure results on figures 14a and 14b, the ϕ = 0◦,α = 6◦ case, shows the lowest pressure
gradients when taking the pressure and suction sides into consideration, confirming that the
choice of ϕ = 0◦ is at least a good approximation to what the neutral flap angle should be.


Likewise, the streamline results of figures 15a and 15b also show minimal disturbance for the
ϕ = 0◦,α = 6◦ case. The flow in three of the cases exhibits the slight inward curving seen on
the suction side streamlines, as suggested by the experimental measurements on the NACA
0018 discussed above. This is so except for the ϕ = 0◦,α =−2◦ case, which has the serration
incident to the flow on the upper side of the airfoil instead of the lower, thus reversing the
pressure and suction sides. It is also the case which registers the largest surface pressure
values on its suction side. The angle of attack in this case causes the flow to seep through the
teeth from the upper to the lower side, opposite from that seen in the other cases.


The ϕ = 6◦,α = 6◦ case exhibits the largest flow disturbance as would be expected, being the
case with the largest degree of incidence in relation to the others shown. Its considerable effect
on the flow, especially on the lower airfoil side is evident by the strong flow deflection above the
serration trailing edge, and the streamwise vortex formation, which can be seen on the extreme
right side of the field of view, is also visible in the upper airfoil surface visualization of figure 15a.


The fact that the ϕ = 0◦,α = 6◦ case causes the least disturbance on the flow suggests that
this is at least a good design approximation for the serration flap angle. Despite the large angle
of attack change between α = 6◦ and −2◦, the ϕ = 0◦,α =−2◦ case shows less disturbance
than the cases for which ϕ = 6◦. This reinforces the argued importance of the flap angle as
being more influential than angle of attack on flow disturbance due to incidence.







5. Conclusions
A study of trailing edge serrations investigating the impact that incidence has on flow properties,
such as time averaged flow streamline behavior and turbulence statistics, has been presented.
A NACA 0018 airfoil and a DU96-W-180 airfoil have been used as test beds, and solid and
permeable serration designs have been applied, using a combination of experimental and
numerical methods for studying the flow, given different degrees of incidence. While the latter
were shown to compare well to the experimental measurements, it would be wise to invest
further time on improving accuracy at the wake in order to more reliably capture the complex
flow behavior in this region.


Overall findings indicate that the flap angle of the serrations is of larger importance than the
incidence prescribed through a change in angle of attack. When designing trailing edge
serrations for their implementation on wind turbine blades, the relatively low impact of serration
incidence found on flow behavior through changes in angle of attack is beneficial. This is due to
the fact that, under normal operating conditions, changes in angle of attack are more commonly
induced by factors that are relatively hard to mitigate for current technologies. These include
wind gusts, misaligned yaw, and wind shear across the rotor plane. Instead, flap angle
deviations from the optimal setting can be minimized through careful design of the device,
mindful installation, and keeping within correctly defined manufacturing tolerances.


Furthermore, the findings also show that the use of permeable serration designs, such as the
tested slitted serrations, helps avoiding the effects on flow of incidence seen for the solid
serration design. The presented measurements are proof of the notable differences seen in
flow sensitivity to the two different serration designs, and potentially offer promising insight to
better understanding the relationship between flow topology and noise reduction efficiency.


Analysis of the turbulent properties of the flow close to the serration surface and in the wake of
straight trailing edge also reflect the differences seen between the solid and slitted serrations,
showing the latter to allow the flow to retain similar properties to that of the straight trailing
edge, despite the applied degree of incidence.


Supported by the fact that these slitted serrations have been measured acoustically by Gruber,
Joseph, and Azarpeyvand, 2013 to have better noise reduction performance than the solid
serration design, the differences herein presented regarding their effect on the flow can help
lead further research towards better identifying those flow parameters that are essential to
ensuring effective noise mitigation, ideally resulting in new and innovative designs for devices
that are optimized for the conditions encountered in wind turbine blade applications.
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Summary       
Of interest is the spectral character of wind turbine noise at typical residential set-back 


distances. In this paper a spectral statistical analysis has been applied to immission 


measurements conducted at three locations. This method provides discrete probability 


density functions for the Turbine ONLY component of the measured noise. This analysis 


is completed for 1/3rd Octave sound levels, at integer wind speeds, and is compared to 


existing metrics for measuring acoustic comfort as well as previous discussions on low 


frequency noise sources. 


1. Introduction 
Post construction noise monitoring of wind turbine facilities is becoming more common. 


Many regulatory agencies are now stipulating long term measurements of wind turbine 


noise at residential dwellings post construction of new wind facilities, as well as in 


response to community complaints of wind turbine noise. Many jurisdictions have 


different methodologies for measuring wind turbine noise, and assessing that noise in 


the determination of compliance. 


The Ministry of the Environment and Climate Change ("MOECC") in Ontario currently 


stipulates that wind turbine facilities must meet specified noise levels in the surrounding 


community.  As per the MOECC protocol[1], post construction long-term, unattended 


measurements are conducted near worst-case receptors. Measurements are conducted 


for both Turbine ON and Turbine OFF operational cases, and the average LAeq for 


Turbine OFF is subtracted from the average LAeq for Turbine ON to determine the 
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average Turbine ONLY component of the measured noise level. This level is then 


compared to specified limits to determine compliance. 


In this paper a spectral statistical analysis has been conducted on data collected as-per 


the MOECC protocol. This analysis provides a discrete probability density function for 


measured Turbine ON and Turbine OFF levels, and is then used to infer a discrete 


probability density function for the Turbine ONLY component. This analysis is done for 


1/3rd Octave data separated by integer ground-level wind speeds. This inferred Turbine 


ONLY probability density function allows for detailed analysis of the spectral character 


of the turbine noise component.  


The resulting spectral probability density functions for the Turbine ONLY component 


provide valuable insight into the frequency with which the wind farm operates under 


certain noise conditions. The probability distribution can provide insight into how often a 


wind turbine noise is above a certain noise level, or the frequency with which a possible 


tone is present. This analysis method can also provide clarity when analyzing 


contaminated data by highlighting discrepancies in background data and is more 


resilient contaminating noise sources – such as insect noise.   


In this paper, this method has been applied to noise measurements conducted at three 


different locations at one wind farm. The spectral probability distribution provides insight 


into data quality and signal-to-noise ratios. The resulting spectral shapes have been 


compared to existing metrics for acoustic comfort and previous dialogue surrounding 


Low Frequency Noise ("LFN") sources.  


2. Methodology Overview 
All receptor-based measurements analyzed for this paper were collected as per the 


Ontario Ministry of the Environment and Climate Change’s (“MOECC”) “Compliance 


Protocol for Wind Turbine Noise”[1] .  In accordance with the protocol, the microphone 


was placed at a height of 4.5 meters, and a weather station was located at the same 


location at a height of 10 meters. Sound and weather data was collected simultaneously 


over one-minute intervals, with sound pressure levels recorded as third-octave Leq 


levels. Weather data logged included wind speed, wind direction, humidity, temperature, 


pressure and precipitation.  Sound data collected was sorted into integer wind-bins 


based on the average wind speed measured.  


Data collected for each measurement location met the MOECC’s requirements for 


sample size, with at least 120 data points per wind-bin for turbine ON and 60 data 


points per wind bin for Turbine OFF. For the Turbine OFF (background) component, all 


turbines in the immediate vicinity of the measurement location were parked such that 


the predicted level from the wind farm fell by 10 dBA or more –  typically to around 


30dBA . Turbine operational data was supplied by the wind farm and cross-referenced 


to ensure that all turbines were operating during Turbine ON periods, and all relevant 


turbines were off during background measurements. 


2.1 Data Filtering 







Measurements were only conducted at night (10 pm to 5 am), when ambient levels are 


lowest, to allow for the best signal to noise ratio possible. Data points were eliminated if 


the maximum or minimum wind speed measured during the interval differed from the 


average by more than 2 m/s. To filter for extraneous events, data points were excluded 


if the L90 was more than 6 dB less than the Leq, or with a Leq greater than 80 dBA. Due 


to equipment limitations data points were filtered if there was any precipitation within an 


hour and if the temperature dropped below -10˚C. 


2.2  Probability density at a given wind speed and frequency 


The MOECC’s Compliance Protocol instructs that the average Turbine OFF overall LAeq 


be subtracted from the average Turbine ON overall LAeq for each wind-bin. This gives 


an average “Turbine ONLY” component which is then compared to broadband limits 


specified by the MOECC. This paper approaches the same data set from a statistical 


basis, and evaluates the turbine contribution of the measured sound level in 1/3rd 


Octave Bands.  


The proposed methodology aims to provide more insight into the character and 


frequency distribution of the Turbine ONLY contribution at the receptor starts with 


generating a probability density function, as first outlined by Ashtiani[2]. This method 


has been expanded upon for this paper to analyze the frequency content of the turbine 


component. 


In every wind-bin, for every third octave, the probability density is tabulated. For the 


example case below, they have been tabulated in 1 dBA increments. Figure 1 shows 


probability densities for a wind speed of 5 m/s at 20Hz, 200Hz and 2000Hz for both 


Turbine ON and OFF. It should be noted that the example location was measured in the 


middle of a field at approximately 550 m from the closest turbine. 


 


  


(a)                (b) 


Figure 1   Probability density for sound pressure level measured with ground level wind  


  speed of 5 m/s with (a) Turbines ON; and (b) Turbines OFF 


  







2.3 Probability density map 


These probability density functions can be tabulated for each wind bin, at each 


frequency, for both ON and OFF cases. 1/3rd Octave probability density maps can then 


be generated by graphing the individual probabilities into a ‘heat map’. Below are the 


maps for the same data set between 20Hz and 20kHz inclusive. 


   


(a)                (b) 


Figure 2  Probability map for sound pressure level measured with ground level wind 


speed of 5m/s with (a) Turbines ON; and (b) Turbines OFF 


With this information one can see the variation in sound level at each frequency both 


with and without the turbine facility operational.  


2.4  Reference sound pressure table 


Given that a sufficient sample size is achieved, and that the turbine ON/OFF cases 


represent the same conditions with the exception of the existence of turbine noise, a 


third probability density map can be devised for the turbine ONLY case. First, a 


reference table is constructed by which a sound pressure level subtraction is tabulated. 


In Table 1 below, the column headings represent SPL1-SPL2 (logarithmically, of course). 


For example, if the level at 25Hz with the turbines ON (SPL1) was 39dBA and the level 


at 25Hz with the turbines OFF (SPL2) was 35, then the contribution of turbines in that 


scenario, at that frequency, was 37dBA. This example is highlighted in the table. 


2.5  Combined probability table 


A second table is then constructed that tabulates the probability of each permutation for 


a given wind speed at a given frequency. For example, a table is constructed for the 5 


m/s case at 2000 Hz. The columns would represent turbine ON levels, and the rows 


would represent turbine OFF levels. The individual entries would represent the 


probability of both occurring simultaneously based on the probability density maps 


developed for each case. Table 2 shows this constructed table for the 5 m/s wind speed 


at 2000 Hz. 







2.6  Turbine component probability density function 


Once both these tables have been constructed for each wind speed and for each 


frequency, a probability density function can be obtained for the turbine component. 


Starting at the lowest discretized sound pressure level, one can sum the probabilities of 


all the instances where the turbine component at a specific frequency results in the 


sound level of interest. For example, in order to determine the probability of the turbine 


component being 21 dB at 2000 Hz, one would sum the probabilities of all the instances 


in reference Table 1 where the resulting component is 21 dBA. This means that the 


probability of the turbine component being 21 dB at 2000 Hz is 18%. One can then 


repeat this process for each discrete sound pressure level. Once complete, the result is 


a discrete probability density function for the turbine component at that given wind 


speed and frequency. Figure 3 shows the probability density function for the turbine 


component at 5 m/s at 20, 200 and 2000 Hz for comparison with Figure 1. 


 


Figure 3  Probability density for sound pressure level of Turbine ONLY 


2.7 Turbine component probability density map 


Once probability density functions are generated for every 1/3rd Octave Band at a 


specific wind speed, they can be combined to form a probability density map of the 


frequency distribution of the turbine only component. A probability density map for 5 m/s 


can be seen in Figure 4.  


 


Figure 4  Probability map for sound pressure level of Turbine ONLY 







With this information one can get a clearer picture of the frequency distribution of the 


turbine ONLY component. Using the probability distribution one can draw conclusions 


as to how often a turbine might be audible at a certain wind speed, and at which 


frequencies. Average, 5th percentile and 95th percentile frequency distributions were 


found for each wind speed at three different measurement locations.  


2.8 Comparison to Threshold of Perception 


The turbine component probability density map at each wind speed can be compared to 


the threshold of perception curve. With insight into the probability of sound pressures 


occurring at each frequency one can evaluate how likely the turbine noise is to be 


perceptible. This comparison is shown in the results section 3.2. 


2.9  Assessment of the Slope of the LFN portion 


There is also some interest as to whether or not wind turbine noise is a significant 


source of Low Frequency Noise (LFN). Most outdoor LFN guidelines have been 


developed in order to assess Low Frequency Tonal noise. The broadband nature of 


wind turbines noise in the LFN regions does not fit such guidelines. The probability 


density maps generated in this study were used to compare the spectral levels 


measured at each measurement location with the Preferred Noise Criteria (PNC) 


curves[3], for designing for acoustic comfort. It is acknowledged that the curves are 


meant for an indoor sound level. The goal was to determine whether the spectrum 


shape can be considered disproportionately weighted towards the LFN. 


50th percentile curves from the probability density method were compared with various 


PNC curves in terms of slope (dB increase per octave band) below 200 Hz.  


 


2.10 Field Measurement Campaign 


The dataset analyzed for the purposes of this paper includes three measurement 


locations at the same wind farm in Southern Ontario. The distance from the 


measurement locations to the nearest turbine for locations A, B and C are 560, 600 and 


115m respectively. Measurements were all taken over the same three week period in 


March and April, 2014. Weather conditions included some periods below -10˚C, but 


mostly milder temperatures. During the measurement period there were no crops 


growing in the fields surrounding the measurement equipment. 


3. Results 
 


3.1 Turbine Component Probability Maps 


The following graphs show the turbine only component probability maps for each wind 


speed from 3 to 7 m/s for measurement location C.  







 


    (a)                    (b) 


 


(c)                          (d)  


Figure 5  


Turbine ONLY probability distribution maps 


for measurement location C. Wind speeds of 


3, 4, 5, 6 and 7 m/s respectively. 
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3.2 Background Probability Maps and Turbine Component Percentiles 


The following graphs show the background probability distribution maps for all three 


measurement locations at 6 m/s overlaid with the 5th, 50th and 95th percentiles of the 


turbine ONLY probability distribution along with the 50th percentile threshold of audibility 


curve [4]. 


 


 


(a) 


 


(b) 







 


(c) 


Figure 6 6 m/s background probability map with turbine ONLY 5th, 50th, 95th percentile and 


50th percentile threshold of audibility curve for measurement locations A (a), B (b) 


and C (c). 


3.3 LFN comparison to PNC curves 


Since a range of PNC curves are comparable to levels measured at the receptors, an 


average of the slopes of PNC curves 15-40 below 125 Hz is found to be -7 dB/octave.   


An average of the slopes of 50th percentiles of Turbine Only at all measurement 


locations and at all wind speeds is an average of -3 dB/octave. 


4. Discussion 
4.1 Limitations of data 


The data and analysis presented here is subject to the following limitations and 


assumptions: 


1. The data sample sizes are assumed to be sufficiently large to adequately 


describe the population. It is difficult to qualify whether this is the case, as the 


measurements take place over a duration of about 3 weeks, and the site 


conditions are always in a certain level of flux. While it is certainly true that the 


shorter a measurement campaign, the fewer variations in weather conditions 


would occur, the need for capturing a sufficient number of samples usually 


means the measurement campaign can take long. 


2. As one can glean from the low signal-to-noise ratio in the lower frequencies, it is 


possible that the measurement system was effected by the self-noise of the wind 


screen at those low frequencies. Despite using a secondary windscreen to shield 


from low frequency pseudo-noise from wind over the microphones, it is not 


guaranteed that the measurements are not influenced significantly in those 







frequencies. It is also likely, however, that the ambient noise level is providing the 


masking noise that causes the poor signal to noise. The resulting measured low 


frequency noise in this work agrees with what was measured by Tachibana et. 


Al[5], with their most protective measurement configuration, and in some cases 


this set of measurements are even lower those published by Tachibana. Thus, 


the measurement system is expected to be adequate. Further study in this field is 


generally needed. 


 


4.2 Low Frequency Noise component 


There is considerable interest in the low frequency content sound immission measured 


from wind turbines. In order to use this statistical method to gain insight into the spectral 


content, the ISO 389-7 threshold of sound perception for pure tones is plotted over the 


measured sound contributions from the turbine, as well as the background. For this 


analysis, the 50th percentiles for the measured level are presented. It should be noted 


that the threshold curve taken from ISO 389-7 represents the level of a sound at which 


“a person gives 50% correct detection responses on repeated trials”[4]. 


From Figure 6 we can see that below 50Hz the measured level contribution from the 


turbines is at or below the threshold. This is consistent with other studies such as Moller 


and Pedersen[6], Sondegaard and Madsen[7] and O’Neal[8]. For the measurements 


conducted in this study, the analysis has shown the measurements have a significant 


contribution from ambient conditions, and that the signal-to-noise ratio is generally 3dB 


or less. Consequently, the measured levels are typically close to ambient conditions, 


and generally become more audible with increasing frequency. It is important to note 


that Low frequency noise is generally accepted as being sound in the frequency range 


of 20Hz – 200Hz. Thus, wind turbine noise certainly has audible noise levels 


measurable in the low frequency range. The highest audibility of the measured levels 


was in the higher portion of the low frequency range, where levels are between 2-6 dB 


above ambient conditions. The noise comprises in this case of broadband noise from 


the turbine, as well as some tonal components around 160Hz frequency range. 


The low frequency spectrum shape was also compared to other references in order to 


evaluate whether the broadband component of the measured noise impact from the 


turbines represents a spectrum that is unbalanced with excess low frequency content. 


Due to a general lack of listener tested criterion for broadband low frequency noise, 


comparison was made to target spectral noise for buildings and interior spaces. 


Preferred Noise Criterion (PNC) curves have been developed for designing the interior 


acoustics of spaces when controlling building noise from HVAC[3]. The targets are 


meant for acoustic comfort and minimizing base building noise complaints. The slopes 


of the low frequency portion of these curves were evaluated and compared to the 


measured levels from wind turbines. The slopes of the measurements between 25Hz 


and 160Hz averaged a reduction of 3dB/Octave. This is similar to the rate of 4dB/octave 


measured by Tachibana[5]. Compared to PNC curves of 40 and below, this represents 







a low slope, with would imply that the shape of the spectrum does not by itself indicate a 


noise that is unbalanced toward the low frequency region. It should be noted, however, 


that the measurements carried out in this study are 1-minute energy averaged intervals. 


Amplitude modulations that may occur during the measurement intervals are not 


explicitly identified with this methodology, but are included in the energy averaging. 


4.3 Mid Frequency Noise component 


Mid frequency noise from about 200Hz – 2kHz represents the majority of the impact of 


wind turbine noise at the immission point. This frequency range is one where the sound 


from the turbines is expected to be most audible, and under certain conditions result in 


the highest change in ambient conditions. 


Signal-to-noise ratio of the Turbine ONLY component in our study was found as high as 


5dB in the 400-500Hz range. One should note that this meant the average signal with 


Turbines ON was 6dB above the ambient level. Above 1000Hz, and at high wind 


speeds, the signal-to-noise begins to deteriorate rapidly as ambient noise increases 


sharply. The spectrum shape above 2000Hz is strongly influenced by the ambient 


condition, and the level of ambient noise at a given measurement location. 


The benefit of a spectral statistical analysis is its increased robustness to contaminating 


noise in select frequencies. A common example of this is cricket or other insect noise. 


Frequently, when insect noise contaminates the signal, it will drive the overall A-


weighted sound level both for the turbine ON and turbine OFF measurements. If one 


compares the two levels, it is difficult to discern any contribution attributable to the 


turbines. A spectral analysis will be able to discount the frequencies where insect noise 


was present, and provide a turbine noise component based on the remaining 


frequencies where insect noise did not dominate the measured levels. 


5. Conclusion 
A spectral statistical analysis is presented for measured noise levels near wind farms (at 


typical residential dwelling setbacks). The method allows for inferring the discrete 


probability density function of noise components in the signal attributable to wind 


turbines, at integer wind speeds. The method also allows for the computation of 


cumulative percentages of time that the noise impact from the wind farm meets a 


specific criterion. It provides a greater insight as to the frequency of occurrence of 


noises that are of interest, or allows the total amount of time that a wind farm may be in 


a non-compliance state to be quantified. It is hoped that this kind of analysis will provide 


insight into the variability of the ambient noise environment, combined with the 


variability of the sound impact of the turbines at typical distances. This approach would 


allow regulators to prescribe noise limits that are statistically defined. For example, a 


noise limit of 45dBA that shall not be exceeded 95% of the time. This approach would 


also discourage the use of “cherry-picked” data during single measurement events to 


characterize the noise immission behavior of a given wind turbine facilitiy. 
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Table 1: Reference SPL Contribution (SPL1-SPL2)
SPL 1
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136% 39 38 37 36 35 34 33 32 31 30 29 28 27 26 25 24 23 22 21 20 19 18 17 16 15 14 13 12 11 10 9 8 7 6 5 4 3 2 1


66 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
65 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
64 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
63 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
62 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
61 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
60 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
59 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
58 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
57 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
56 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
55 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
54 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
53 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
52 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
51 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
50 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
49 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
48 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
47 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
46 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
45 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
44 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
43 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
42 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
41 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
40 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
39 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
38 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
37 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
36 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
35 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
34 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
33 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
32 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
31 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
30 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
29 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
28 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
27 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
26 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0% 1% 1% 1% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
25 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
24 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 1% 1% 1% 1% 0% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
23 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0% 1% 1% 1% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
22 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 1% 1% 1% 1% 0% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
21 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
20 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 1% 1% 2% 2% 2% 1% 1% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
19 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 2% 2% 1% 1% 1% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
18 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
17 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 1% 2% 1% 1% 1% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
16 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 1% 1% 1% 1% 0% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
15 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0% 1% 1% 1% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
14 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 2% 2% 1% 1% 1% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
13 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 1% 1% 1% 1% 1% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
12 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
11 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
10 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 1% 0% 1% 1% 1% 1% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0


9 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
8 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
7 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
6 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
5 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
4 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
3 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
2 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0
1 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0% 0


Table 2: Probability at 5 m/s and 2000 Hz
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Summary      


In 2013 the municipality of Utrecht (The Netherlands) investigated the possibility to 
operate a wind farm on an industrial area surrounded by residential areas with 
dwellings as close as 125 meters.  
Although there is a single national noise limit for wind farms (47 dB Lden), the local 
Utrecht noise policy allows for a lower limit equal to the level of the background noise 
L95 in order to reduce noise annoyance. 
During a three month measurement survey, background noise was measured on 
eight locations around the industrial area. At the same time meteorological data was 
gathered. On three locations low frequency background noise was measured as 
well.
The noise measurements yielded information about the background noise level as a 
function of wind speed, wind direction and location. In order to prevent the wind farm 
to exceed background noise levels in residential areas, the measurement results 
were then used to help – in addition to visual aspects - design the wind farm 
(location, type, height and number of turbines). This resulted in a proposal for a wind 
farm of six turbines on a distance of at least 600 meter to the closest residential 
area. To fulfill the noise limits, some wind turbines would have to be adjusted (low 
noise mode, lower rpm) at specific meteorological conditions. 
Furthermore, we investigated the influence of the proposed wind farm on the number 
of annoyed people in relation to noise mitigation measures.
In this paper the results of the background noise measurements are presented and 
how they influenced the design of the projected wind farm and proposed noise limits 
and how that would affect the number of annoyed people in the surrounding 
residential areas.


1. Introduction
The city of Utrecht in The Netherlands wants to reduce the use of fossil fuels by 
means of saving energy and using sustainable energy. Part of this energy can be 
produced within the city limits. In 2012-2013 the possibility was investigated to 
realize a wind farm (15-25 MW) on an industrial area “Lage Weide” within the 
municipality (see figure 1). The industrial area (red) is surrounded by several 
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residential areas (blue). A motorway (A2) is situated at the southwest boundary of 
the industrial area.


Figure 1 – Overview industrial area Lage Weide at Utrecht
    
In order to make a well-balanced decision an Environmental Impact Assessment has 
been carried out [1]. Because noise from the wind farm was one of the major 
concerns of the local residents, this aspect played an important role in the 
assessment. This paper shows how background noise measurements were used to 
help design the wind farm in such a way that the increase in the number of highly 
annoyed people would be limited as much as possible.


2. Noise limits 
In The Netherlands the standard limit values for wind farm noise are 47 dB Lden and 
41 dB Lnight at the façade of dwellings. Surveys show that noise from wind turbines 
causes more annoyance than an equal noise level from - for instance - road traffic. 
At a level of 47 dB Lden 8% of the exposed population can be expected to be highly 
annoyed [2].


There are however possibilities for local governments to set alternative limits. A key 
element in the local noise policy in Utrecht is the protection of quiet residential areas 
whereas higher noise levels are accepted along busy roads. The background noise 
level is used as the preferred limit value in environmental permits for industries. In 
order to  apply this policy rule in designing the wind farm a background noise survey 
has been carried out. With this information the city of Utrecht wanted to investigate 
the impact of the planned wind farm on the number of residents highly annoyed by 
noise. 


  A2







3. Background noise measurements
During a period of three months noise measurements were carried out on eight 
different locations around Lage Weide by an acoustic consultancy. The locations 
were carefully chosen; mainly near the dwellings closest to the planned wind farm 
but also in the middle of the neighborhoods. Some locations were situated in a 
relatively quiet residential area (locations 3 and 7), others along a busy road 
(locations 2 and 8).


Because the noise emission from a wind farm as well as background noise increases 
with wind speed, both wind speed and wind direction have been monitored as well. A 
wind sensor was installed at a height of 10 meters in the center of the industrial area. 
Figure 2 gives an overview of the monitoring stations. 


Figure 2 – Locations of all eight noise monitoring stations and wind sensor


The monitoring system measured the equivalent noise levels every second. The 
average wind speed and direction have been determined in time blocks of 
10 minutes. Background noise level is defined as the L95 or 95-percentile of the 
measured Leq,1sec values. L95 values were tagged with the simultaneous wind data. 


The results of this survey are presented in [3]. Figure 3 shows the L95 levels in the 
evening (19:00-23:00 h) as a function of wind speed and direction at  location 5 
southwest and location 8 northeast of Lage Weide. It is clearly visible that in a quiet 
residential area (location 5, Frederik Loewestraat) the background noise level 
increases with wind speed. This effect is less stronger along a busy road (location 8, 







Amsterdamsestraatweg). The influence of the wind direction at position 5 is also 
recognizable; the noise level is higher at wind directions between northwest and 
northeast due to the motorway. 


Figure 3a – L95 in quiet residential area (location 5) and in evening period as a 
function of wind speed and direction


Figure 3b – L95 along busy road (location 8) and in evening period as a function of 
wind speed and direction
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4. Restrictions for the wind turbine farm
In the process of designing the wind farm many different variants were investigated. 
Every variant first had to fulfill the national noise limit of 47 dB Lden. The next step 
was to calculate the measures that had to be taken to stay below the background 
noise levels. As an example figure 4 shows a configuration with 5 turbines of 4 MW.


Figure 4 –  Wind turbine noise contour lines for five turbines 
at values of 47 dB (red), 42 and 37 dB (grey) Lden 


In the next step the resulting calculated wind farm noise levels at different wind 
speeds were compared with the average background noise levels. As figure 5a 
shows, the background noise level at position 7 is exceeded at wind speeds of 5 and 
6 m/s (at 10 meter height).  In order to stay below the level of the background noise, 
two wind turbines have to be put in low noise mode at these specific wind speeds. 
The resulting noise levels can be seen in figure 5b. 


To do this calculation a fixed relation between the wind speed at 10 meters and at 
hub height has been used. However, on calm evenings - especially in summertime - 
the wind speed at ground level can sometimes drop while the wind speed at hub 
height remains relatively high. During those meteorological conditions the wind farm 
can be better audible and cause annoyance. To prevent this, the wind farm also has 
to stay below background noise during  those specific conditions and perhaps even 
has to be brought to a standstill. 







Figure 5a – Individual and total wind turbines noise levels 
compared with the L95 background noise level


Figure 5b – Individual and total wind turbines noise levels in 
low noise mode compared with the L95 background noise level







5. Number of annoyed people 
In the Environmental Impact Assessment of course other aspects than background 
noise were also taken into account such as visual impact (see figure 6) and safety 
risks. Low frequency background noise was addressed as a separate factor as well 
[4]. This resulted in a proposal for six wind turbines of 2.5 MW at a central location 
on the industrial site. 


Figure 6 – One of the views for the visual impact assessment


Even when the noise level of the wind farm is below the background noise level, the 
wind farm can still be audible and cause annoyance. In order to consider the effect of 
the wind farm on the number of highly annoyed people, the annoyance due to 
existing noise sources was determined by using noise maps and dose-response 
relations, and the increase due to the wind farm was calculated. 


In the reference situation the number of highly annoyed people due to (calculated) 
road traffic, railway and industrial noise in the residential areas around Lage Weide 
amounted to 610-990 people. The calculations showed that adding a wind farm on 
Lage Weide would lead to an increase of 30-60 residents being highly annoyed.


6. Conclusion   


By using the background noise level as a limit, the increase in annoyance can be 
reduced when compared to applying the standard noise limit. 


However, even though much effort was put into the prevention of annoyance, 
opposition to the plan was strong and in the end the plan was rejected by the city 
council. 
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Summary   


Many countries such as France, New Zealand, UK, Italy use background noise to limit the noise 
of a wind farm. For this reason background noise assessment is a key process in the planning 
of a wind farm. Usually therefore every possible receiver must be measured to determine which 
is its level of background noise. This measurement should last at least a week to be able to 
intercept enough range of wind speed and direction. Wind during the measurement is 
necessary to determine the variation of noise with wind and model a situation in which turbines 
would be in operation. This process is costly and for this reason developers of wind farms tend 
to delay it to a later moment during the planning of the wind farm. So it happens that when 
planners arrive to the measurement of receivers many important decisions on the layout have 
already been taken and noise constraints have been underestimated. 


For this reason it would be useful to have a background noise map already at the beginning of 
the planning process, in such a way to check as early as possible what is the situation of 
impact. Creating a reliable background noise map is pretty complicated since you should be 
able to evaluate all sources of noise on a very large area. What is less complicated is to 
evaluate only that part of noise that depends on wind, since the relation between local wind and 
noise is already well known. Estimating winds at receivers height on a large area can be done 
with a computational fluid dynamics (CFD) model of the wind in the area. 


The first purpose of this paper is to report the experience done with the study of a large wind 
farm in which this method has been used. It reports what kind of CFD model has been 
implemented to study the wind. Then it reports what kind of calculation has been done to 
convert the wind map at low height into a noise map. Afterwards it reports which receivers were 
measured and what is the difference between the noise map calculated and the measurements 
at the receivers. 


Finally we analyze what differences arise, what is the possible reason for these differences and 
which are possible further developments of the method. 


 


1. Introduction 


In the early stages of a wind project we study all the elements that help move the project 
forward smoothly. The four most important elements that need to be analyzed preliminarily are 
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the wind resource map, the constraints map including noise, the connection to the network, and 
the possibility of transporting and mounting. In this analysis one of the most important 
constraint is certainly noise. It would be convenient to have already at an early stage a noise 
constraints map in order to avoid planning the turbines in disturbing areas.  


The problem encountered in the execution of a constraint map of noise usually depends on the 
limited information on background noise of the area. This is hard to describe because the 
background noise depends on parameters that are very specific to the spatial position of 
receiver, and sometimes vary greatly also within its property. Given the number of possible 
receivers that is too complex and expensive to study at an early stage, because there are too 
many different possible sources of noise. We classify the sources of noise into two main 
categories: noise sources independent from the wind and sources whose intensity depends on 
the wind [1]. A formula to describe it is the following 


       (1) 


LWR10  = Noise parameter for wind related noise. The meaning of this parameter, as expressed 
here, is the noise that we would have at 10 m/s in absence of not wind related noise [dB] 


LNWR  =Noise parameter for not wind related noise [dB] 


 


in which the second term under brackets refers to the noise independent from the wind. This 
represents all the sounds of the territory that are statistically significant, such as roads, 
watercourses the presence of animals, the presence of human activity, and more.  


The first term under brackets is the wind dependent noise. It is typically given by the flapping of 
the vegetation and on the effect of wind on houses and on all objects in the territory.  


While the second term is difficult to map because of its dependence from specific 
characteristics of the territory, the first term is strongly dependent from the wind and therefore it 
is easier to map. 


The result can be seen in Figure 1. Clearly the logarithmic curve parameter LWR10 depends 
largely on vegetation and exposition to the wind of the structures and objects surrounding the 
sound level meter. 


 


Figure 1 - Measurement of noise and wind at a 7 meters distance. The LWR10  parameter is 45 
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The experience of identification of noise in many installations showed that LWR10 is typically in 
the range 40-60 decibels. As said, the meaning of this value is simple: in the absence of wind 
independent noise this value identifies the noise levels that we would have at 10 m/s. 


In this case wind is measured very close to the receiver. Clearly one of the major uncertainties 
of this logical process is the need to establish a correlation between the wind at the receiver 
and the wind at turbines height. For this reason the correlation between noise and wind refers  
usually to the wind at the mast, either at 10m height or at turbine height. 


Among wind modeling softwares there are two main groups:  


 Mass conservation softwares such as Wasp, Windfarm, Windfarmer and WindPro.  


 CFD softwares that use computational fluid dynamics such as WindSim. 


The CFD softwares give a more accurate modeling of the correlation between the high winds 
and the wind on the ground because they consider the second order and some following terms 
of the Navier-Stokes equations. This allows identifying in particular the areas of macro 
turbulence. 


This aspect is very important also in our case. If the receiver is covered from the wind by a hill, 
the wind at the receiver could easily be a secondary wind coming from turbulence, as shown in 
the figure 2.  


 


 


Figure 2 - A typical case of turbulence on a ground discontinuity  


 


Turbulent areas are not modeled by the mass conservation software. At the same time these 
are the very sensible points that can more easily be disturbed by the presence of a wind farm. 
In these points the perceived noise of the wind park is related to the distance while the 
background noise is related to local winds and therefore it is presumably low due to the effect 
of shelter. The effect of disturb of the turbine is increased, so these are precisely the most 
delicate points. 


Our work aims at identifying these particular points as soon as possible in the planning process. 
as the positioning of turbines must respect greater distances from this type of receivers. For this 
reason we are interested in analyzing the possibility of creating a map of the background noise 
even if only for the first term of the equation (1), or to calculate a map where the first term in 
more accurately calculated while the second term is a constant coming from typical values. 
Especially for high winds the first term appears predominant and finally as more relevant 
compared with the second. 
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Experimental design 


The first term under brackets of the equation (1) depends on wind. Therefore we need to 
calculate wind on the whole area of the project. We therefore try to perform a wind mapping 
with Windsim in the whole area with the aim to identify winds at receiver level. Then we will 
calculate noise level with the formula (1) and create a noise map. After this calculation we will 
be able to compare the result with some measured point where we have collected the data. 


During this process it is important to analyze all parameters involved in the dependence of the 
noise from wind: 


 wind direction 


 wind frequency distribution 


 set of structures present at the receiver that may change the parameter LWR10   


 stability of the air 


The wind direction would completely change the speed ups in all the area. An area that is 
protected from north wind and therefore have a very low speed up, is maybe open to south 
wind.  To simplify this identification process we use a model with a wind coming from the main 


direction, in our case the north (-15°15°). Also measurements will refer only to north winds. 


The second parameter that identifies the wind is the frequency distribution. In a generic site 
the frequency distribution follows the so-called Weibull distribution. The typical yearly 
parameters of this distribution (amplitude A in the range 5-8, shape k in the range 1.7-2.5) are 
unfit to identify the wind at the receiver over short periods. If we used a typical k=2, A=7 
distribution this would mean that for some seconds over the 10 minutes we have a very high 
winds. This corresponds to an increased noise level. Fortunately we have the standard 
deviation measurement. To represent the wind in the 10 minutes we convert the normal 
distribution measured and the measurement in the Weibull distribution (Figure 3). In the 
modeling software we use the following conversion function: 


         (2) 


Where k is the shape factor, σ is the standard deviation and and v is the mean speed velocity 
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Figure 3 – Frequency distribution of north wind avg.10 m/s  


 


Another parameter that influences the conversion of wind in noise is the presence of 
structures like vegetation and houses and it is peculiar to each point the territory. Since this 
aspect is too peculiar for every receiver we disregard it. As further evolution we could consider 
a mapping of the vegetation done from the roughness map.  


The procedure in the norm we follow for the measurement at the site, 5 meters distance from 
the local vegetation to minimize the impact of noise from the flapping of the trees and bushes. 


The fourth parameter that influences this conversion is the air stability. The measurements on 
the site are shown in the following figure 4. As known air is more stable during night and 
therefore wind ratio between hub and receiver is higher. As the most interesting period for the 
noise map is night, the stability class used during CFD calculation is set to neutral (Pasquill = 
D) [3]. 
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Figure 4 - The power law exponent change between night and day  


Another difficulty that we found is transferring the wind rose from the position of the 
anemometer to the position of the receivers. The wind rose at the receiver can be qualitatively 
different from the one at the anemometer. In our case the north direction at the anemometer is 
represented by a wind distributed on 30 degrees. As an example at one receiver this generates 
a wind rose with winds coming from both the north and from the west. This is because the wind 
flow changes path even for small inflow deviations. We considered this aspect that represents a 
reduction of the wind at the receiver and that therefore constitutes also a decrease of noise. 


Generation of the background noise map 


The CFD software creates a map of wind at 2 meters height. This considers the terrain and the 
roughness of the site. The conversion of wind in noise is done with the formula (1) with the 
coefficients LWR10  = 45, and LNWR  = 25.  


The result is showed in the figure 5. The receivers of the site are also shown. 


This map allows us to indicate which zones have lower noise in comparison to others. It also 
gives a numerical measure of noise. This map is done for 10 m/s @ 70m height, and we can 
obtain maps for every wind speed. This will be rather easy. As a matter of facts the behavior of 
the software is linear. We only need to scale up or down the wind map, and then to convert it 
into a noise map with the given (1) equation. 
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Figure 5 - Background noise map for 10 m/s, North wind, night 


 


Figure 6 - Background noise 3D map for 10 m/s, North wind, night 


Noise measurements 


This is the description of the process that we have used to identify LWR10  parameter from the 
measured data. We measured the noise data with meteo stations that were installed on site for 
one month. The noise’s sensors were at 1.5 meters height and they were protected from rain 
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and from wind with a windshield. At the meteo station there's a rain sensor. The Measures 
during periods of rain were cancelled from the data.  


The noise point are LAeq sampled on 1 minute while the wind is sampled on 10 minutes. For 
this reason the wind data are then extended on the one minute sampling simply putting 10 
times the same value. We consider this procedure more reliable than the other procedure which 
would be to average the noise on the 10 minutes. The correlation is done between the noise 
and the wind at the anemometer measured at 70 meters. The wind is measured at the central 
anemometer of the park and it is measured in two positions every position has height of 70 
meters and direction sensors. 


We filtered those data considering the influence of other events like, for example, human 
interactions, cars and other types of noise not depending on wind. After this process we choose 
the parameter LWR10 either graphically or mathematically. The mathematical process would be 
to use a minimization with least-square distance from a log curve 


Comparison between noise model and site measurements 


As a following step we are interested in knowing if the numbers given by the noise map are 
reliable or not. To understand this we have measured the background noise of 8 points. During 
these measurements we have also recorded the wind velocity at the anemometer. Some points 
have a clear model. For example the point in the figure 7 has a very clear logarithmic curve 
model for strong winds. 


 


Figure 7 - Model and time series of the measurements of one receiver. In addition to the not 
wind related noise there is a clear noise at around 55 dB given by road traffic  
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We have done a model of background noise of every point. If we compare the coefficient LWR10, 
which should be the noise at 10m/s in absence of NWR noise,  withthe noise obtained from the 
calculation we find a very poor correlation. 


Attempting another way, if we instead chart the noise from the map, vs. the lowest level of 
measured noise around 15 m/s (Figure 8) a correlation emerges (Figure 9).  


 


Figure 8 - Model of the measurements of one receiver. In addition to the not wind related noise 
there is a clear noise at around 55 dB given by road traffic 


                   


Figure 9 - Correlation factor between the lowest level of noise at 15 m/s factors and measure 
on the background map (@ 10 m/s) 


 


Llow15 


Lmap10 
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The reason of the correlation only for stronger winds seems to be that at 15 m/s the component 
of wind related noise is more visible and important compared to NRW noise. Moreover the 
identification of the level at 15 m/s has been done using the lowest possible measures of wind. 
So the effect of casual NWR noise is diminished. 


 


Conclusions  


This result suggests that this method produces background noise maps not usable to predict 
correctly the background noise in every point because the differences between receivers in 
local vegetation and structures are too high. This has an influence on the parameter LWR10 that 
need eventually to be mapped or corrected point by point. 


On the other hand this approach can be useful in a preliminary stage as qualitative maps, and 
used to identify which receivers should be kept at higher distances.  


A second possible use of this kind of analysis is acquiring information in order to extend the 
background noise campaign to sites that were not measured.  


 


Suggestions for a new background noise studies 


Some key points could be taken into consideration in order to deepen this approach: 


● Identify if roughness map, which usually describe vegetation and use of soils, influences 


the noise map and allows the indentification of LWR10. 


● The flow of wind at mast height is less affected by obstacles in the area. To better the 


receiver noise model we can simply create a relationship between wind at mast and wind 


at the receiver with a wind modeling software. 


● Execute a map of total and differential noise once a turbine layout has been decided 
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Summary 
Many people are exposed to high levels of noise that adversely affect their health 
and quality of life. In order to prevent harmful effects on human beings and the 
environment, various industrial and commercial installations are subject to licensing 
in Germany. This includes wind turbines with a height of more than 50 m. The legal 
basis is the German Federal Immission Control Act and the “Technical Instructions 
on Noise Abatement, TA Noise”. The TA Noise deals with the determination and the 
assessment of noise generated from industrial and commercial installations. 
Especially, it contains ambitious binding immission values for immission points 
outside buildings. The values depend on the type of land-use and are distinguished 
between daytime and night-time. For the protection against noise, the total noise 
exposure at the decisive immission point may not exceed the binding immission 
values. 
 
 


1. Introduction 


Wind turbines are of great importance to meet the demand for electricity with 
renewable sources of energy. In recent years, the number of wind turbines has 
continuously increased in Germany. In 2014, there are 24867 wind turbines with an 
installed wind power capacity of 38116 MW [1].  
 
In Germany, wind turbines with a height of more than 50 m, are subject to licensing 
pursuant to the German Federal Immission Control Act [2]. Principally, installations 
subject to licensing shall be established and operated in such a way that this does 
not involve harmful effects on the environment or other hazards, considerable 
disadvantages and considerable nuisance to the general public and neighbourhood. 
Moreover, precautions should be taken to prevent harmful effects on the 
environment. Within the scope of the licensing process, not only environmental 
aspects are taken into account but also all other legal aspects in connection with the 
construction of a new wind turbine or the repowering of existing ones. For instance, 
building regulations as well as nature conservation requirements are also to be 
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considered. One important element of the licensing process deals with the protection 
against noise. The regulations are laid down in the Sixth General Administrative 
Provision to the Federal Immission Control Act, which is called “Technical 
Instructions on Noise Abatement, TA Noise” [3]. It is applied to various kinds of 
industrial plants as well as commercial operations. This wide range of applicability 
includes wind turbines. The TA Noise is therefore the most important instrument for 
the determination and assessment of noise from industrial plants and commercial 
operations in Germany.  
 
 


2. Determination of noise immissions 
The determination of noise immissions of wind turbines is carried out according to the 
the TA Noise and additional recommendations [4] of the federal states in Germany. 
The main steps of the noise assessment procedure for wind turbines are shown in 
figure 1. 


  


 
 
Fig. 1: Noise assessment procedure according to TA Noise 
 
The TA Noise contains criteria to identify and assess the noise immissions of 
installations subject to licensing, including wind turbines. The noise assessment 
procedure starts with the determination of noise immissions by forecasting. The 
calculation method is described in detail in the TA Noise. The noise emission of a 
wind turbine is made up of the sum of the sound power levels, the supplements for 
tonality, impulsiveness and a safety margin for the quality of the forecast. For these 
input data, measurement results as well as data from manufacturers can be used. If 
there are no data available, the determination of the emission values of a wind 
turbine is carried out in accordance with the Technical Guideline for Wind Turbines 
Part 1 [5] and the German standard DIN EN 61400-11 [6]. 
 
The determination of the noise immissions of wind turbine is based on the operation 
mode that produces the highest rating level Lr .In this context, supplements for 
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tonality and impulsiveness may be applied. The supplement for tonality KT is 
determined from the supplement for tonality KTN measured in the near-field of the 
wind turbine: 
0 ≤ KTN ≤ 2  supplement KT: 0 dB  
2 < KTN ≤ 4  supplement KT: 3 dB  
KTN    > 4  supplement KT: 6 dB  
 
The impulsiveness KIN which is determined in the near-field leads to the following 
supplements for impulsiveness KI: 
0 ≤ KIN < 2 dB supplement KI: 0 dB  
2 ≤ KIN < 4 dB supplement KI:  3 dB  
4 ≤KIN   supplement KI: 6 dB  
 
For the calculation of sound propagation, the alternative method of DIN ISO 9613-2 
[7] is used.  
 
The result of the noise calculation is a rating level Lr of the total noise exposure at the 
decisive immission point. The rating level will be compared with binding immission 
values for points outside buildings which may not be exceeded. To ensure that this 
requirement is met a quality assurance is carried out. Within the framework of this 
quality assurance it has to be proved that under consideration of the uncertainty of 
the emission data as well as the uncertainty of the propagation calculation the upper 
limit of confidence level of the forecasted rating level is below the binding immission 
value.  
 
If no emission values of at least three wind turbines are available, then an uncertainty 
supplement of 2 dB is applied. 
 
For the calculation of existing noise immissions of old wind turbines a supplement of 
3 dB is applied if the emission data are only determined at a wind speed of 8 m/s in a 
height of 10 m  
 
During the operation of the wind turbine, an additional noise measurement may be 
conducted in order to check that the calculated results comply with binding immission 
values. The method for this task is described in the German standard DIN EN 61400-
11 [6], which is based on IEC 61400-11 [8]. 
 


 


3. Binding immission values according to TA Noise 
An essential part of the TA Noise is binding immission values for points outside 
buildings. These values depend on the type of land-use and are distinguished 
between daytime and night-time. They are given in table 1.  


 


Types of areas Day 
6 p.m. - 10 a.m. 


Night 
10 a.m. - 6 p.m. 


industrial areas 70 dB(A) 70 dB(A) 


commercial zones 65 dB(A) 50 dB(A) 


core areas, village areas and mixed-use 
zones 


60 dB(A) 45 dB(A) 


general residential areas and small 55 dB(A) 40 dB(A) 
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Types of areas Day 
6 p.m. - 10 a.m. 


Night 
10 a.m. - 6 p.m. 


residential states areas 


purely residential areas 50 dB(A) 35 dB(A) 


spa areas, for hospitals and nursing homes 45 dB(A) 35 dB(A) 


 
Table 1: Binding immission values according to TA Noise  


 
 
The binding immission values are applied during the day for an assessment period of 
16 hours. The full hour with the highest rating level is the basis for night-time 
assessment. The reason for this special regulation is that the protection against noise 
at night is very important because a sufficiently long period of undisturbed sleep is 
essential for mental and physical rest and therefore healthy. Furthermore, the TA 
Noise contains special regulations concerning individual short-term noise peaks. 
These peaks may exceed the values during the day by not more than 30 dB(A), and 
at night by not more than 20 dB(A). 
 
The type of areas of the binding immission values results from specifications in 
development plans. They correspond to the building areas, which are defined in a 
Federal Land Utilization Ordinance [9]. According to this ordinance for example 
purely residential areas are only used for living. In contrast to this, village areas may 
also contain agricultural and forestry holdings. Moreover, the further development of 
agricultural and forestry holdings is taken into consideration. For the individual types 
of land-use planning appropriate area-related binding immission values are defined.  
 
The binding immission values have to be met in order to obtain the license for the 
operation of a wind turbine. They refer to the forecast respectively measured rating 
level Lr ascertained at the immission point. In this context it is generally assumed 
from the total exposure at the decisive immission point. This is the point in the area of 
influence of the installation at which binding immission values are most likely to be 
exceeded. According to TA Noise the decisive immission points are defined as 
follows: 


 for buildings, 0,5 m outside the middle of the open window of the room which 
is worst affected by noise 


 in undeveloped or built-up areas that contain no buildings with noise sensitive 
rooms, at the edge of the area where buildings with noise sensitive rooms may 
be built.  
 


In principle, the binding immission values according to TA Noise may not be 
exceeded. Exceptions are only being made for the following cases:  


 No harmful effects on the environment are to be assumed from the installation 
when the additional noise exposure from the facility is at least 6 dB(A) below 
the binding immission values  


 It is permanently ensured that the binding immission values are exceeded not 
more than1dB(A)  


 
 


4. Consideration of low-frequency noise 
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Wind turbines emit low-frequency noise. For the determination and assessment of 
low-frequency noise the German standard DIN 45680 “Measurement and 
assessment of low frequency noise immission” [10] and in the accompanying 
Supplement 1 is used [11]. The supplement contains reference values which should 
not be exceeded.  
 
DIN 45680 contains an auditory threshold. Since some years the question is 
discussed in the scientific community as well as in the public whether the protection 
against low-frequency noise is sufficient. This is especially true for infrasound caused 
by industrial or commercial installations. A research project on behalf of the German 
Federal Environment Agency [12] has shown that DIN 45680 as well the international 
standard ISO 7196 “Acoustics - Frequency-Weighting Characteristic for Infrasound 
Measurements” have deficits [13]. For these reasons, DIN 45680 is currently under 
revision [14, 15]. Within this activity a noise perception threshold is developed. This 
threshold and the auditory threshold are shown in figure 2 together with the results of 
low-frequency noise measurements of a wind turbine in southern Germany. It can be 
seen that the results are below both thresholds.  
 
 


 


Fig 2: Comparison between low-frequency noise measurements results and audible 


and perception thresholds [16] 


 
Figure 2 legend 
 


 


Schalldruckpegel dB(Z)  sound pressure level dB(Z) 
Frequenz Hz  frequency Hz 
Infraschall infrasound 
Tieffrequenter Schall low-frequency sound 
Nicht hör- und wahrnehmbar no audible and imperceptible 
Hörbereich range of audibility 
Messwerte vom 28.04.99 bei Ostwind mit 6 m/s measurement results of 28 April 1999 at a windspeed 


of 6  m/s from eastly direction 
Hörschwelle nach DIN 45 680 audible threshold according to DIN 45 680 
Wahrnehmungsschwelle nach Entwurf DIN 45 680 perception threshold according to draft DIN 45 680 
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5. Conclusions 
Wind turbines are of great importance to meet the demand for electricity with 


renewable sources of energy. They should be operated in such a way that this does 


not cause harmful effects on the population. The determination and assessment of 


noise from wind turbines is described in detailed legal regulations in Germany. 


Technical instructions especially contain area-related binding immission values for 


immission points outside buildings which may not exceeded during the operation of 


the wind turbine. If these values are exceeded, measures to reduce noise are 


necessary. 
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Summary   


 
Setbacks for wind turbines have been established in many jurisdictions to address potential 
health concerns associated with audible noise. However, in recent years it has been suggested 
that infrasound (IS) and low frequency noise (LFN) could be responsible for the onset of 
adverse health effects self-reported by some individuals living in proximity to wind turbines, 
even when audible noise limits are met. The purpose of this paper was to investigate whether 
current audible noise-based guidelines for wind turbines account for the protection of human 
health, given the levels of IS and LFN typically produced by wind turbines. New field 
measurements of indoor IS and outdoor LFN at locations between 400 m and 900 m from the 
nearest turbine, which were previously underrepresented in the scientific literature, are reported 
and put into context with existing published works. Our analysis showed that indoor IS levels 
were below auditory threshold levels while LFN levels at distances >500 m were similar to 
background LFN levels. A clear contribution to LFN due to wind turbine operation (i.e., 
measured with turbines on in comparison to with turbines off) was noted at a distance of 480 m. 
However, this corresponded to an increase in overall audible sound measures as reported in 
dB(A), supporting the hypothesis that controlling audible sound produced by normally operating 
wind turbines will also control for LFN. Overall, the available data from this and other studies 
suggest that health-based audible noise wind turbine siting guidelines provide an effective 
means to evaluate, monitor, and protect potential receptors from audible noise as well as IS 
and LFN. 
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1. Introduction   


 
Wind power has become the fastest growing source of new electric power generation, with 
several countries achieving high levels of wind power capacity and overall penetration (Wiser 
and Bolinger 2013). Public support for the use of wind energy is typically high; however, 
acceptance of projects at the local level does not always reflect this trend. While support is 
found in some locations, strong opposition stemming from concerns of visual aesthetics, health 
risk perception and noise levels can be found in others (Baxter et al. 2013; Jobert et al. 2007; 
McCallum et al. 2014; Wolsink 2000).  
 
Currently, there exists an ongoing debate surrounding the relationship between wind turbines 
and human health within both the public and the scientific communities (Knopper and Ollson 
2011). This debate is driven by the fact that some people that live near wind turbines have 
reported adverse health effects such as (but not limited to) ringing in ears, headaches, lack of 
concentration, vertigo and sleep disruption that they attribute to the wind turbines. Some argue 
that reported health effects are related to wind turbine operational effects (e.g., electromagnetic 
fields [EMF], shadow flicker from rotor blades, audible noise, low frequency noise and 
infrasound); others suggest that when turbines are sited correctly, reported effects are more 
likely attributable to a number of subjective variables, including nocebo responses, where the 
etiology of the self-reported effect is in beliefs and expectations rather than a physiologically 
harmful entity (Chapman and St George 2013; Crichton et al. 2013a; 2013b; Pedersen and 
Persson Waye 2004; 2007).  
 
It is well known that exposure to excessive levels of audible noise, regardless of the source, 
can cause annoyance, sleep disturbance, cognitive impairment and other serious health 
effects. According to the World Health Organization (WHO), nighttime exposure to noise levels 
above 55 dB(A) outdoors averaged over the year is considered increasingly dangerous for 
public health and a sizeable proportion of the population will be highly annoyed and sleep-
disturbed (WHO 2009). As a result, jurisdictions across the globe have developed noise 
regulations specific to wind turbine projects to protect the public from potential noise-related 
health effects. Though some variability exists among jurisdictions, the majority of the guidelines 
center around an outdoor limit between 35-45 dB(A). This limit coincides with the WHO Europe 
nighttime noise guideline of 40 dB(A) outdoors, a health-based value derived to “protect the 
public, including the most vulnerable groups such as children, the chronically ill and the elderly, 
from the adverse health effects of night noise” (WHO 2009). 
 
Even when these health-based noise limits are met, some people living near wind turbines self-
report a variety of adverse health effects that they attribute to living near the wind turbines 
(Knopper and Ollson 2011; Knopper et al. 2014). As a result, the etiology of these health 
effects has been hypothesized by some to stem from exposure to low frequency sounds, 
including infrasound (IS; 0.01-20 Hz) and low frequency noise (LFN; 10-200 Hz) (Møller and 
Pedersen 2011; Salt and Hullar 2010; Salt and Kaltenbach 2011), both of which are known 
components of the broadband sound associated with normal wind turbine operation (Leventhall 
2006; Pedersen and Persson Waye 2004; Persson Waye and Öhrström 2002). In response to 
these concerns, a number of investigations have measured IS and LFN associated with 
modern wind turbine operation at a variety of distances, operating scenarios, and geographic 
and meteorological conditions. Collectively, these reports suggest that sound associated with 
well-functioning wind turbines has measurable energy within the IS and LFN spectra. However, 
IS levels, which are often described in dB(G), are consistently well below auditory perceptual 
levels (Boczar et al. 2012; Evans et al. 2013a; Evans 2013; O'Neal et al. 2011; Turnbull et al. 
2012) and LFN is below available guidelines (O'Neal et al. 2011). Furthermore, IS levels at 
relatively close distances to wind turbines are equivalent to or less than those produced by a 
number of natural or engineered sources that individuals are exposed to on a regular basis 
(Evans et al. 2013a; Evans et al. 2013b; Turnbull et al. 2012). The physical characteristics of 
sounds emitted from wind turbines have been recognized to influence the perception and 







annoyance to wind turbine associated sounds; however, this generally refers to sounds that are 
above the auditory level of perception (Bolin et al. 2011; Pedersen and Persson Waye 2007; 
van den Berg 2013). 
 
It has been suggested that wind turbine noise limits set in dB(A), which simulates the sensitivity 
of human hearing and perception, may underestimate the contribution of IS and LFN from wind 
turbines (Salt and Kaltenbach 2011). Alternative sound weightings, including G-weighting 
(dB(G)) and C-weighting (dB(C)), have been proposed as more appropriate metrics for noise 
limits when LFN and IS are present, respectively (Salt and Kaltenbach 2011; Sloven 2005). 
However, Health Canada recently suggested that there was “no additional benefit in assessing 
LFN as C- and A-weighted levels were so highly correlated (r=0.94) that they essentially 
provided the same information” (Health Canada 2014). Accordingly, the purpose of this paper is 
to examine further IS, LFN and overall sound levels typically produced by wind turbines and 
provide discussion as to whether concerns regarding wind turbine associated IS and LFN are 
warranted. Field measurements of outdoor LFN and overall sound levels and indoor IS at 
locations between 400 m and 900 m from the nearest wind turbine, which were previously 
underrepresented in the scientific literature, are reported. The results of these measurements 
are put into context with existing published works and current available guidelines based on 
dB(A) to provide a weight-of-evidence conclusion. 
 


2. Experimental design                                                                            


 
2.1. Indoor Infrasound Measurements  
 


Sound measurements were conducted in three residences, two at 450 m and one at 900 m 
from the nearest wind turbine. These turbines were part of an operating wind farm with over 40 
turbines, each with a power capacity of 1.5 MW. The measurements were carried out using 
Class 1 instrumentation with sufficiently low frequency range and noise floor. Measurements 
were carried out on a ground plane fitted with a double windscreen. The double wind screen 
consisted of the thin hemispherical wireframe (450mm diameter) covered with a thin layer 
(approx. 10mm) of open cell foam. This setup is consistent with that defined in IEC 61400-11 
with the exception that the measurement location was at a dwelling rather than close to a wind 
turbine. Although not in a windy environment, a double windscreen helps protect very low 
frequency and infrasonic measured levels against pressure fluctuations within a dwelling 
caused by moving air from ventilation and opening/closing doors. 


 
For these measurements, access was not available to turbines in order to conduct on/off tests 
for quantifying ambient levels. Additionally, turbine power performance was not made available 
during the study. In order to identify whether the turbines in the facility were operating, an 
autocorrelation technique was used in the signal analysis in order to detect characteristics in 
the sound signal attributable to the turbine operation. This autocorrelation technique (Richarz et 
al. 2011) exploits the periodicity in the signal attributable to the wind turbine operation and uses 
this feature to detect when the turbines were operating. Infrasound levels measured during 
wind turbine operation were compared to those when the wind turbines were unlikely to be 
operational (i.e., at wind speeds below turbine cut-in at 3 m/s). Data were collected from 1 to 
1000 Hz and subsequently weighted using dB(G) to focus the analysis on the IS component, 
and allow for comparison to other studies. 


 
The data presented in this report represent the periods where 1-minute interval recordings 


showed the existence of the wind turbine noise (i.e., characteristic blade passage frequencies) 
the clearest out of the entire measurement period which was 3-4 weeks. Because the nature of 
the signal detection mechanism, and the averaging over a minute, the Type A uncertainty for 
the measured value is difficult to quantify. The Type B uncertainty of the measurement is that of 
a Class 1 instrumentation which is typically ± 1 dB. 







 
2.2. Outdoor Low Frequency Noise and Overall Sound Measurements 
 


Sound levels were measured near two different wind turbine facilities, both with more than 
30 wind turbines each. The turbines had a power capacity between 1.5-2.4 MW. Measurements 
were carried out outdoors at 4.5 m height, and at a distance between 400-800 m. 
Meteorological data were also recorded at a height of 10 m at the same location. The sound 
measurements were carried out using Class 1 instrumentation with sufficiently low noise floor. 
A large 450 mm diameter spherical secondary windscreen was employed in addition to a 
commercially available 7 cm primary wind screen to minimize pseudo-noise from wind flowing 
over the microphone. Field sound measurements of wind turbines are highly susceptible to 
contamination from extraneous noise such as from human activity, fauna, insects, and wind-
induced noise. To control for these sources of contamination, the following methods were used: 


 


 sound measurements were only collected during nighttime, between 10 PM and 5 AM; 


 measurements were conducted in one minute intervals; 


 measurements were binned by wind speed for each one minute interval; 


 intervals within one hour of rainfall or snowfall were not used; and 


 intervals with gusty winds (>2 m/s above the mean wind speeds) were not used as these 
periods are more susceptible to wind-induced pseudo-noise. 


 
Measurements were carried out in the vicinity of the wind facility during wind turbine 


operation as well as with the turbines off. The same filtering and data quality management 
methods were applied to both data sets. A minimum of 60 data points in each wind bin were 
gathered. To isolate only the LFN portion of the spectrum, data between 20-200 Hz were 
analyzed and summed. Once tallied, the mean spectrum for the 3 and 6 m/s integer wind 
speeds was calculated. For each of those cases, the calculation was made from spectra where 
the mean wind speeds were within 0.5 m/s of the stated value and was relatively steady during 
the entire interval. The gust filtering ensures that no gust was more than 2 m/s above the mean. 
The mean spectrum was calculated by computing the energy averaged sound level for each 
1/3rd octave band between 20-200Hz, and then computing an A-weighted sum of the spectrum. 


 
The self-noise emitted by the system itself was assessed using the measurements conducted 
during periods when the wind turbines in the vicinity were not operating. The mean spectrum at 
various wind speeds was compared to those found in other literature comparing measured 
ambient levels with respect to wind speed. The most applicable study, conducted by the 
Japanese Ministry of Environment and reported by Tachibana (2013) compared sound levels 
measured with various windscreens ranging from naked microphone to a specialized 
dodecahedron double windscreen. Measured low frequency levels were at or below those 
reported in the double windscreen case in the Japanese study for most wind speeds and 
locations. It should be noted that although the measured ambient levels are consistent with 
those measured with high degree of windscreen protection, pseudo-noise contamination of the 
signal cannot be fully avoided. 


 
Based on the measurements conducted, the typical measured standard deviation for the A-


weighted level was ±3 dB for the turbines ON, and ±2dB when the turbines were OFF. The 
standard deviation was higher at lower wind speeds and decreased with increasing wind 
speed. This is due to wind induced ambient noise (which is fairly steady) dominating the signal 
at the higher wind speed. At lower wind speeds, because the ambient levels are lower, 
individual non-turbine related events such as vehicular traffic, faunal noise, or other intermittent 
noises increase the variability in background noise. Additionally, during lower wind speeds, the 
wind turbine noise source would be more susceptible to changes in wind speed at the hub. For 
example, for two cases where the ground level wind speed is 3 m/s, the hub height wind speed 
could be 4m/s in one case and 8m/s in another. This would result in a difference in the amount 
of noise produced by the turbine. It is the authors’ view that given the above variability, wind 







turbine noise measurements at far field distances should carry a nominal uncertainty value of 
±3 to ±5dB. 
 


3. Results and Discussion 


 
3.1. Indoor Infrasound Measurements 
 
Infrasound levels in the homes at 450 m were relatively similar, measuring 59 and 58 dB(G) 
(Table 1). Infrasound measured at the furthest location of 900 m was comparable to the 
measurements at 450 m, measuring 60 dB(G). These data indicate that IS levels were 
relatively constant with increased distance from the nearest wind turbine and were 
approximately 25 dB below the level of human perception (approximately 95 dB(G) (Watanabe 
and Møller 1990)), which may be indicative of non-wind turbine associated distant sources of 
IS. The results reported here are consistent with previous measurements at varying distances 
(Boczar et al. 2012; Evans et al. 2013a; Evans 2013; O'Neal et al. 2011; Turnbull et al. 2012). 
For instance, IS measurements from 290-323 m from wind turbines were 20 to 30 dB below the 
human auditory threshold levels (O'Neal et al. 2011). Additional measurements of IS in the 1-30 
Hz range at a distance of 200 m from the wind turbines also remained below the human 
auditory threshold (Boczar et al. 2012). Other investigations have shown that at further 
distances (1.5 km) indoor IS levels in two residences were between 49-61 dB(G), with no 
reported difference between operational and shutdown periods, also suggesting that there are 
other sources of IS contributing to these results (Evans et al. 2013a). The same group (Evans 
and Cooper 2012) also showed that indoor IS levels were between 50-70 dB(G) at distances of 
1.8 and 2.7 km from the nearest wind farm. In conjunction with these reports, the results from 
the current field investigation indicate that wind turbines are a source of IS; however, sound 
levels are well below the human auditory threshold.  


 
Table 1 Indoor infrasound measured at three homes at two different distances to 1.5 MW 


turbines. 


WT Rated Power  
(MW) 


Distance  
(m) 


IS Level  
(dB(G)) 


1.5 450 59 


1.5 450 58 


1.5 900 60 


 
Only two jurisdictions have developed clear guidelines for IS and neither is specific to wind 
turbine noise. The Queensland Department of Environment and Resource Management’s Draft 
ECOACCESS Guideline- Assessment of Low Frequency Noise proposed an interior IS limit of 
85 dB(G) (Roberts 2004). This value was derived based on a 10 dB protection level from the 
average 95 dB(G) hearing threshold (Watanabe and Møller 1990) and previous Danish 
recommendations for IS limits (Jakobsen 2001). The Japanese Handbook on Low Frequency 
Noise provides an IS reference value of 92 dB(G) at 10 Hz and 1/3 octave bands up to 80 Hz 
(Kamigawara et al. 2006). These values were derived from investigations that monitored 
complaints of mental and physical discomfort from healthy adults exposed to low frequency 
sounds in a room (Kamigawara et al. 2006). Though the Japanese guidelines were derived 
through short-term monitoring experiments and are not equivalent to the long term exposure 
associated with living in proximity of wind turbines, the levels of IS measured as part of this 
current study (Table 1) are 20-30 dB below these guidelines. 


 
A limited number of reports have suggested that the IS component of wind turbine noise is the 
cause of self-reported adverse health effects (Ambrose et al. 2012; Rand et al. 2011; Walker et 
al. 2012). Mechanisms within the inner ear that are sensitive to low levels of IS stimulation have 
been proposed to be associated with adverse health responses (Pierpont 2009; Salt and Hullar 







2010; Salt and Kaltenbach 2011). However, functional magnetic resonance imaging has 
provided powerful evidence that IS is perceived via similar auditory pathways as audible 
sounds when above the level of perception with no indication of cortical activation at sub-
threshold values (Dommes et al. 2009). Furthermore, exposure to IS is known to originate from 
other engineered or natural processes, including wind and weather systems (Goerke and 
Woodward 1966), volcanic (Goerke et al. 1965) and auroral activity (Wilson 1967), and 
mountain ranges (Bedard Jr 1978); this would arguably also induce stimulation of the inner ear. 
Recent outdoor measurements have provided an indication of IS levels from a number of 
natural sources, including sea waves at 25 m from the coast (75 dB(G)), 250 m from a coastal 
cliff face (69 dB(G)) and 8 km inland from the coast (57 dB(G)) (Turnbull et al. 2012). The 
authors reported that wind turbine IS levels, that were between 61-72 dB(G) at distances of 85-
360 m, were lower than many of the natural sources measured (Turnbull et al. 2012). 
Infrasound is also generated in urban environments as a result of human activity and 
engineered sources such as industrial processes, ventilation systems and vehicles (Evans et 
al. 2013a; Turnbull et al. 2012). Measurements of IS in a typical urban setting have been 
reported to be up to 70 dB(G) during the daytime and 63 dB(G) at night (Evans et al. 2013a). In 
comparison, studies reporting biological responses to infrasound exposure were at sound 
pressure levels that were above the level of auditory perception, much higher than those 
produced by wind turbines (e.g., 145 dB and 165 dB (Leventhall et al. 2003; Yuan et al. 2009)). 
Collectively, these reports and the measurements from the current investigation indicate that 
humans are regularly exposed to IS from several natural and engineered sources at levels that 
exceed those produced by wind turbines. Although sounds with impulsive characteristics (e.g., 
wind turbines) generate greater levels of annoyance than non-impulsive sources, annoyance 
levels have only been associated with noises that are above the threshold of auditory 
perception (Berglund et al. 1996; Pedersen and Persson Waye 2004). Our measurements of 
IS, and those from the literature, are all well below the threshold of auditory perception.  
 
3.2. Outdoor Low Frequency Noise and Overall Sound Measures 
 
Outdoor LFN levels were assessed through 1/3 octave band measurements with wind turbines 
operational (on) and during scheduled shutdown periods (off) at distances of 480, 490, 611, 
and 810 m (Figure 1). At all locations, measured LFN levels with wind turbines on and off 
(ambient) were similar between 20-100 Hz. At frequencies greater than 100 Hz, a deviation 
was noted between the ‘on’ and ‘off’ conditions, particularly for measurements taken nearest to 
the turbines (Figure 1A and 1B). As distance from the turbines increased, the amount by which 
LFN levels measured with turbines on and off differed decreased in comparison to the 
measurements reported at 480 m. At all distances and wind speeds, irrespective of wind 
turbine operation, LFN exceeded the ISO-defined audible threshold at frequencies greater than 
40-50 Hz (ISO 2003). These results indicate that the observed increase in LFN during wind 
turbine operation was found primarily in the frequency range consistent with the audible range 
of hearing, namely 20-20,000 Hz, and not in the IS range (<20 Hz).  It is also noted that the 
same applies to ambient noise levels, namely that the levels cross the auditory threshold at 
frequencies between 40-50 Hz and higher.  
  







 
 


Through the 1/3 octave band analysis of overall sound levels (20-20,000 Hz; Figure 2) it 
was apparent that the increase in LFN from wind turbine operation was accompanied by 
increased sound levels at higher frequencies (i.e., >200 Hz). This was particularly evident at 
480 m where wind turbine associated sound levels continued to be above ambient levels until 
approximately 3150 Hz (Figure 2A and 2B). At further distances, sound levels were above 
ambient levels at frequencies between 125-1000 Hz, but not easily distinguishable from 
ambient levels below 125 Hz, or above 1 kHz (Figure 2C-2F). These results indicate that 
though there was an observed increase in LFN levels during wind turbine operation at the 480 
m location this increase was accompanied by an increase in sound levels up to 3 kHz. 







 
At closer distances where the LFN component can be measured above the ambient 


conditions, the mid frequency sound levels were also above ambient levels. In those cases, the 
signal-to-noise ratio of the mid frequency sound levels was higher than that below 125 Hz, 
indicating that the most audible portion of the frequency spectrum was between 125-3150 Hz. 
At further distances, it was evident that the signal-to-noise ratio decreased, such that only 
acoustic energy between 125Hz and about 800-1000 Hz was above background, with the 







highest signal-to-noise ratio between 200-500 Hz (Figure 2C-2F). The single measurement 
point at 810 m showed no measurable increase in any of the mean sound levels. This indicates 
that a presence of LFN in the signal from wind turbines was accompanied by a presence in mid 
frequency sound levels. For instances where the LFN levels were considerably above ambient 
levels, the mid frequency sounds levels were also considerably increased. This indicates that, 
at the distances of interest, it is the mid frequency region that is the most audible portion of the 
noise from the turbines. Only at closer distances, where the mid frequency components would 
be clearly audible (6 to 9 dB signal-to-noise ratio), would the low frequency components from 
the turbines start to be audible above ambient levels. The overall A-weighted sound pressure 
level was significantly affected by the mid frequency component. As a result, it would be 
expected that by controlling the overall sound pressure level (dB(A)) from normal functioning 
wind turbines, that the LFN component would also mitigated.  


 
When the wind turbines were operating, the highest mean LFN level (dB(A)) was observed 


at 480 m (Table 2). At the other locations >480 m from the wind turbines, the measured 
difference between wind turbines on and off was between 1-3 dB, at least half of that observed 
at 480 m. The mean overall sound levels reported in dB(A) showed very similar trends to those 
reported in the LFN analysis. Critically, the increase in mean sound levels at the closest 
location (480 m) reported in the LFN spectrum and overall sound in the 1/3 octave band 
analysis was maintained. In addition, the observed trends at 490, 611, and 810 m, also 
remained consistent. From these results it is evident that during wind turbine operation, the 
increased sound levels that began in the LFN spectrum, at approximately 160 Hz and 
continued to 1000 Hz, were above auditory threshold levels and represented in the mean dB(A) 
sound measures. The consistency between the mean dB(A) measurements and trends 
observed in the 1/3 octave band analysis suggest that the contribution of the LFN component 
and overall sound levels were accounted for in the calculation. 
 
Table 2 Low frequency noise (LFN) and overall sound levels with turbines on and off (i.e. 
background) in dB(A). 


Wind Speed 
(m/s) 


Distance (m) LFN “On”  LFN “Off”  
Overall 


Sound “On”  


Overall 
Sound 
“Off”1 


3 


480 30 26 41 35 
490 32 30 40 39 
611 31 30 42 40 
810 25 26 36 36 


      


6 
480 36 30 47 40 
490 39 38 49 48 
611 37 34 49 45 


1
 Ambient noise at this location, with turbines off, is influenced by wind speed (3 and 6 m/s) and movement of 


vegetation in the measuring location. 


 
Similar LFN levels in the proximity of wind turbines have been reported elsewhere (Evans et al. 
2013b; O'Neal et al. 2011). Furthermore, the results showing LFN levels passing the auditory 
threshold between 40 and 50 Hz are similar to those that have been previously reported (Botha 
2013; O'Neal et al. 2011). For instance O’Neal et al. (O'Neal et al. 2011) measured indoor and 
outdoor LFN levels from wind turbines at a distance of 300 m and found the levels were below 
the United Kingdom’s (UK) Department for Environmental and Rural Affairs (DEFRA) and 
Japanese guidelines and became audible at approximately 50 Hz (O'Neal et al. 2011). 
Elsewhere, LFN levels were only marginally higher and remained well below guidelines even 
though measurements were taken as close as 104 m from the nearest wind turbine (Botha 
2013). Low frequency noise measured at 1.8 and 2.7 km from the nearest wind farm was 
comparable during pre-operational and operational periods of development, though small 
increases at frequencies above 63 Hz were reported (Evans 2013). At a greater distance of 1.5 
km from wind turbines, Evans et al. found LFN levels were similar to those measured at 







distances of 10 and 30 km from the turbines (Evans et al. 2013b). Further, organized shut 
downs of the two wind farms showed that the contributions of the turbines to LFN 
measurements were negligible or relatively small contributions at 100 Hz and above (Evans et 
al. 2013b). As shown with IS, LFN is also produced by natural and common engineered 
sources: in urban environments, including offices and residences, LFN levels often exceed 
available guidelines and are greater than those measured 1.5 km from the nearest wind turbine 
(Evans et al. 2013b).  


 
The sound characteristics and associated fall off with distance have been extensively 
measured by Tachibana in the range from 0.8 Hz to 5 kHz at 164 locations around 29 wind 
farms, using one third octave analysis. The average of the measures fell with a slope of 4 
dB/octave over the whole range. The average passed through 55 dB at 10 Hz and crossed the 
hearing threshold at about 50 Hz (Tachibana et al. 2014).  Other, less detailed measurements 
on individual turbines have shown slopes of 5dB/octave to 6 dB/octave (O'Neal et al. 2011). A 
spectrum which falls at 5dB/octave and passes through, for example, 60 dB at 10 Hz has an A-
weighted level of 39 dB(A), which is mainly determined by a broad peak in the A-weighted 
spectrum in the region of 200 Hz to 630 Hz.  Any shift in the level at 10Hz is reflected in the A-
weighted level. Similarly this spectrum has a C-weighted level of 58 dB(C). The difference 
between dB(A) and dB(C) levels depends only on the spectrum shape and is independent of 
overall level, indicating that for similar spectrum shapes, the dB(A) and dB(C) levels are highly 
correlated. 


 
There are currently no widely accepted international health-based limits for LFN specifically 
derived for wind turbines. A number of jurisdictions have developed both indoor and outdoor 
LFN limits to address potential issues associated with industrial noise emissions. The majority 
of the limits are for indoors and utilize 1/3 octave sound pressure level measurements between 
5-200 Hz. This analysis enables assessors to identify tonal components within the spectrum 
that may be problematic. The 1/3 octave band limits vary significantly between jurisdictions. In 
Poland, LFN limits are around 10 dB(A) across 1/3 octave bands between 10-250 Hz 
(Mirowska 2001). In Denmark, LFN is limited to a total level of 20 dB(A) between 10-160 Hz 
(Jakobsen 2012), while in the UK, guidelines are generally between 10-25 dB(A) depending on 
the frequency between 10-100 Hz (Moorhouse et al. 2005). Indoor LFN limits provide a basis to 
address specific complaints from local residents; however, for wind farm development, regular 
monitoring of outdoor sound levels presents a more practical option.  
 
Only a small number of jurisdictions, including the province of Alberta, Canada (AUC 2013), 
Japan (Kamigawara et al. 2006), and the Australian States of South Australia and New South 
Wales (New South Wales Planning and Infrastructure 2011), have introduced outdoor LFN 
noise limits. Several of these guidelines determine the difference between C- and A-weighted 
sound measurements. This calculation can provide an indication of an unbalanced spectrum; a 
difference greater than 20 dB between two weightings may warrant further investigation based 
on those regulations (Broner and Leventhall 1983; Leventhall 2004). The ability of this 
calculation to predict LFN issues is limited, particularly when there are low levels of background 
noise that result in a large difference between the A- and C-weighted sound levels that are not 
associated with increased levels of annoyance (Broner 2011). In the current investigation the 
difference between wind turbine operational scenarios (i.e., on and off) was <5 dB at the 490 
and 611 m locations at both wind speeds. Measured background levels at 490 and 611 m were 
also high, measuring 48 and 45 dB(A) respectively. A number of noise guidelines, including 
those in the UK (Barclay 2012), New Zealand (NZWEA 2010) and several of the Australian 
states (Department of Planning and Community Development 2012; New South Wales 
Planning and Infrastructure 2011; South Australia Environmental Protection Authority 2009; 
Western Australian Planning Commission 2004), take into account the potential for high levels 
of background noise by suggesting that the contribution of wind turbines to be limited to <5 dB 
above background. In the current investigation, the 480 m location was the only one observed 
to be ≥5 dB above background levels (6 dB at 3 m/s and 7 dB at 6 m/s).  







 


4. Conclusion 


 
Data from the current investigation indicate that wind turbines produce noise that is broadband 
in nature, which includes energy within the IS and LFN spectrums. Based on the data 
presented here, the indoor IS component of wind turbine noise measured as dB(G) at distances 
of 450 and 900 m, was well below the levels of human perception (Watanabe and Møller 1990), 
providing further support to previous reports (Boczar et al. 2012; Evans et al. 2013a; Evans 
2013; Leventhall 2006; 2013; O'Neal et al. 2011; Turnbull et al. 2012).  Infrasound is produced 
at levels comparable or greater than those shown here by natural and engineered sources 
(Leventhall 2013; Turnbull et al. 2012). There is no scientific evidence to indicate that exposure 
at these G-weighted levels of IS can directly impact human health. Recent studies have 
indicated that psychological factors (Crichton et al. 2013a; 2013b) and the manner in which 
information is presented from media reports and non-scientific sources may influence the 
perception and expectations associated with wind turbine sounds (Deignan et al. 2013). These 
reports suggest that subjective variables may be a more likely etiology for self-reported effects 
than from exposure to IS associated with normal wind turbine operation.  


 
The LFN analysis showed that when the turbines were both on and off sounds above 40-50 Hz 
exceeded the threshold for auditory perception as defined by ISO 226:2003 (ISO 2003). A clear 
contribution from the operation of the wind turbines was only observed at the closest location of 
480 m when compared to background levels. Increases in LFN observed between 100-200 Hz 
corresponded to increases in overall sound measures reported in dB(A). The use of alternative 
sound weightings (i.e., dB(C)) may have utility in instances where there are significant 
increased levels of LFN, particularly when a tonal component is present. However, the results 
from the current investigation indicate that increases in LFN associated with wind turbine 
operation are correlated with increases in overall sound levels. These results, in conjunction 
with those of previous reports, suggest that controlling for overall sound levels produced by 
normally operating wind turbines will inherently control for LFN (Møller and Pedersen 2011; 
Parnell 2012; van den Berg 2013). The results reported here are in agreement with a recent 
report issued by Health Canada, which concluded that following over 4,000 hours of wind 
turbine noise measurements, there was “no additional benefit in assessing LFN as C- and A-
weighted levels were so highly correlated (r=0.94) that they essentially provided the same 
information” (Health Canada 2014). Given the low levels of IS and the correlation between LFN 
and overall sound levels from wind turbines, the development and enforcement of suitable 
outdoor guidelines and limits, based on dB(A), provide an effective means to evaluate, monitor, 
and protect potential receptors.  
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Summary
Wind tunnel measurements of three different airfoils are investigated using surface
pressure microphones flush-mounted on the suction side of the airfoils. In stalled con-
ditions, these microphones can be used to evaluate the convection velocity and the
correlation length of the turbulent vortices that are generated in the separated region
of the stalled flow. In addition, stall is characterized by the appearance of a spectral
hump at relatively low frequencies that can be measured by the microphones located
in the separated region. Using appropriate normalization and scaling, a nearly univer-
sal model that can represent the behavior of the surface pressure spectra in this low
frequency range is devised.


1. Introduction Among wind turbine noise mechanisms, amplitude modulation has
appeared to be a great source of annoyance at neighbouring dwellings. Amplitude
modulation may occur through several noise generation mechanisms (see Smith et al.
(2012) for a review). One of them originates from the flow over a section of the blade
momentarily entering stall yielding to a so-called ‘Other Amplitude Modulation’ mecha-
nism. This phenomenon obviously occurs for stall-regulated wind turbines, explaining
why the latter are often perceived as more noisy than pitch-regulated wind turbines in
particular at high wind speeds. Nevertheless, it was recently shown by Madsen et al.
(2014) that stall is also likely to occur for pitch-regulated turbines at low wind speeds,
in which case the wind turbine noise annoyance is maximal since there is less mask-
ing effect from the ambient noise created by the wind itself in the surroundings. The
mechanism behind the latter occurence of stall can be explained by the fact that pitch-
regulated turbine controllers use rotor rotational speed as a target in their control loop







algorithm at low wind speeds. The great inertia of the rotor (typically tens of tons for a
modern MW turbine) prevents the wind turbine controller to quickly achieve the desired
rotor speed when the wind speed changes too rapidly due to wind gusts or the natural
variability of the wind.


Stall over an airfoil occurs when the angle of attack of the inflow relative to the
airfoil chord becomes larger than a critical value. In this case, the flow over the airfoil
no longer smoothly follows the contour of the airfoil (referred to as ‘attached flow’)
and flow separation occurs on the suction side of the airfoil. This typically yields a
turbulent flow region above the suction side that further convects downstream into the
wake. This phenomenon is associated with a significant reduction of the airfoil lift and
large increase of drag. Different airfoil shapes yield different critical values of the angle
of attack and patterns in the occurence of stall. Some airfoils may stall abruptly at
some specific angle of attack. Other types of airfoil (typically more cambered ones)
experience a more progressive stall for which the flow initially separates in a small
region in the vicinity of the trailing edge while the flow remains attached over the main
part of the airfoil. Then, the size of this separated region grows as the angle of attack
increases, until deep stall is reached when the flow over most of the airfoil chord is
no longer attached. For some airfoils, stall separation may initiate at the leading edge
typically yielding an abrupt stall, but this case is less frequent and will not be considered
in this contribution. Note that the occurence of stall is also influenced by the Reynolds
number of the airfoil flow.


As described above, stall is characterized by a turbulent flow, and thereby turbulent
vortices developping over the suction side of an airfoil that subsequently convect into
the wake of the airfoil. These vortices are necessarily interacting with the surface of the
airfoil itself, leaving a footprint in the form of turbulent surface pressure fluctuations, and
are consequently generating noise. This mechanism may be denoted as ‘self-noise’ in
the aero-acoustic terminology since the airfoil is itself producing the turbulent vortices
which are interacting with the airfoil surface to generate noise.


The final aim of this study is to develop a stall noise model. To formulate such a
model, an approach alike to the one followed by Moreau et al. (2009) is proposed. It
consists in modelling the effect of the turbulent vortices on the surface as dipole acous-
tic sources. The model formulation requires the knowledge of the convection velocity of
the turbulent surface pressure fluctuations, their length scales and their spectral con-
tents. In contrast to Moreau et al. (2009) who directly make use of surface pressure
fluctuations measured on an airfoil placed in a wind tunnel in order to specify these
input data, our intent is to develop a semi-empirical model which inputs are based on
mean flow quantities and which is not relying on measurements. However, the model
physical parameters will be tuned using experimental results.


In this paper, the stall phenomenon is experimentally investigated in a wind tun-
nel. The turbulent stall vortices are characterized using surface pressure microphones
flush-mounted on airfoil sections. The next section describes the experimental set-up
and stall is characterized using mean aerodynamic flow quantities in Section 3. In
the following two sections, the convection velocity and correlation length of the surface
pressure fluctuations are analyzed, respectively. Section 6 deals with the surface pres-
sure spectra and their scaling. The results of this study and future developments are
discussed in the last section.







2. Description of Experimental Set-Up
Measurements of three different airfoil sections were conducted in the LM Wind Power
wind tunnel in Lunderskov (see Madsen et al. (2010)). Their shapes correspond to the
NACA-0015, NACA-63-418 and RISØ-B1-18 airfoil profiles. The airfoil models were
equipped with pressure taps and surface pressure microphones.


The pressure taps were connected through a tubing system to a Scanivalve ZOC33/-
TCU64Px pressure scanner. Data were recorded by a Scanivalve RAD3200 Remote
A/D converter that interfaced the ZOC pressure scanners to a PC. The acquisition sys-
tem has a sampling frequency of 100 Hz, but only averaged values will be displayed in
the following.


The turbulent surface pressure fluctuations were measured with Sennheiser KE 4-
211-2 microphones (see Fig. 1(a)) distributed around the section profiles. These micro-
phones have an almost flat response for the frequency range of the spectra considered
in this work that makes them suitable for the present analysis. The experimental set-up
with the microphone housing has been developed during previous measurement cam-
paigns (see Fischer et al. (2010)). The signals were treated by an amplifier located just
beneath the microphones and further acquired by a National Instruments CompactRIO-
9052 sampling up to 50 kHz. The microphones were mounted within flushing adaptors,
as shown in Figs. 1(a-b), which were then screwed into holes threaded within the sec-
tion material. The microphones were calibrated in this set-up configuration by Brüel &
Kjær (see Guastavino (2010)). The calibration technique consisted in using a head-
phone which can be actuated with a monotone excitation frequency, the frequency be-
ing incrementally varied across the whole spectral range of interest. An accurate Brüel
& Kjær probe microphone Type 4182 was used as a reference. This type of probe
allows sound pressure measurements in small and awkward places as the probe is
terminated with a small diameter tube. The probe is itself calibrated with the above
tubing device. The end of the probe tube was taped very close to the flushing adap-
tor hole and both were confined under the headphone padding to insulate from exterior
disturbances. The main findings during the calibration study were that the microphones
have a relative flat response up to 12 kHz with deviations below 2dB.


(a) KE 4-211-2 microphone and
flushing adaptor


(b) Sketch of microphone mounting


Figure 1: Surface microphones set-up [Pictures courtesy of Brüel & Kjær]


The microphones were distributed around the airfoil sections. However, due to ob-
vious space requirements in order to flush-mount the microphones with their housings,
these could not be located very close to the trailing edge. Furthermore, the chordwise
distribution of the microphones varies from one airfoil to the other. As a consequence,







the entire stall region is not always covered by the microphones in the following anal-
ysis. It is due to the fact that the experiments were mainly designed to monitor the
transition location from laminar to turbulent flow in the boundary layer and were not in-
tended for the present study of stall characteristics. In addition, the microphones were
distributed at slightly different span locations along the chord in order to avoid the wake
created by upstream microphones to disturb the measurements at downstream ones.
However, for the present study the slight spanwise off-sets of the different microphones
can be neglected in comparison to the relatively large size of the vortical structures of
interest.


The measurements were carried out in a clean tunnel with a turbulence intensity
around 0.1%. The airfoil sections were tested at various angles of attack and for the
following Reynolds numbers Re=3, 4, 5 and 6 × 106 defined as Re=ρU


∞
C/µ where ρ


is the fluid density, µ its dynamic viscosity, U
∞


is the inflow velocity and C is the airfoil
chord.


3. Detection and Characterization of Stall Using Aerodynam ic Quan-
tities


As mentioned in the introduction, stall is associated with a decrease of lift. In Figs. 2(a-
b-c). The lift coefficient curves are plotted as a function of the angle of attack α for
the different airfoils at the Reynolds numbers considered in the experiment. It can
be observed that up to a certain angle of attack, lift grows linearly. Then, the slopes of
these curves start to decrease indicating the initiation of stall, most probably associated
with the appearance of a recirculating flow near the trailing edge. Soon after, the lift
starts to decrease indicating the rapid growth of the separated region to larger portions
of the airfoils chord.
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Figure 2: Polar curves


The above scenario can be observed in more detail looking at the pressure coef-
ficient distributions around the airfoils as displayed in Figs 3(a-b-c). Note that these
pressures are measured with the pressure taps and are plotted as differential pressure
values relatively to the static atmospheric pressure. Two angles of attack are displayed
only: one for which the flow is attached and one for the stalled flow. In these plots,
the pressures are averaged over time in order to get stationary values. In contrast to
lower angles of attack, pressure coefficient distributions at high angles of attack exhibit
a plateau on the suction sides characteristics of stall separation.


4. Stochastic Characterization of Stall through Convectio n Velocity
The stall phenomenon can be characterized by the flow over an airfoil for which the
streamlines no longer follow the contour of the airfoil, but rather separates to form a
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Figure 3: Pressure coefficient distributions


recirculating flow region on the suction side of the airfoil. Within this separated recir-
culating flow, turbulent vortices are created and these vortical structures are eventually
convected away into the airfoil wake. This occurs under the action of the ambient main
flow passing around the airfoil and the recirculating region. The main flow exerts a
downstream traction on the recirculating region through a mix of natural and turbulent
momentum diffusion, which results in the turbulent stall vortices being carried away
into the airfoil wake. As a result, the turbulent vortices can be roughly conceptualized
as emerging near the separation point (location on the airfoil surface separating the
upstream attached region of the flow and the recirculating zone downstream) and trav-
elling along the airfoil chord at some specific speed. This convection velocity may vary
from one vortical structure to another and might in some cases also be negative (i.e. a
vortex may momentarily be travelling upstream) precisely because of the recirculating
characteristics of the mean separated flow. However, statistically all vortices can be
considered as travelling downstream.


As the separated flow is turbulent, it is inherently unsteady and the turbulent vortical
structures vary randomly, but continuously, in time and space. Considering sufficiently
small time intervals, it is usually valid to assume (Taylor’s hypothesis) that the turbu-
lence characteristics are frozen and that the turbulent vortices convect at a constant
speed which is referred to as ‘turbulence convection velocity’, or ‘convection velocity’
for short.


Convection velocity can be calculated as follows. Using the signals from two mi-
crophones separated by a distance ∆x along the chord, the cross-correlation function
between the two time-series is computed. Then, the time difference ∆τmax at which this
function reaches its maximum value is evaluated. It is clear that the surface pressure
measured at the upstream microphone and generated by specific vortical structures will







be most correlated to the surface pressure measured at the downstream microphone
and generated by the same structures as these have convected to this new location.
Therefore, assuming frozen turbulence the convection velocity can be estimated by the
simple formula:


Ucv = ∆x/∆τmax


Note that this calculated convection velocity is actually not characterizing the speed of
each individual vortex, but rather the speed at which their footprints as surface pressure
fluctuations travel.
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Figure 4: Convective velocities Ucv


In Figs. 4(a-b-c), the convection velocities are plotted as a function of the down-
stream microphone position at the two angles of attack considered in the previous sec-
tion for attached and stalled flow conditions. It can be seen here that the microphone
distributions vary significantly for the different airfoils. The NACA-0015 airfoil has mi-
crophones located relatively close to the leading edge and only cover a small portion
of the separated region in the stalled case, while for the RISØ-B1-18 airfoil they are
located from the mid-chord to x/C ≈ 0.83. However, in the case of the NACA-63-418
airfoil the microphones span almost along the entire chord. The figures clearly show
that in the case of attached flow conditions, the convection velocity is larger than the
inflow velocity near the leading edge, starting at values around 1.2 × U


∞
for x/C≈0.2,


and slowly decreases as the trailing edge is approached down to Ucv≈0.6×U
∞


. In the
case of stalled flow conditions, the normalized convection velocity is roughly constant
in the separated region and varies between values ranging from 0.5 to 0.6 depending
on the considered airfoil and the location along the airfoil chord.







As an approximation, the constant value Ucv/U∞
= 0.55 will be assumed for the


calculations performed in the remaining of this study. Though arbitrary, this choice
should only have secondary effects on the results that will be displayed below.


5. Stochastic Characterization of Stall through Correlati on Length
In addition to the convection velocity, an important quantity characterizing a turbulent
flow field is the correlation length. In our case, the quantity of interest is the surface
pressure and its correlation length both in the chordwise and spanwise directions. Un-
fortunately, the experiments considered in this article cannot provide any information
about the spanwise correlation since microphones were not distributed along the span
of the airfoil sections. Contrastingly, the correlation length in the chord direction can
actually be estimated using a single microphone. Assuming frozen turbulence and that
the turbulent fluctuations convect at the known convection velocity Ucv = 0.55×U


∞
as


specified above, the temporal auto-correlation function of the surface pressure time-
series recorded by one microphone can be transformed into the auto-correlation of the
same quantity as a function of separation length. Formally, it reads:


<u(x, t) u(x+ y, t)> = <u(x, t) u(x, t+ y/Ucv)>


= f(τ = y/Ucv) ≡<u(x, t) u(x, t+ τ)>


where the brackets <...> denote ensemble averaging which can be achieved by as-
suming temporal homogeneity, calculating the auto-correlation functions centered at
various instants t during the time-series, and averaging the resulting functions. x is the
position of the microphone along the airfoil chord, y the separation length, and f(τ) is
the calculated temporal auto-correlation function depending on the separation time τ .
Assuming that the turbulent fluctuations convect parallel to the chord, the correlation
length in the chord direction Lx is formally defined as:


Lx =


∫


∞


0


< u(x, t) u(x+ y, t) >


< u(x, t) u(x, t) >
dy = Ucv ·


∫


∞


0


< u(x, t) u(x, t+ τ) >


< u(x, t) u(x, t) >
dτ


The calculated correlation lengths are plotted in Figs. 5(a-b-c) for the two angles
of attack considered in the previous sections. Note that these lengths have been nor-
malized by the chord and multiplicated by the square root of the inflow velocity (see
explanation below). It can be seen that the correlation lengths are much smaller for
the attached flow conditions than for the stalled ones. This indicates that turbulent
vortices present in the detached region are considerably larger than those present in
the attached turbulent boundary layer, as it could be expected. In the detached cases,
the correlation length grows linearly as a function of chord location toward the trailing
edge and cancels at (or near) the separation point, which can be inferred from the
pressure coefficient distributions plotted in Fig. 3 or from the present curves. However,
in Fig. 5(a) the NACA-0015 airfoil displays peculiar behaviour at higher Reynolds num-
bers for which the correlation lengths grow very rapidly to high values before returning
to more sensible ones at the most downstream microphone. This may be attributed to
the fact that the microphones are located near the separation point, which seems to
disrupt the numerical evaluation of the correlation length as illustrated in Fig. 5(c) by
the oscillatory correlation lengths calculated near the separation point for the NACA-
63-418 airfoil for 0.2<x/C<0.45.


It is interesting to note that the slopes of the linear growth of the correlation length
as a function of chord location almost coalesce, independently of airfoil and Reynolds
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Figure 5: Correlation lengths Lx in chord direction


number (except for the NACA-0015 airfoil at high Reynolds numbers as noted above),
when using the


√
U
∞


scaling for plotting this functions. The 1.2 slope factor seems to
be nearly universal although the RISØ-B1-18 airfoil case exhibits slightly higher slopes
for Re≥4M . The present correlation data will not be used in the following, however the
above results indicate that any physical value which is a linear function of the distance
from the separation point is related to the scaled correlation length and is therefore
a good candidate for the scaling of averaged stochastic turbulent quantities (see next
section).


6. Surface Pressure Spectral Characteristics of Stall and S caling
In this section, the surface pressure spectra measured at different microphone loca-
tions and for different angles of attack are investigated. As shown in the previous
sections, stall is characterized by turbulent vortices that have larger sizes than those
generated in an attached turbulent boundary layer and they have smaller convection
velocities. It is therefore expected that this should be reflected in the measured surface
pressure spectra as stall occurs. This can indeed be observed in Fig. 6 which displays
these spectra for the NACA-63-418 airfoil at angles of attack equal to α = 8, 12, 16o


and for microphones located at x/C = 0.54, 0.74, 0.92. For the lowest angle of attack
(for which the flow is still attached) and at frequencies below approximately 1000 Hz,
the spectra are relatively flat. However, when the angle of attack increases to 12o,
flow separation appears in the trailing edge region and the two microphones located
in the separated region of the detached flow (at x/C = 0.74 and 0.92) exhibit high en-
ergy spectral humps centered between 100 and 200 Hz depending on the Reynolds
number, whereas the microphone located in the attached region (at x/C = 0.54) still







exhibits a flat spectrum in this frequency range. At the highest angle of attack, all three
microphones are located in the separated region and all exhibit high energy spectral
humps however centered toward lower frequencies compared to the previous angle of
attack. Similar observations can be made with the two other airfoils but these plots are
not shown here for the sake of brevity.
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Figure 6: Surface pressure spectra for the NACA-63-418 airfoil


In an attempt to unify the effect of stall on the surface pressure spectra measured by
the microphones located in the separated region, the spectra are non-dimensionalized
as follows. Firstly, the separation point locations xsep on the airfoil suction sides are lo-
cated using the pressure coefficient distributions for each angle of attack, each Reynolds
number and each airfoil. Thus, the distance Lsx of each individual microphone location
to the separation point can be evaluated as: Lsx = xmic−xsep, where xmic is the micro-
phone location. The frequency f is then non-dimensionalized as a Strouhal number St


using the above-defined distance and the inflow velocity as:


St = f · Lsx/U∞


Secondly, the surface pressure power spectral density Spp is non-dimensionalized using
the inflow dynamic pressure and the normalized spectral bandwidth, and scaled with
the Reynolds number as:


Snorm = Spp /
(


(0.5 ρU2


∞
)2 · (Lsx/U∞


) ·Re−5/2
)


The corresponding measured normalized spectra are plotted in Figs. 7(a-b-c) for the
three airfoils at the two highest angles of attack for which the flow has stalled. It can
be seen that the chosen scaling yields a reasonable collapse of the different spectral
humps for the different microphone locations, angles of attack, Reynolds numbers, and
for all airfoils. However, it should be noted that the NACA-0015 airfoil exhibits poor
agreement with the other airfoils for the two most upstream microphones, but this may
be linked to the peculiar behavior of the turbulence correlation lengths observed in







Section 5. The reasons for the observed discrepancies between the different normal-
ized spectra may originate from an inadequate scaling (it must be reminded here that
the chosen scaling is purely empirical and thereby arbitrary) and/or from the fact that
the quantity Lsx used in the scaling may not have been accurately estimated from the
measurement data.


Though not perfect, this collapse allows us to design a somewhat universal model
for the surface pressure spectra in the frequency range characteristics of stall as de-
scribed above, which approximately stretches in term of Strouhal number over the
interval 0.1 < St < 2. The following function is chosen as a global fit for the different
measured and normalized spectra:


Smodel(St) = 0.8×1013 · St/(0.06 + S 4


t )


and it is plotted in the figures for comparison. Though not fully universal, this function
is an acceptable approximation of the surface pressure spectra and can be used to
estimate these spectra assuming that the parameters used for the normalization are
known for a given airfoil.
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Figure 7: Normalized surface pressure spectra (Continuing below)


7. Discussion and Future Work
In this work, it was shown that the occurence of stall has a very characteristic effect
on the surface pressure spectra measured in the separated region of the flow, which
amounts to the emergence of a spectral hump at low frequency. A specific normaliza-
tion and scaling of the spectra yields a roughly universal model for these spectra in this
frequency range, though this model may require some further refinements to become
more general.







The final objective of this study is the modelisation of stall noise. In a previous pa-
per by Moreau et al. (2009), a model was proposed. It uses a distribution of equivalent
dipole acoustic sources along the airfoil surface to simulate the effect of the stall vor-
tices. The intensity of the dipoles were set in accordance with the surface pressure
spectra measured with microphones flush-mounted on the airfoil in a manner similar to
the present work. This model showed good agreement with the far-field noise that was
also measured during their experiment.


In our case, the goal is to devise a model that doesn’t require any measurement
data but only the knowledge of the flow quantities specified above to perform the nor-
malization. In the next step of this study, the proposed universal spectrum will be used
to specify the surface pressure spectra and thereby the dipole intensites. The flow
quantity used for the normalization can be evaluated with an airfoil flow solver such as
Xfoil or a CFD code.
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Figure 7: Normalized surface pressure spectra (Continued)
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Summary   
The noise impact measurements of wind farms are often performed near inhabited areas, 
sometimes far away from the machines, at a distance where the influence of the meteorological 
conditions on the background noise levels and on the noise propagation cannot be neglected. 
The French standard NF S 31-114 recommends a classification of the environmental conditions 
into “homogeneous classes”, based on environmental and meteorological factors (e.g. external 
activities, dawn chorus, wind direction, seasons, etc). 
Typically, noise analysis and reduction plans are established according to wind direction only. 
In this paper, we present a set of measurement results which show that the vertical 
temperature gradient may be a useful way to define “homogeneous classes” with a reduced 
dispersion of the measured data. This kind of classification has been used for a long time in 
rail, road and aircraft noise measurements. 
Computer simulations have been performed (PE method) in order to better understand the 
influence of the temperature gradient on noise propagation of a wind turbine under a classical 
vertical logarithmic wind profile.  
 


1. Introduction 
The noise regulation in France is based on the concept of emergence, which is the difference 
between ambient noise (measured when machines are ON) and background noise (measured 
when machines are OFF). 


Noise measurement is carried out near inhabited areas, and the noise descriptor is the L50,10mn 
of the LAeq,1s. 


Wind measurements can be done in several ways, but the aim is to estimate the standardized 
wind speed, which is the wind speed converted to reference conditions (height 10 m and 
roughness length 0.05 m) using a logarithmic profile. With reference to a power law, the 
standardized wind speed can also be derived from 75 m height down to 10 m height using the 
wind shear factor α=0.16. 







The guidelines for noise and wind speed measurements are described in the French standards 
NF S 31-114 and NF EN 61400-11. 


 


2. How the wind shear factor can influence backgrou nd noise levels? 


2.1 Effect of the wind speed on the background nois e  
The background noise (when machine are OFF) may be very low in the rural areas when road 
traffic and anthropic noises are negligible e.g. during night periods. In those situations noise 
induced by the wind in the vegetation (which strongly depends on the wind speed near the 
ground) has an important contribution on the background noise. 


On the other hand, the ambient noise (when machines are ON) depends on the wind speed at 
hub height. It’s easy to understand how the wind shear factor (α) can influence the background 
noise measurements: for a given wind speed at hub height, a low α will induce high wind speed 
near the ground (and therefore “high” background noise), and a high α will induce low wind 
speed near the ground (and therefore “low” background noise). 


The figure below illustrates those effects. 


 
Vhub  Vs Shear factor α V10m meas.  Noise level 


10 m/s 7 m/s 0.16 7 m/s 40 dB(A) 


10 m/s 7 m/s 0.32 5 m/s 30 dB(A) 


Figure 1: Illustration of the effect of the wind shear factor on background noise levels 
 


  







2.2 Measurements results 
Two measurement campaigns (1 month duration each) were performed before the installation 
of the machines, with 6 noise sensors and a meteorological mast with 4 sensors (h=100m, 
70m, 50m and 20m). Measurements took place during 2 separate periods. 


Results are presented below using the classical scatter plot as required in the French standard 
(L50,10mn / Standard wind speed Vs): 


  


 
Figure 2: Background noise level measured during 2 periods with different shear factors (shear factor corresponds 


to the average for each measurement campaign) 


Comments: 


• The comparison between background noise levels for the same standardized wind 
speed (i.e.: same wind speed at hub height) shows clearly that the shear factor has a 
direct impact on the background noise results. 


• It should be noted that shear factor depends on the period (day, night…), and may 
depend on wind direction (in case of non-flat ground and presence of obstacles) and 
seasons. 


• As a conclusion the importance of the assessment of the wind speed gradient (or wind 
shear factor) can be seen. The measurements are usually done using a tall met mast 
with sensors at several heights. 


• Unfortunately the wind shear factor is usually an unknown parameter, especially in the 
case of wind turbine noise control (after commissioning), because the met mast on site 
has been dismantled and the wind speed information retrieved from the wind turbines is 
seldom reliable. 


• In the absence of a tall met mast, the use of a 10-m mast is recommended for two 
reasons. Firstly, it is necessary during the background noise measurements when the 


Period 2 : Shear factor 0.42 Period 1 : Shear factor 0.25 







wind turbines are stopped and no reliable wind speed information can be gained from 
the nacelle anemometers. Secondly, during the measurement of the ambient noise, the 
wind speeds measured at hub height by the nacelle anemometers and the wind speed 
measured at 10 m height can be used to determine the wind shear for each 10-min time 
period. 


2. Relation between temperature gradient and wind s hear  


2.1 Concept of stability classes 
The temperature gradient can be measured through the difference of temperature between 2 
sensors located at different heights from the ground. In some cases, it may be a useful way to 
classify the stability of the atmosphere: 


• Positive temperature gradient: stable atmosphere. 


• Negative temperature gradient: unstable atmosphere. 


Note: This classification can be understood as a rough simplification of the Pasquill stability 
classes, which are defined with 6 classes A to F. 


Stability Class Definition 
Range of vertical temperature 


gradient (°C/100m) 


A very unstable ∆T/∆Z < -1.9 


B unstable -1.9 ≤ ∆T/∆Z < -1.7 


C slightly unstable -1.7 ≤ ∆T/∆Z < -1.5 


D neutral -1.5 ≤ ∆T/∆Z < -0.5 


E slightly stable -0.5 ≤ ∆T/∆Z < 1.5 


F stable 1.5 ≤ ∆T/∆Z 
 


Surface 
windspeed 


Daytime incoming solar radiation Nighttime cloud cover 


m/s Strong Moderate Slight > 50% < 50 % 


< 2 A A - B B E F 


2 – 3 A - B B C E F 


3 – 5 B B – C C D E 


5 – 6 C C – D D D D 


> 6 C D D D D 


Figure 3: Meteorological conditions that define the Pasquill stability classes 


The following “homogeneous classes” are then proposed: 


• Homogeneous class n°1: Positive temperature gradient: stable atmosphere => possible 
high wind shear factor. 


• Homogeneous class n°2: Negative temperature gradient: unstable atmosphere => 
possible low wind shear factor. 


2.2 Potential temperature difference 
The temperature difference between two layers of air is relevant for the energy flux between 
these layers. This difference is affected by several effects. One of these, the adiabatic 
transformation between the two layers, is not relevant for our purpose and can be compensated 
by considering the potential temperature: 


� = � ���
� �


� 	
�
 







Where � is the absolute temperature, ��a reference pressure e.g. 1.000 hPa, � is the gas 
constant of air, and � is the specific heat capacity at a constant pressure. 


In order to better understand the significance of this potential temperature difference, let us 
consider a few practical situations.  


During daytime, the solar radiation typically heats the ground. The potential temperature at the 
ground becomes typically higher than above ground and a heat transfer by convection mixes 
the boundary layer and leads to an unstable stratification. Under these conditions, the vertical 
wind shear will be typically small. 


After sunset, the ground keeps radiating energy until its potential temperature becomes lower 
than that of the boundary layer.  


During night-time, in the absence of heat transfer by convection from the ground, the 
stratification of the boundary layer stabilises. If a warm wind is blowing during the night, a warm 
layer of air will glide on top of a colder layer. The wind turbines may be operating at rated 
power, whereas the wind speed in the cold layer close to the ground will be very low. Under 
these conditions, the noise from the wind turbine might become prominent against the low 
wind-induced background noise.  


The cloud cover plays an important role for the variations of the energy flux between the ground 
and the air layers. During daytime, a cloud cover would reduce the heating of the ground by 
solar radiation. On the other hand, during a clear night, the temperature of the ground would 
typically decrease rapidly and a very stable stratification might appear. 


2.3 Measurement results 
A measurement campaign of 10 days duration was performed after the installation of the 
machines, through the installation of 5 noise sensors and a meteorological mast with 2 
ultrasonic sensors (h=2m and 10m) in addition to the anemometers near the hub of the 
machines.  


Temperature measurements are transposed into potential temperatures in order to be 
compared together. The measurement results are presented below. 


 
Figure 4: Met mast with ultrasonic sensors at h=2m and h=10m. 







 


 
Figure 5: Potential temperature measurements and comparison between the potential temperature difference and 


the wind shear factor during noise campaign 


Comments: 


• The first graph shows important parallel variations of the temperatures at 2 and 10 m 
height between day and night; The potential temperature difference reveals the inversion 
of the heat flux and is often negative during daytime (10m temperature is lower than 2m 
temperature) meaning that the ground is getting warmer than the air layers, and positive 
during the night showing that the ground is getting colder than the air layers. 







• The second graph shows the comparison between temperature difference and wind 
speed gradient: we can see that when the temperature difference is negative, the wind 
shear factor is low, and vice versa. 


• Experience shows that a wind-speed measurement at 10m height is sometimes 
significantly affected by the operation of the wind turbines in the vicinity of the met mast. 
On the other hand, the potential temperature difference appears to be more stable and 
more representative of the micrometeorology at the site. 


• The temperatures can be measured at various heights. The 10m height is recommended 
because it is a standard in meteorology and can be used for correlation with other 
weather data sets. The 2m height has been chosen here because it corresponds to the 
height of the sound level meters. Another interesting information would be the 
temperature at hub height around the wind turbine nacelle but this information is 
unfortunately seldom available from the SCADA data or is too coarse (+-1°C) for the 
purpose. The measurement of the ground temperature is also recommended. 


• The time evolution of the potential temperature difference is by definition a differential 
measurement in temperature and in time. It is hence relatively immune to offsets of the 
individual temperature measurements as well as to drift of the sensors, as long as both 
sensors have similar characteristics. 


• The potential temperature difference appears then to be an easy way to classify the 
atmospheric stability, and therefore could be used as an additional criterion for the 
definition of the homogeneous classes which are required by the French standard. 


• The acceptance measurements of wind farm projects give the opportunity to gain 
experience on the parallel evaluation of wind shear and potential temperature difference. 
The use of the potential temperature difference only could turn out to be also an effective 
means for the classification of the stability during green-field background noise 
measurements when no high met mast is available for the evaluation of the wind shear. 


 


3.0 Noise simulations of noise propagation under a vertical temperature 
gradient 


3.1 Concept 
Noise simulations are performed in order to better understand the influence of the temperature 
gradient on noise propagation of a wind turbine. 


A Parabolic Equation (PE) method is used, with one wind turbine which is modelled as a point 
source at h=100m and the receiver is placed at h=2m at a distance of 800m, 1000m and 
1200m from the wind turbine. In this theoretical approach, the ground is assumed flat and 
reflecting. 


The noise refraction effect in the atmosphere is due to the sound celerity profile which is 
assumed depending only on the vertical height z (m): 


���� = 	������� + ����. ln �1 + �
��� �� � 


Where 
	�
	! ≈ 1.4 is the heat capacity ratio, R = 286.69	J. *+,-. .,- is the gas constant, ���� 


defines the vertical wind speed profile for a roughness ���/�, and θ is the angle between wind 
direction and source-receiver direction. 


  







The graph below shows the vertical celerity profile ����: 
• With a wind speed profile defined by ���� = 0.8, �� = 0.05/, an upwind situation (θ =


180°) but without any temperature gradient (blue curve). 


• With the same wind speed profile and a temperature gradient of +0,01°C/m (orange 
curve). 


 
Figure 6: Vertical sound celerity profile c(z) in upwind conditions (alog=0.8; θ=180°, z0=0.05m) without temperature 


gradient (blue) and with positive temperature gradient (orange) 


This example shows that in upwind condition, a positive temperature gradient can change the 
celerity gradient (which becomes positive for z > 130m approximatively). As the celerity profile 
is closely related to noise propagation, it can be expected that the temperature gradient could 
have an effect on long-range noise propagation of high height wind turbines. This is the scope 
of this parametric study. 


 


3.2 Simulation results of the parametric study  
The results are presented for receivers located at 800m, 1000m and 1200m from a 100m 
height the wind turbine. The only varying parameter is the vertical temperature gradient, which 
is varying from -0,015°C/m to +0,015°C/m. 


The results are presented for upwind configuration only (in downwind conditions the results 
don’t show any significant impact). 
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Figure 7: Noise simulation with PE at different distances from a 100m height wind turbine; f=250 Hz; upwind 


condition with alog=0.8 and θ=180°; 50 iterations of calculation with a variance of refractive index of the turbulence 
<µ2>=2.10-6; vertical temperature gradient is varying from -0.015°C/m to +0.015°C/m 
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Comments: 


• In upwind conditions, the influence of the temperature gradient is negligible at a distance 
of 800m from the wind turbine, because the receiver is not located in the shadow zone. 


• For distances of 1000m and 1200m the influence of the temperature gradient is more 
significant, because the receiver is now located near the shadow zone limit (which is 
approximatively 1000m). A positive temperature gradient moves the shadow zone to 
distances greater than 1000m (as shown on the following figure), and the noise level at 
the receiver is increased, with a maximum of 7 dB at 1000m and 20 dB at 1200m. 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 8: Vertical noise map for alog=-0.8; f=250 Hz; vertical temperature gradients of -0,01°C/m and +0,01°C/m 
 


However, the impact of the temperature gradient can often be neglected, because: 


• This effect takes place only in upwind conditions. 


• The temperature does not have any influence when the receiver is close enough to the 
wind turbine (distances lower than 1 km approximatively for a 100m height turbine). 


• This effect hasn’t been identified yet through noise measurements, maybe because of 
the large number of meteorological and acoustical datasets. Therefore we would 
recommend further analysis through long-range noise measurements (more than 1km 
distance from wind turbine) in parallel with detailed micrometeorological measurements 
(ex: with a 3-D sonic anemometer). More accurate noise simulations could be also 
performed (e.g. the point source is a coarse simplification for the large rotor diameter). 
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4.0 Conclusions 
The vertical temperature gradients are relevant for the background noise levels as well as for 
the propagation of the acoustic noise from a wind turbine. They should be taken into account 
during noise measurement of wind farms. When the wind-speed gradient cannot be measured 
directly, the potential temperature difference can be measured instead. This method has been 
used with success over a large set of measurement campaigns, in order to define 
“homogeneous classes” of meteorological conditions with their corresponding noise levels.  


A parametric study of the propagation of wind-turbine noise was also performed through 
computer simulations on a theoretical test case. It showed that the temperature gradient can 
influence noise propagation, but only in some specific cases: upwind conditions, and at long 
distance (between 1km to 1,2km in our test case). Further investigation would be necessary to 
check this effect, for example through long-range noise measurements, in parallel with detailed 
micrometeorological measurements. 
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Summary 


A sensitivity analysis has been undertaken to determine the differences that could be obtained 
when calculating predicted noise levels at locations surrounding wind farms in accordance with 
the methodology described in the Institute of Acoustics’ Good Practice Guide (IoA GPG). Four 
main sources of discrepancy have been identified: 
 


1. Different independent test reports may be held for the same turbine such that different 
allowances for measurement uncertainty may be deemed appropriate, leading to 
potential differences of up to 2 dB in the sound power level data used, resulting in similar 
differences in the predicted noise levels. 
 


2. The IoA GPG notes that the spectrum provided for the wind speed corresponding to the 
highest level of noise emissions can be scaled to the overall sound power level at other 
wind speeds, before going on to say that spectra for specific wind speeds can also be 
used. The difference between these two options can be in the order of 1 dB. 


 
3. The IoA GPG notes that small changes in the mean propagation height between the 


source and receiver can trigger the application of the correction for propagation over a 
concave ground profile. As such, differences in the methodology for calculating mean 
propagation height, or in the terrain data resolution, can result in differences of up to 
3 dB in predicted noise levels. 


 
4. In addition to the above, alternative directional attenuation factors are presented in the 


IoA GPG, the use of which can produce different results.  
 
Identifying potential sources of discrepancy is important because one of the goals of defining 
best practice is that two acousticians analysing the same site, with the same input data, should 
reach identical conclusions. The magnitude of the differences in predicted noise levels due to 
the sources of discrepancy identified can significantly affect the conclusions of an assessment. 


1.0 Introduction 


The Institute of Acoustics’ Good Practice Guide to the Application of ETSU-R-97 (DTI, 1996) for 
the Assessment and Rating of Wind Turbine Noise (Institute of Acoustics, 2013), hereafter 
referred to as the IoA GPG, defines a methodology for predicting the noise levels at nearby 
properties due to an operational wind farm using the ISO 9613-2 propagation model (ISO, 
1996). Whilst this represents progress in efforts at standardisation, updating the guidance 
provided in an Acoustics Bulletin article (Institute of Acoustics, 2009), there remain some areas 







of the process which are open to interpretation or sensitive to the data held on a specific turbine 
so that two acousticians analysing the same site could potentially produce different results. The 
purpose of this paper is to highlight some of the main sources of potential discrepancy and to 
quantify the resulting differences, with a view to suggesting how the IoA GPG might be 
improved in future. 


2.0 Methodology 


In order to quantify the impact of each source of potential discrepancy, noise immission levels 
have been predicted in accordance with the recommendations of the IoA GPG for the same site 
using the same turbine layout, house layout and warranted sound power level data whilst 
varying the setting in question so that the results can be compared. In each case the theoretical 
maximum difference has been highlighted along with the differences that are likely to be 
experienced in practice, identified by performing the analysis on actual wind farm sites. 
 
The four sources of potential discrepancy that this paper will focus on, identified through 
experience of undertaking predictions of wind farm noise, are as follows: 


• Allowance for measurement uncertainty; 


• Effect of frequency spectra; 


• Mean propagation height; and 


• Directional attenuation factors. 
 
The allowance for measurement uncertainty that is deemed appropriate is subject to the 
specific selection of test reports held for the turbine under consideration. 
 
Similarly, the frequency content of the acoustic emission is not typically warranted by turbine 
manufacturers so that the frequency spectra used in an assessment are often also dependent 
upon the test reports held by the analyst. In addition, the frequency spectra used in an 
assessment can vary due to the options presented in the IoA GPG. 
 
Likewise, different mean propagation heights can be calculated and different assumptions 
regarding propagation directivity can be made due to the alternative methods provided in the 
IoA GPG. 


3.0 Results 


3.1 Allowance for Measurement Uncertainty 


Of the three sources of acoustic emission data described in paragraph 4.3.6 of the IoA GPG: 
declared, warranted or specified and tested, it is most common, in the case of large wind 
turbines, for data that has been warranted or specified by the manufacturer to be used for noise 
propagation purposes. The IoA GPG states that such data can be used provided a margin to 
account for uncertainty has been included. In order to determine whether this is the case, the 
data should be compared to the results of one or more representative test reports. A margin of 
1.645σ, where σ is the reported test uncertainty, between the tested and warranted or specified 
values over the majority of wind speeds provides a clear indication that suitable uncertainties 
have been incorporated. If the manufacturer specifies a value of uncertainty then this should be 
used unless the above test is satisfied. If no data on uncertainty is provided, or no test reports 
are held, then 2 dB should be added. 
 
With the allowance for uncertainty dependent upon the information provided in independent test 
reports, discrepancies can occur where different test reports are held for the same machine by 
different parties. This is illustrated by Figures 1-3 which show the acoustic emission data 
warranted by the manufacturer in comparison with the results from three different test reports 
for the same turbine. In Figure 1 the test data plus 1.645σ is less than the warranted data for 
the majority of wind speeds, indicating that a suitable allowance for uncertainty has already 
been incorporated and that no additional uncertainty allowance is necessary. 







 
However, the results of the test reports displayed in Figures 2 and 3 indicate that an allowance 
of 1 dB and 2 dB, respectively, would be more appropriate. 
 


Figure 1 - Test report indicating no additional allowance for uncertainty required 


 
Figure 2 - Test report indicating that a 1 dB allowance for uncertainty is required 


 







Figure 3 - Test report indicating that a 2 dB allowance for uncertainty is required 


 
In summary, two acousticians using the same warranted data may apply a different allowance 
for measurement uncertainty depending upon the information contained within any test reports 
held for a given turbine. This can cause differences of up to 2 dB in the resulting predicted 
noise levels.  
 
Requesting the latest test report from the turbine manufacturer for the machine for which 
predictions are being made should reduce the likelihood of such discrepancies occurring and it 
is recommended that this takes place at regular intervals as test results can become out of date 
if changes are made to the design or operation of a turbine. 


3.2 Effect of Frequency Spectra 


Paragraph 4.2.6 of the IoA GPG allows for two options when using noise emission frequency 
spectra: either use the noise spectrum provided for the wind speed corresponding to the 
highest level of noise emissions scaled to the overall sound power level at other wind speeds, 
or use noise spectra for specific wind speeds. The difference in the resulting predicted noise 
immission levels between these two options can be in the order of 1 dB, with the largest 
differences occurring at properties furthest from the turbines. 
 
The magnitude of the difference between these options depends upon the relative change in 
the low frequency content of the acoustic emission with wind speed. The most conservative 
predictions would be obtained using option one if the spectrum provided for the wind speed 
corresponding to the highest level of acoustic emission contained relatively more low frequency 
content than the spectra at other wind speeds. Option two would be more conservative if the 
spectra at other wind speeds contain relatively more low frequency content than the spectrum 
at the wind speed corresponding to the highest level of acoustic emission.  
 
Figure 4 shows an example of how the frequency content of the acoustic emission for a given 
turbine can vary with wind speed. The data is taken from the same independent test report and 
scaled to the warranted sound power level which is the same at standardised 10 m wind 
speeds of 8 and 9 m/s. The spectrum at 8 m/s results in predictions that are 1 dB higher than 
the 9 m/s spectrum whereas the predicted noise levels would be the same had the same 
spectrum been used. When predictions are being made the acoustician should be aware of this 
source of potential discrepancy and consider using the most conservative option. 
 







Figure 4 - Difference between frequency content at different wind speeds 


 
Data on the frequency content of the acoustic emission often comes from an independent test 
report and can therefore differ depending upon which test reports are held by the acoustician. 
Using frequency spectra from different sources can have an even greater impact upon the 
resulting predicted noise levels with differences of up to 3 dB in some cases. Figure 5 details 
the magnitude of the differences that can occur in the frequency spectrum for the same wind 
speed when data is taken from different sources. As with the allowance for measurement 
uncertainty, requesting the latest data from the turbine manufacturer at regular intervals should 
reduce the likelihood of such discrepancies occurring. 
 


Figure 5 - Difference between frequency content in different test reports 


 
In summary, the predicted noise levels produced by two acousticians using the same warranted 
data along with frequency data from the same independent test report may differ by up to 1 dB 
should the frequency content of the acoustic emission vary significantly with wind speed. 
Differences in the predicted noise levels obtained when the same warranted data but frequency 
content from a different test report are used can be even greater, e.g. up to 3 dB. 







3.3 Mean Propagation Height 


Section 4.3.9 of the IoA GPG states that a correction of 3 dB should be added to the calculated 
noise immission levels where propagation over a valley occurs, to account for the reduced 
ground effect and potential for additional reflection paths, as illustrated in Figure 6. The 
recommendation is to apply the correction when the mean propagation height (hm) is greater 
than or equal to 1.5 multiplied by half the difference between the source (hs) and receiver (hr) 
heights, i.e. when hm ≥ 1.5 x (abs (hs - hr) / 2). 
 


Figure 6 - Additional reflection paths (Institute of Acoustics, 2013) 


 
 
As detailed in Figure 7, for a hub height of 80 m and a receiver height of 4 m the critical mean 
propagation height above which the correction is triggered is 57 m. As this is a step-change the 
correction would not be applied for a mean propagation height of 56.9 m but would be applied 
for a mean propagation heights ≥ 57 m, demonstrating that small changes in the methodology 
for calculating mean propagation height, or in the terrain data resolution, can trigger the 
application of a large correction. 
 


Figure 7 - Step change due to mean propagation height 


 
The theoretical maximum difference in the resulting predicted noise levels is equal to the 
magnitude of the correction. However, such differences are unlikely in practice as they would 
only occur when the change in mean propagation height between alternative calculation 
methods is significant enough that the correction is applied for all or none of the source-
receiver pairs.  
 
Maximum differences of 1.5 dB have been noted in practice, with the largest differences 
occurring on complex sites where the likelihood of the correction being required is greater. 
Larger differences are also more likely for sites with fewer turbines where applying the 
correction for a certain number of source-receiver pairs would make a greater difference to the 
total predicted noise level than for a site with a greater number of turbines. 
 







Figure 8 highlights the impact of changing the hub height on the threshold at which the 
correction is applied. Increasing the hub height by 10 m increases the threshold by 7.5 m. 
However, the corresponding increase in mean propagation height due to a 10 m change in hub 
height is less than 7.5 m such that the correction is more likely to be applied for shorter rather 
than taller hub heights. In the example shown, the correction would be applied for hub heights 
of around 60 m or less. Increasing the hub height above 60 m would reduce the predicted noise 
level from this turbine by 3 dB at the property in question. 
 


Figure 8 - Variation of threshold and mean propagation height with hub height 


 
In summary, as noted in the IoA GPG, small changes in the mean propagation height between 
the source and receiver can trigger the application of a large correction for propagation over a 
concave ground profile. As such, differences in the methodology for calculating mean 
propagation height, or in the terrain data resolution, can result in differences of up to 3 dB in the 
resulting predicted noise immission levels, with such differences increasing in likelihood for 
sites with fewer turbines and short hub heights in complex terrain. 


3.4 Directional Attenuation Factors 


On propagation directivity, section 4.4 of the IoA GPG references evidence from the Joule 
project (Joule, 1998) to justify the application of directional attenuation factors of around 2 dB 
crosswind and at least 10 dB at a sufficient distance upwind. For intermediate directions a 
linear or polynomial interpolation can be used. The IoA GPG goes on to note that such 
reductions will only progressively come into play at distances of between five and ten tip 
heights. 
 
In addition to the Joule project, the IoA GPG also references work undertaken for NASA 
(Shepherd & Hubbard, 1990) and the Wyle report (Wyle, 1988) to provide additional 
propagation directivities for flat and complex landscapes. The presentation of alternative 
directional attenuation factors provides scope for difference, not just in the choice between the 
Joule directivities and those detailed in Figure 6 of the IoA GPG, but also in: 


• the choice between a linear or polynomial interpolation for intermediate directions when 
the Joule directivities are being used; and 


• the classification of terrain as flat or complex when the directivities presented in Figure 6 
of the IoA GPG, hereafter referred to as NASA/Wyle, are being used. 


 







To illustrate both the scope and magnitude of the differences that can be expected, Figures 
9-11 show the directional attenuation factors from the Joule project, alongside those from 
NASA/Wyle, at separation distances of 7.5, 11 and 18 tip heights respectively. Through 
examination of these figures it can be seen that the most conservative directional attenuation 
factors depend upon the terrain type, the orientation and separation distance. 
 


Figure 9 - Directional attenuation factors at 7.5 tip heights 


 
 


Figure 10 - Directional attenuation factors at 11 tip heights 


 
 







Figure 11 - Directional attenuation factors at 18 tip heights 


 
 
Regardless of separation distance, the Joule directivities are more conservative than 
NASA/Wyle in crosswind directions. In the upwind direction the NASA/Wyle attenuation in 
complex terrain is the most conservative regardless of distance. The NASA/Wyle attenuation 
factors upwind in flat terrain are more conservative than the Joule attenuation factors at 
distances of 7.5 and 11 tip heights but less conservative at 18 tip heights. The cross-over point 
at which the Joule upwind attenuation becomes more conservative is 12.75 tip heights, as can 
be seen in Figure 12. There is no difference between the alternative sets of propagation 
directivities in the downwind direction where there is no attenuation. 
 


Figure 12 - Variation of upwind attenuation with separation distance 


 







 
In intermediate directions at 7.5 tip heights the NASA/Wyle directional attenuation factors in 
complex terrain are the most conservative, followed by the NASA/Wyle directional attenuation 
factors in flat terrain and the Joule (linear) directivities which are similar, with the Joule 
(polynomial) directivities the least conservative. 
 
In intermediate directions at 11 tip heights the NASA/Wyle directional attenuation factors in 
complex terrain are the most conservative, followed by the Joule (linear) directivities, the 
NASA/Wyle directional attenuation factors in flat terrain, and finally the Joule (polynomial) 
directivities. 
 
In intermediate directions at 18 tip heights the NASA/Wyle directional attenuation factors in 
complex terrain and the Joule (linear) directivities are similarly conservative, followed by the 
Joule (polynomial) directivities, with the NASA/Wyle directional attenuation factors in flat terrain 
the least conservative. 
 
The maximum magnitude of the difference in the resulting predicted noise levels is 2.8 dB at 
7.5 tip heights, 5.0 dB at 11 tip heights and 5.1 dB at 18 tip heights. When split into flat/complex 
sites the maximum differences are 1.2/2.8 dB at 7.5 tip heights, 2.3/5.0 dB at 11 tip heights and 
4.7/2.7 dB at 18 tip heights. The differences will typically be less in practice where all turbines 
are rarely the same distance and orientation from a given property.  
 
Testing at two real sites, one flat and one complex, resulted in a maximum difference of 0.8 dB 
at the closest property and 4.5 dB at the furthest property from the turbines on the flat site and 
a maximum difference of 0.8 dB at the closest property and 3.4 dB at the furthest property from 
the turbines on the complex site. The differences at the closest properties are more likely to 
have an impact upon the results of an assessment and it is notable that these were less than 
1 dB at both the flat and complex sites tested. 


4.0 Conclusions 


A sensitivity analysis has been undertaken to determine the differences that can be obtained 
when calculating predicted noise immission levels at locations surrounding wind farms in 
accordance with the methodology described in the IoA GPG. Four main sources of discrepancy 
have been identified and the resulting differences quantified: 
 


1. In determining an appropriate allowance for measurement uncertainty, two acousticians 
may reach different conclusions depending upon the test reports held for the turbine that 
is being considered, resulting in differences of up to 2 dB in the predicted noise levels. It 
is recommended that the latest test reports are requested from the turbine manufacturer 
on a regular basis as they can become out of date should changes be made to the 
design or operation of the machine.  


 
2. When the same test report is held, the choice between using frequency spectra for 


specific wind speeds and scaling the spectrum provided for the wind speed 
corresponding to the highest level of noise emission can result in predicted noise levels 
that differ by up to 1 dB if the frequency content of the acoustic emission varies 
significantly with wind speed. The differences can be even greater when frequency 
spectra from an alternative report are used. 


 
3. When applying the correction for propagation over a valley, differences in the 


methodology for calculating mean propagation height, or in the terrain data resolution, 
can result in differences of up to 3 dB in the predicted noise immission levels, with such 
differences increasing in likelihood for sites with fewer turbines and short hub heights in 
complex terrain. 


 







4. In taking propagation directivity into account it should be noted that the most 
conservative directional attenuation factors depend upon the terrain type, orientation and 
separation distance. Maximum differences of up to 5 dB are possible although this 
reduces as the separation distance between the source and receiver decreases. 


 
Identifying potential sources of discrepancy is important because one of the goals of defining 
best practice is that two acousticians analysing the same site, with the same input data, should 
reach identical conclusions. The magnitude of the differences in predicted noise levels due to 
the sources of discrepancy identified here can profoundly affect the conclusions of an 
assessment and it is suggested that this needs to be addressed. 


5.0 Further Work 


Further work can be undertaken to quantify the differences in predicted noise immission levels 
that could occur due to additional sources of potential discrepancy which include: 


• Variation in wind speed between reference location and turbine locations; 


• Differences between proposed hub height and height to which acoustic emission data is 
referenced; 


• How the barrier attenuation calculated by ISO 9613-2 is added back on to the predicted 
noise level when there is line of sight between the source and receiver; 


• Whether or not to take into account screening from obstacles such as buildings or trees; 
and 


• The definition of a significant barrier warranting 10 dB of attenuation. 
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Summary   
Sound from an elevated source, such as a turbine blade, generally reaches a listener via a direct 
path and via a path or paths which have reflected from the surface. Depending on the heights of 
the sound source and listener, and the distance between them, the sound from these multiple 
paths can combine constructively or destructively because of the phase differences. This leads 
to an intensity pattern which has maxima and minima surrounding the source. 
Trailing edge noise from a turbine blade comprises sources which are not at fixed positions, but 
instead move periodically up and down. Corresponding to this sinusoidal vertical motion of the 
sound source, the intensity pattern on the ground moves in and out.  At any one listener location, 
there is therefore a fluctuating intensity. A simple straight-line ray model shows that this 
mechanism explains the observed characteristics of wind turbine amplitude modulation noise. 
This mechanism does not depend on intermittent stall, although increased source intensity 
obviously leads to increased modulation noise.  Downward refraction also enhances the effect. 
Furthermore, there are three blades, each with their own source angular distribution (the source 
pattern for an ascending blade is different from that of a descending blade). Results from a more 
complex model, “time-dependent interference”, which includes these effects, are described.  


1. Introduction   
Particularly over the past decade noise from wind turbines has become a major concern for the 
public, and therefore for the industry. In addition to broad-band noise, generally identified as 
trailing edge noise, there has been an increasing concern about the annoyance to people by 
amplitude modulation (AM) of wind turbine noise (Bowdler 2008). A study by RenewableUK  
(Bullmore et al. 2013) provides wide cover of different aspects of AM and the more extreme 
version of modulation named “other amplitude modulation” (OAM). The main hypothesis for the 
cause of OAM in the RenewableUK study has been that it is due to intermittent stall of a blade. 
Oerlemans (2013) developed a rotor simulation model including a noise model for a partially 
stalled airfoil and the model results showed the general observed characteristics of OAM. The 
source directivity characteristics of the stall noise are such that it is preferentially radiated upwind 
and downwind of the wind turbine and not in the cross wind direction as characterizes AM. 
More recently, Madsen et al. (2014) have correlated AM with turbine blade inflow conditions. 
They found a strong noise increase at low frequencies when a trailing edge stall initiates. For the 
turbine operating in a strong wind shear a modulation of the surface spectra for frequencies below 
200Hz is 14dB. It was hypothesised that coupling with the turbine wake can cause abrupt 
changes in wind speed over the rotor disc and for a variable speed turbine the rotor might not be 
able to accelerate fast enough to avoid transient stall for a few revolutions. This intermittent 
occurrence might explain many of the occurrences of OAM.   
The intermittent stall mechanism requires maintenance of stall conditions for a considerable time 
for the mechanism to be consistent with reported and observed OAM. Furthermore, the 
hypothesised wake coupling has yet to be verified with either a measurement program or via 
simulations. We have therefore in the current paper set out to explore an alternative, more 
continuously operating mechanism, “time-dependent interference”, to see if that might be 
plausible. This mechanism is based on the fact that, with three rotating blades and ground 
reflections, there are six possible sound paths to a fixed microphone position. For example, the 
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images in Fig. 1 each show part of a single frame capture from the Norsonic 848 Acoustic camera 
(4Dnoise 2104). The frequency band for these images is 1648 – 2630 Hz, these high frequencies 
being used because of the small size of the acoustic camera. Note that the acoustic camera 
shows sound arriving at the microphone array from different directions, and does not combine 
the sound from various paths as a single microphone or ear would do. The left hand image shows 
sound reaching the camera from two blades. The central image shows sound being received 
from a direct path and from an indirect path ground reflection. The image on the right is from a 
further angular rotation of the blade by about 20° (0.3 s after the central image) and shows no 
ground reflection. Sound from the two sources identifiable in the left-hand image, or the two 
sources identifiable in the central image, reach the microphone array at the same time, but do 
not originate from the turbine at the same time because the path lengths to the array are different. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 1. A single frame capture from a Norsonic 848 Acoustic camera showing sound 
originating from two blades. 


 
The six pressure waves (a direct path and an indirect path from each of the three blades) originate 
at the turbine at different times and different blade positions. The combination of the six pressure 
waves therefore includes cancellations and reinforcements from the various amplitudes and 
phases as well as multiple frequencies from the six different Doppler shifted frequencies. The net 
result is to expect considerable modulation of the sound which would be emitted from a single 
blade. 
It would appear that this mechanism has not been previously investigated, possibly because most 
effort has concentrated on the sound generation mechanisms on the rotor blades, and the sound 
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propagation modelling has generally made use of conventional sound propagation codes which 
do not allow for multiple moving sources. 
In this paper we investigate the extent of the sound modulation at a point receiver position, but 
without including at this stage a full sound propagation treatment of ground impedance and 
refraction effects over the entire frequency band likely to be relevant. However, these can readily 
be added since the methodology is well established and, for an elevated source, relatively 
straight-forward, although the time delay treatments described in this current paper will need to 
be included. 
 


2. Sound Propagation Geometry and Timing                                                                           
Sound propagation modelling frequently involves shallow paths, but in the case of turbines the 
source is elevated. This means in practice that, in addition to a direct sound path, only one indirect 
ray reflected from the ground surface will reach the listener (Salomons 2001). The general 
propagation geometry is therefore as shown in Fig. 2. Here H is the hub height, h is the listener 
(or microphone) height, d is the horizontal distance from turbine to listener, φ is the azimuth angle 
of the listener with respect to the turbine tower, R is the radial distance of the sound source, and 
V is the speed of the sound source. In this diagram the wind, U, is in the +x direction and the 
turbine is revolving clockwise when viewed from the –ve x axis (the turbine angular velocity Ω is 
in the +x direction).  Also shown is the direct path from a time when the turbine blade had an 
angle αd with respect to the vertical, and the once-reflected indirect path from an earlier time 
when the turbine blade had an angle αi with respect to the vertical. Note that these paths are in 
general curved due to refraction. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2. The general sound propagation geometry for a rotor disk of radius R at hub height H 


and a listener of height h at distance d and azimuth φ. A direct ray is shown from a blade at 
rotation angle αd and an indirect ray from a blade at angular position αi. 


 
Two further angles are shown in Fig. 2 in connection with the direct path (similar angles can 
readily be defined for the indirect path). They are β, the angle at which the microphone is forward 
of the blade trailing edge (perpendicular to the rotor blade), and ϕ, the angle at which the 
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microphone is lateral of the sound source (along the rotor blade). These angles are given in terms 
of other physical quantities by 
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(where the caret indicates a unit vector and R is the radial vector from the hub along the blade to 
the noise source at the tip), and 
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The combined intensity dependence on trailing edge noise directivity and Doppler, or convective, 
amplification is 
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(Bowdler and Leventhall 2011), where M = V/c is the Mach number and the sound speed is c. 
 
Ignoring for the moment the change in sound speed due to the wind, the direct path length, rd, 
and indirect path length, ri, are 
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Sound emitted when a blade rotation angle is αd and αi reach the listener at time t where 
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For each time t (4) and (5) need to be solved for rd(t) and ri(t). Then the two intensities can be 
found from (3), and Doppler frequency shift values calculated. These parameters are all 
dependent on the geometry and the angular rotation rate of the turbine, but not on the sound 
source frequency spectrum. 
Once the path lengths are known as a function of time, the signals reaching the microphone can 
be combined with the correct phase for each emitted frequency f. 


3.0  Selected Results 
For the following, the 2.3 MW turbine discussed in Chapter 3 of Bowdler and Leventhall (2011) 
will be modelled. This has a rotor diameter D = 2R = 94 m, H = D, and a typical value Mach 
number of M = 0.2. We consider a microphone at h = 1.5 m, and use c = 340 m s-1. 
 
3.1 Locus of ground reflection point. The point on the ground at which reflection occurs traces 
out an approximately (but not exactly) elliptical route for sound from each blade. These loci are 
shown in Fig. 3 for the cases of f = 315 Hz, d = 2D, and φ = 0° and 45°. The closest approach of 
the reflection point to the microphone is when the sound originated from the top of the rotor sweep 
(note that acoustic camera images in Fig. 1 do not show the turbine blade and reflected sound 







synchronised). One useful item of information from this plot is that the ground reflection from 
such an elevated source is in general very close to the microphone (a distance of 2-6 m away for 
this case of d being 2 rotor diameters, and 4-12 m for d being 4 rotor diameters). This means 
that, for accurate sound propagation modelling, the ground impedance only needs to be known 
within a few meters of the microphone location. 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 3. The approximately elliptical loci of ground reflection points for D = 94 m, d = 2D, H = 
D, and h = 1.5 m, for φ = 0° (blue) and 45° (red). The straight lines are from the microphone 


location (shown here at the origin) toward the base of the turbine. 
 
3.2  SPL from 1 blade, without considering Doppler frequency shift. Fig. 4 shows the SPL 
due to noise from a single blade based on (3), as well as the combination of direct and indirect 
sound paths for a single blade, using the same parameter choice as in the previous section.  In 
this figure the convective amplification is included, but not the effect on phase due to Doppler 
frequency shift. In this, and succeeding diagrams, the plots start at the time at which sound is 
received at the microphone from the top of the blade sweep i.e. there is a normalised delay of 
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It can be seen that, for this sound frequency, the modulation of the received turbine noise is now 
around three times that of the rotation rate: if sound from the 3 blades were to be received 
independently there would be 9 intensity peaks during each rotation, or 3 intensity peaks per 
blade pass.  
3.3  SPL from 1 blade and including Doppler frequency shift. Fig. 5 shows, for the same 
parameter selection, the effect of including Doppler frequency shift on the combination of the 
direct and indirect path reception from a single blade. Some of the modulation features of Fig. 4 
are preserved, but there is a lot more structure and higher modulation frequencies present due 
to the increased differences in frequency (and hence phase) of the sound in the direct and indirect 
paths. For this geometry and sound frequency, there is a modulation of around 10 times that of 







the blade pass rate. If the frequency is increased to f = 1 kHz this modulation rate increases 
accordingly in proportion to f although, as in Fig. 5, the modulation is not uniformly sinusoidal. 
 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 4. The SPL at the microphone for the direct path alone (blue) and for the combination of 
direct and indirect paths (red) from a single blade and a sound frequency of 315 Hz. 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 
Figure 5. The SPL at the microphone from a single blade, including both direct and indirect 


paths, and the effect of Doppler frequency shift on phase. 
  







Increasing the range from d = 2D to d = 4D makes the two paths shallower and the path 
differences smaller, with the result shown in Fig. 6.  Shifting the microphone location from the 
downwind position by 45° (Fig. 7) changes where the minimum Doppler shift occurs on the blade 
rotation cycle. The combination of directivity and Doppler frequency differences with path causes 
a change in the modulation amplitude over the rotor cycle, but without changing the number of 
fluctuations per blade pass shown in Fig. 5. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 6. The SPL, as for Fig. 5 but with the range d = 4D instead of 2D. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 7. The SPL, as for Fig. 5 but with the range φ = 45° instead of 0°. 
  







3.4  SPL from 3 blades. Fig. 8 shows the amplitude and Fig. 9 the spectrum of the received 
sound signal allowing for reception from the 6 paths and with Doppler frequency shifts. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 8. The received sound signal based on the parameters used in Fig. 4 and including the 
combination of Doppler-shifted signals from the 6 sound paths with appropriate time delays. 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 
Figure 9. The spectrum of the received sound signal corresponding to Fig. 8. 


  







This sound displays strong amplitude modulation at all emitted frequencies.  It is a continuous 
phenomenon. The spectrum, from this tonal emitted frequency, has finite bandwidth due to the 
maximum and minimum Doppler frequency shifts defined by the geometry. Amplitude modulation 
of tonal signals, in radio fro example, is achieved by adding structure in sidebands around the 
central frequency. This is what appears in Fig. 9. For this example geometry, at f = 315 Hz, the 
bandwidth is limited to about ±100 Hz, but the main amplitude fluctuations apparent in Fig. 8 have 
a frequency of only 2.4 Hz. The explanation for this difference lies in the time-varying nature of 
the Doppler shift which, in addition to AM, produces frequency modulation (FM). This means that, 
to understand the received sound, integration over the full emitted noise spectrum needs to be 
done since sound emitted in one 1/3-octave band will be received in another. 
 


4.0  Refraction, Ground Impedance, and Full Spectrum 
While we have not included here refraction, ground impedance, and integration over the full 
spectrum of emitted noise, these influences on propagation are not difficult to incorporate into 
our time-dependent interference model. In particular, curved propagation paths still require a 
numerical solution of equations like (4) and (5), allowing for the various propagation times from 
the 6 paths. 


5.0 Conclusions 
In response to concern whether intermittent stall could account for sustained AM or OAM, we 
have suggested an alternative mechanism which is continuous in nature. This takes into account 
that sound reaching a receiver from multiple paths will have originated on the turbine blades at 
different blade positions. The result is that interference between sound travelling these different 
paths is much more dominant, and not static but changes during the turbine blade rotation cycle. 
This is a mechanism for modulation of the noise emitted from the turbine blade trailing edge. 
For turbines the noise source is elevated and it is possible to show that only one ground reflection 
will occur for sound from a single blade and for typical geometries. For 3 blades this means that 
there are 6 paths for sound reaching a microphone. The interference between these 6 paths is 
strong and complex. 
Simulations at discrete tonal emitted frequencies show classical amplitude modulation of the 
received signal, which is typically at a high multiple of the blade pass frequency.  However, 
examination of the spectrum shows a wider bandwidth than would account for the observed AM, 
because there is also FM arising from the more-or-less sinusoidally changing Doppler shifted 
frequencies received. Combining the full width of the emitted spectrum is likely to obscure this 
FM component while still retaining the strong AM nature. 
While investigation of this mechanism is ongoing, it is clear from the simulations shown here that 
many of the observed characteristics of AM and OAM are reproduced, including the reduction in 
modulation frequency if the microphone is moved away from the downwind or upwind direction. 
Interestingly, a good way for distinguishing intermittent stall from time-dependent interference, 
would be to use an acoustic camera. This is a strong motivation for the DTU design of a Large 
Aperture Acoustic Camera (LAAC), which is discussed in another paper at this conference. 
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Summary   
DTU are extending their expertise in turbine blade and aeroacoustic noise, and 
propagation modelling using Nord2000 and other models, by establishing a WTN Test 
Facility. Sites for deployment of new measurement tools include the Hφvsφre Test 
Center for Large Wind Turbines (with instrumented masts 130 m high), the Test Center 
at DTU Roskilde (130 m mast), and the Østerild National Test Center for Large Wind 
Turbines (250 m masts). Precision, fast, high-spatial resolution, wind measurements 
are available from DTU lidars such as WindScanner.dk. 
The WTN Test Facility microphone system is based on very low noise electret 
microphones, calibrated against ultra-low noise GRAS 40HL microphones down to 10 
Hz. The electrets are omnidirectional, and have a flat frequency response. Being 
inexpensive allows for a massive microphone array, capturing the WTN directionality 
variations, and allowing cluster configurations to reduce wind noise. Each microphone 
unit is autonomous and communicates to a central acquisition system, but all 
microphones are closely synchronized. This system design also allows for a unique 
Large Aperture Acoustic Camera (LAAC) to accurately pinpoint source location and 
characteristics in real-time, using image-sharpening algorithms developed at Auckland 
(the diameters of conventional commercial acoustic cameras limit their spatial 
resolution at WTN wavelengths). 
The DTU WTN Test Facility integrates many features in a way not previously available 
to studies of wind turbine noise. These include the potential to set parameters of the 
turbine behavior (for example, yaw angle) so that controlled experiments can be 
conducted. 


1. Introduction   
DTU Wind Energy have commenced a Cross cutting activity on Wind Turbine Noise. 
The following includes excerpts from DTU arguments for this initiative.  Public 
annoyance due to experienced or perceived noise from wind turbine is a significant 
barrier for development of wind energy on land. Wind turbine noise is a large factor of 
uncertainty in the planning phase of new wind farms, because state of the art noise 
prediction tools do not perform well or standards are not sufficient. Already installed 
onshore wind turbines have to run at reduced power modes, because they do not meet 
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the noise regulations otherwise.The public opinion about wind turbine noise and in 
particular low frequency noise is affected by concepts without solid scientific 
background and rumours. The industry has much interest in solving these problems 
and in clarification, quantification and standardisation in this area. 
DTU Wind Energy is worldwide the only institution which has competences in wind 
source mapping, wind turbine aerodynamics, blade noise generation modelling and 
measurements, and noise propagation modelling under one roof.  
The scope of wind turbine noise shall be completed by establishing a competence for 
outdoor noise measurements for wind turbines. In the current paper we describe initial 
planning for this measurement program. This will include establishing a new 
experimentally based noise sensing measurement facility based on a set of 48 self-
sustained wireless connected sensors equipped with calibrated microphones, capable 
of measuring high-resolution noise time series and noise spectra including integrated 
noise level (dB) at deployable ranges of 0.1 to 5 km from wind farms.   
In addition to broad-band noise, generally identified as trailing edge noise, there has 
been an increasing concern about the annoyance to people by amplitude modulation 
(AM) of wind turbine noise (Bowdler 2008). A study by RenewableUK  (Bullmore et al. 
2013) provides wide cover of different aspects of AM and the more extreme version of 
modulation named “other amplitude modulation” (OAM). The main hypothesis for the 
cause of OAM in the RenewableUK study has been that it is due to intermittent stall of 
a blade. Oerlemans (2013) developed a rotor simulation model including a noise 
model for a partially stalled airfoil and the model results showed the general observed 
characteristics of OAM. The source directivity characteristics of the stall noise are such 
that it is preferentially radiated upwind and downwind of the wind turbine and not in 
the cross wind direction as characterizes AM. More recently, Madsen et al. (2014) 
have correlated AM with turbine blade inflow conditions. They found a strong noise 
increase at low frequencies when a trailing edge stall initiates. For the turbine 
operating in a strong wind shear a modulation of the surface spectra for frequencies 
below 200Hz is 14dB. It was hypothesised that coupling with the turbine wake can 
cause abrupt changes in wind speed over the rotor disc and for a variable speed 
turbine the rotor might not be able to accelerate fast enough to avoid transient stall for 
a few revolutions. This intermittent occurrence might explain many of the occurrences 
of OAM.  
A companion paper in WTN2015 (Bradley 2015) considers a new potential mechanism 
due to the time-dependent interference between sound travelling the six direct and 
ground-reflected paths from the three turbine blades as they rotate. One way of 
distinguishing between various suggested mechanisms is to use an acoustic camera. 
This is a synchronised array of microphones which, through appropriate phasing, can 
focus on the sound from discrete directions. Such a system should be able to detect 
intermittent stall noise since it originates at the turbine blade, but would not respond 
to time-dependent interference since that requires combining signals from multiple 
directions. Therefore, in addition to rows of autonomous and independent 
microphones, we plan a Large Aperture Acoustic Camera (which we abbreviate to 
LAAC). The reason for the large aperture, or large array diameter, is to be able to 
capture low frequency emissions with good angular resolution. 
A substantial advantage of embedding this noise measurement project within DTU is 
the meteorological measurement capability of DTU, and in particular its leadership in 
fast short-range wind and turbulence measurements by lidar, and its excellent test 
sites with tall instrumented masts adjacent to test turbine stands. 







2. Sites                                                                            
2.1 Roskilde  This site, shown in Fig. 1, is located at 55° 41' 39.20" N, 12° 5' 18.50" 
E and 0 m A.S.L, and is adjacent to the campus occupied by DTU Wind Energy, and 
so presents good opportunities for instrumentation test an development.  
 
 
 
 
 
 
 
 
 


 
Figure 1. The test site at Roskilde. 


In addition to comprehensive meteorological measurements at ground level, the 130 
m mast has temperature measurements at 44, 117, and 122 m, wind speed at 44, 76, 
92, 94, 118, and 125 m, wind direction at 76, 94, 118, and 125 m, a sonic at 122 m, 
and various radiation and other sensors. A number of turbines are generally under 
tests, some of which can be directly controlled for this project. There is about a 250 m 
fetch between the turbines and fjord. 


2.2 Høvsøre  This site (Fig. 2) is on Denmark’s west coast at 56°26'47.05" 
N   8°09'11.10" E. Shown are 5 turbine stands accompanied by 130 m masts 
instrumented similarly to the Roskilde mast. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 2. The test site at Høvsøre 
  







At Høvsøre the wind conditions allow an almost uninterrupted wind speed coming from 
the North Sea, reaching the wind turbines at a very high speed. The flat terrain west 
of the test centre means that the wind conditions at the turbines are very well defined. 
A measuring mast is standing west of each wind turbine and a meteorology mast is 
situated south of the test stands. Furthermore, two 165 meters high light masts have 
been constructed to the east of the test stands row and they mark the maximum height 
of the whole area. Wind speeds, wind direction, temperatures, and atmospheric 
pressure are being measured on all masts, and a few of the masts provide 
measurements at different heights. An average wind speed of 9.3 m/s has been 
measured at the height of 80 meters. All data is continuously gathered.  


2.3 Østerild - National Test Centre for Large Wind Turbines 
Test Centre Østerild (Fig. 3) was established with 7 test stands during 2012 and allows 
for erection of wind turbines of up to 250 meters and accompanying mast 
measurements. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 3. The test site at Østerild 


3.  Microphone array for sound propagation 
An array of 48 low-noise radio-microphones are being designed for the measurement 
project. These are ½ inch omni-directional designs based on a very low self-noise and 
flat frequency response electret microphone. The design has a flat response down to 
about 20 Hz, and each microphone will be calibrated against several co-located GRAS 
40HL low-noise microphones having measurement certificates. The GRAS 
microphones have a flat frequency response within ±1 dB from 12.5 Hz to 10 kHz, and 
within ±2 dB from 10 kHz to 16 kHz. The new electret microphones will be mounted 
on tripods 1.5 m above the ground. 
Over the last few years considerable research has gone into the design and 
performance of wind shields for microphones recording low frequency noise from 
turbines. For example, a recent summary is given by Novak et al. (2014). Based on 
this summary, we have decided not to use the DELTA H secondary windscreen 
described in Novak et al. (2014) and elsewhere, because this configuration does not 
actually allow the microphone to record the sound which might be heard by a human 







ear. Instead we plan to use a secondary windscreen similar to a commercial British 
design having a foam cylindrical structure is approximately 10 mm thick and 300 mm 
tall within which the microphone is centrally located. 
All microphones in the measurement array will be GPS time-synchronised and will 
transfer data to a central computer via wireless links. 


4.  Large Aperture Acoustic Camera (LAAC) 
A single microphone can measure the amplitude and spectrum of sound emitted by a 
wind turbine. However, by itself it has limited ability to determine from where on the 
turbine the sound is emitted. However, if the signal received from multiple 
microphones are processed, sound maps may be generated showing the location of 
sound sources (Oerlemans 2009; Simley 2010; Ramachandran et al. 2014; 
Oerlemans et al. 2007). These maps are often overlaid over a video camera image to 
form an “acoustic camera” image.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


 
 


Figure 4: The coordinate system used to define the positions of the microphone 
array and imaging scanning surface relative to the wind turbine. 


The sound emitted by the wind turbine is measured by microphones in an array which 
is set up some distance away (Fig. 4). A scanning surface is defined which passes 
through the wind turbine blades. Acoustic maps are then generated using 
beamforming or similar algorithms to estimate the sound source intensity at each grid 
point on the scanning surface. Ideally a point source would give a spike in the acoustic 
map corresponding to the sound source location. However, instead of a spike, 
beamforming produces an acoustic map which is generally composed of a main lobe 
and sidelobes. Figure 5 shows an example microphone array geometry and the 
resulting far-field beamforming beam pattern that would result from a 100 Hz point 
source located directly in front of the array. In order to provide the best image of the 
sound emitted by an object, the width of the main beam at 3 dB down from the peak, 
called the beamwidth, should be as small as possible while having as much intensity 
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separation (dynamic range) between the peak of the main beam and the peak of the 
largest sidelobe.  
 


 
 


Figure 5: Microphone positions for an Underbrink multi-arm spiral array (left plot), 
and the far-field beam pattern for a 200 Hz point source (right plot). 


 
The beam pattern that is achieved is dependent on the number and geometry of the 
microphones in the array and frequency and location of the sound source. In order to 
separate two sources separated by a distance r, the diameter D of the array should be 
 


r
dD λ


≥
22.1


     (1) 


 
where λ is the wavelength, and d is the distance of the sound source (Ramachandran 
et al. 2014). This means that the lowers the sound source frequency one wants to 
image, the larger the array needs to be. For example, Oerlemans et al. (2007) used a 
148 element, 15 m by 18 m microphone array which provided images of sound sources 
down to about 630 Hz. In contrast, Ramachandran et al. (2014) used a 24 element 
compact array with an area of 1.5 m2. With the use of deconvolution algorithms such 
as CLEAN-SC (Sijtsma 2007), TIDY (Dougherty & Podboy 2009), and DAMAS 
(Dougherty 2005), images were presented down to 1087 Hz which was well below that 
achievable using conventional beamforming.  
The shape of the main lobe is dependent on the distribution of microphones in the 
array and the location of the sound sources. For a 2D array which has a circular 
distribution of microphones about the centre of the array, as in the case of the array 
shown in Figure 2, a symmetric main lobe may be obtained for a sound source located 
immediately in front of the array. However, as the sound source is moved away from 
the front of the array, the main lobe becomes distorted resulting in a reduced spatial 
resolution. In order to ensure that a symmetric beam pattern, and hence maximum 
spatial resolution, is achieved, elliptical shaped arrays are used for larger arrays 
(Oerlemans et al. 2007). Oerlemans et al. orientated the major axis towards the tip of 
the downwards passing blade, where the major sound sources are located. Buck et 
al. (2013), converted a circular Underbrink multi-arm spiral array to an elliptical shape 







by multiplying the y-axis of the array by a constant. This appears to be also the method 
used by Oerlemans et al. (2007). 
 
4.1 Array Hardware 
We are designing a Large Aperture Acoustic Camera (LAAC) composed of a 48-
element microphone array and one or more cameras. The custom built wireless 
microphones described in Section 3 are intended to also be used for the array. This 
will provide flexibility in the array design in terms of the size and layout of the array. 
Each microphone unit will be autonomous and communicates to a central acquisition 
system, but all microphones will be GPS-timing synchronized. Centrally controlled 
nacelle-mounted calibration sound sources will be used.  
 
4.2 Array Shape Design 
The design frequency range is 100 Hz to 5 kHz Oerlemans (2011). Ideally, in order to 
image sound sources with frequency content as low as 100 Hz, an array diameter of 
the order of 60 meters would be required. The number of microphones in our design 
is 48, presenting a limitation of the frequency range that would be expected to be 
achieved for a single array design. Therefore, at least two arrays designs will be used, 
a physically larger array for low frequencies and a smaller one for higher frequencies.  
Our array is an Underbrink multi-arm spiral array (see Figure 5) which has 
microphones distributed along spirals arms which are evenly spaced around a circle 
(Underbrink, 2002). In order to achieve good spatial resolution at low frequencies while 
suppressing sidelobes at higher frequencies, the array was divided into an inner and 
outer array part, with the inner section of the array having closer spacing of the 
microphones.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 6: The projection of the microphone array coordinates shown in 4 onto the 
ground surface.  


 
An Underbrink spiral array is circular in shape. However, for imaging a wind turbine 
using an array whose plane is horizontal, the array shape needs to be designed so 
that it has a circular projection onto a plane perpendicular to the turbine-array line. 
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Simply stretching one axis to form an elliptical array, as done by Oerlemans et al. 
(2007) and by Buck et al. (2013) does not allow for the wide angle subtended by the 
turbine at the array i.e. this does not preserve the circular array pattern when observed 
from a point on the rotor plane. Therefore we have a used a near-field array projection 
to achieve a more symmetric beam pattern.  
 


 
Figure 7: Microphone coordinates (after projection) of two microphone arrays. The 


larger of the two arrays is designed for low frequency imaging. 


 
This conversion of the array coordinates was performed in the following manner. First 
a rigid body translation was used to position the circular array microphone coordinates  
xj such that the centre of the array was a distance d from the turbine and it was 
orientated such that a normal to the centre of the array passed through x0. This was 
done using 
 


TRxx += jm      (2) 
 


where T = [0; d; 0] and R is a rotation matrix. The matrix R may be calculated from the 
rotation vector α = [α1; 0; α3], where α1 = π/2-tan-1(x3/d) and α3 = tan-1(x1/d). The 
resulting rigid body rotation and translation can be seen by the blue dots in Figure 6. 
These points are then projected down from the point x0 to the ground using 
 


( )00 xxxx −+= mp a     (3) 
 
where a is a scalar. The projected microphone coordinates are shown as black dots 
in Figure 7. The resulting beam pattern is roughly elliptical but is distorted such that 
the microphones have a closer spacing on the side of the array towards the wind 
turbine. 







  
Figure 8: Normalised array point spread function for a 400 Hz point source at the hub 
height of 80 meters with the centre of the microphone array offset horizontally from 


the turbine by 100 m. 


The microphone coordinates may then be used to simulate frequency domain 
beamforming maps (see Figure 8). This is repeated for a range of frequencies and the 
-3 dB beamwidth and maximum sidelobe level (MSL) are then calculated (see Figure 
9). In an iterative process, this procedure is repeated for different array parameters 
until an optimal array design is obtained.  
     


 
Figure 9: Plots of array beamwidth and maximum sidelobe level as a function of 


frequency for initials design of two low noise arrays. 


  







4.1 Calibration 
An acoustic camera is composed of an array of microphones and a video camera. In 
order to obtain accurate results, both the microphone array and the video camera need 
to be calibrated. Sound pressure level calibration of the microphones will be performed 
using ultra-low noise GRAS 40HL microphones which have calibration certificates 
down to 12.5 Hz. The microphones will be placed in their positions in the array using 
GPS and direct manual measurements. However, the resulting coordinates of the 
microphones will have some uncertainties and there may be phase variations between 
different channels. This can cause errors in the resulting acoustic maps meaning that 
microphone position calibration is likely to be needed. In addition, a video camera (or 
multiple cameras) will needed to be calibrated so that the acoustic maps can be 
accurately overlaid over the camera images. The combined calibration of the 
microphones and camera will be performed using sound sources at coordinates known 
in the camera’s reference frame. See Legg & Bradley, 2013 for more details.  
Another factor that is likely to cause errors in the acoustic maps is atmospheric effects. 
Beamforming theory assumes that the sound propagates in straight lines. However, 
distortion of the acoustic wave fronts due effects such as wind shear can be cause 
errors in the acoustic map including the location of sound sources. This effect can 
occur with small arrays (Bradley & Strehz 2014; Strehz 2015), but is likely to have an 
increased effect as the array size increases. In order to measure this effect and correct 
for it, calibration sound sources will be used to measure the time of flight from a 
number of directions at regular intervals during microphone array measurements. This 
will include a nacelle-mounted sound source. 
 
4.2 Signal Processing 
The signal processing will be performed using software developed at the University of 
Auckland. The signals measured by the array microphones will be processed to form 
cross spectral matrices in appropriate octave frequency bands. A scanning surface 
will be defined which lies in the turbine rotor plane. The scan points and the calibrated 
microphone coordinates will be used to generate frequency domain beamforming 
maps from the cross spectral matrices. Diagonal removal may be used to reduce the 
effect of noise such as wind noise (Dougherty 2002). Deconvolution of the 
beamforming maps will be performed using CLEAN-SC (Sijtsma 2007) or similar 
algorithms to improve the resolution and remove the effects of sidelobes. The 
measured time of flight from the calibration sources will be analysed and may be used 
to correct the acoustic maps for atmospheric effects. These resulting acoustic maps 
will be overlaid as transparencies over camera images. The acoustic maps will be 
analysed in conjunction with comprehensive meteorological measurements from mast 
instruments and from short range and scanning lidars. 


5. Conclusions 
A new comprehensive study of turbine noise is being initiated by DTU. The strengths 
of this program lie in DTU’s ability to source in-house expertise and resources in 
source mapping, wind turbine aerodynamics, blade noise generation modelling and 
measurements, and noise propagation modelling, augmented by a growing 
measurement capability in outdoor noise measurements. The outdoor noise 
measurement part of the overall project, outlined in this paper, will be strongly 
supported by an existing leadership by DTU in atmospheric boundary layer 
measurements relevant to wind energy. In particular, DTU has excellent turbine test 
facilities with tall masts equipped with high quality instrumentation, and an ability to 







supplement these meteorological measurements with high speed and high spatial 
accuracy lidar wind and turbulence measurements. 
A new configurable array of radio microphones is being designed, so that any 
microphone can readily be placed at any location without complicated and expensive 
lengthy cabling. Use of GPS timing will allow for precision synchronization of the entire 
microphone set, including the ability to phase the array into a large aperture acoustic 
camera. 
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Summary 


In order to be approved under the Microgeneration Certification Scheme (MCS), it is 
required to carry out acoustic noise measurements on small wind turbines amongst 
other things. An MCS certificate is an eligibility requirement to qualify for the UK 
Government’s FIT1 scheme for renewable energy generation. Until recently, such 
measurements were carried out in accordance with a standard published by the 
BWEA (British Wind Energy Association – now RenewableUK). RenewableUK has 
revoked this standard, and now in both, RenewableUK and MCS documentation, 
BS EN 61400-11:2013 (equivalent to the international standard IEC 61400-11:2012 
Edition 3.0) is referenced as measurement standard for such acoustic noise testing. 
The main document of the standard is written for ‘large’ wind turbines, turbines of a 
size commonly used today, i.e. from several hundred kW to multiple MW rated 
power. Due to their different behaviour and possibly reduced wind turbine data 
availability, Annex F of this standard provides instructions on how to deal with the 
specifics of small wind turbines, i.e. turbines with a rated power below 100 kW. This 
presentation looks at the differences between the BWEA standard and 
BS EN 61400-11:2013, Annex F when measuring and assessing small wind turbines. 


 


1. Introduction 


The withdrawn standard P-IEC 61400-11 ed 2.0/2.12 Wind Turbine generator 
systems - Part 11: Acoustic noise measurement techniques was the relevant 
international standard for acoustic noise measurements for 10 years from 2002 to 
2012 when it was replaced by the technically revised Edition 3.0 (Ed.3), which also 
introduced new principles for data reduction, and, relevant for this paper, included a 
normative annex, Annex F Small Wind Turbines. Ed.3 has been implemented into a 
national standard in the UK as BS EN 61400-11:2013. The superseded Edition 2/2.1 
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renewable and low-carbon electricity generation technologies. (source: www.ofgem.gov.uk) 
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 Ed. 2.1 is the consolidated version of Ed.2 (2002) and the amendment 1 published in 2006 







did not describe any deviation to take into account the specific acoustic behaviour or 
the lower cost solutions of small wind turbines (turbine data output may not be 
available etc). Instead, this had been dealt with by national standards, e.g. the British 
Wind Energy Association's (BWEA) Small Wind Turbine Performance and Safety 
Standard (2008) in the UK or the American Wind Energy Association's standard of 
the same title issued in 2009.  


Since many acoustic measurements for small wind turbines sold on the UK market 
were carried out as part of the MCS3 certificate for approved sustainable energy 
technologies, they were carried out in accordance to the BWEA standard. The 
certificates issued before January 2014, when the new version of MCS 006 came 
into effect, are valid until January 2019. Certification after January 2014 may either 
use the old standard until January 2017 or IEC 61400-11 Ed.3. From January 2017 
onwards, it is mandatory to use IEC 61400-11 Ed.3 for acoustic noise measurements 
(see MCS 006 Revision 2.1 and RenewableUK Small Wind Turbine Standard 
(2014)). Therefore, for a period of five years, measurement reports in accordance 
with the BWEA small wind turbine standard and IEC 61400-11 Ed.3 will be available 
for small wind turbines at the same time. This paper will look into the differences of 
the two analysis methods and whether results are directly comparable. 


 


2. Acoustic Measurements and Assessment of Small Wind Turbines 


2.1 Measurement Set-up for Horizontal Axis Wind Turbines 


The following table gives an overview of the differences and similarities of the 
measurement set-up of the BWEA measurement standard and IEC 61400-11 Ed.3 
Annex F. Vertical Axis Wind Turbines are not considered here. 


Table 1: Differences and Similarities of the Measurement Set-up in accordance with BWEA 
standard and IEC 61400-11 Ed.3 Annex F 


 
BWEA standard 


(generally follows BS EN 61400-
11 (2003)/IEC 61400-11 Ed.2 


with the exceptions listed below) 


IEC 61400-11 Ed.3 Annex F 
(generally follows IEC 61400-11 
(Ed.3) general method with the 


exceptions listed below) 


Turbine Size rotor swept area up to 200 m2 rated power up to 100 kW 


Wind speed 
determination 


measured, not derived from 
power curve 


measured directly, not derived 
from power curve 


Wind speed 
reference height 


hub height (if measured at 
height other than hub height, 
use power law to correct - no 
correction for temperature and 
air pressure) 


rotor centre (if measured at a 
height other than rotor centre 
height, first normalise to 
standard meteorological 
conditions and then use power 
law to adjust to rotor centre 
height) 


Wind speed 
measurement height 


minimum of 5 m agl minimum of 10 m agl, preferably 
at rotor centre height but not 
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BWEA standard 


(generally follows BS EN 61400-
11 (2003)/IEC 61400-11 Ed.2 


with the exceptions listed below) 


IEC 61400-11 Ed.3 Annex F 
(generally follows IEC 61400-11 
(Ed.3) general method with the 


exceptions listed below) 


more than 25 m difference 
between rotor centre and 
anemometer height 


Met mast position 
2 - 4 * D directly upwind of 
turbine rotor 


2 - 4 * D directly upwind of 
turbine rotor 


Allowed wind 
measurement sector 


anemometer within ± 90 from 
directly upwind, resulting in a 


180 arc 


anemometer within ± 90 from 
directly upwind, resulting in a 


180 arc 


Ground Board diameter 1 m 
diameter at least 1 m, material 
and dimensions specified 
(information in general method) 


Microphone 
measurement 
distance 


R0 = rotor tip height (H + D/2) R0 = rotor tip height (H + D/2) 


Allowed acoustic 
measurement sector 


± 60 of directly downwind 


position, resulting in a 120 arc 


± 45 of directly downwind 


position, resulting in a 90 arc 


Averaging period 
at least T = 4 * D in [s] 


minimum T = 10 s 
T = 10 s  


What is measured 
broad band sound pressure 
levels (A-weighted) 


sound pressure levels in 1/3 
octave bands (A-weighted) and 
broad band sound pressure 
level (A-weighted) 


with D: rotor diameter in m 


 H: hub height in m 
 agl: above ground level 


2.2 Assessment 


Table 2 below summarises the differences and similarities of the data processing in 
accordance with both considered measurement standards. 


  







Table 2: Differences and Similarities of the Assessment in accordance with BWEA standard 
and IEC 61400-11 Ed.3 Annex F 


 
BWEA standard 


(generally follows BS EN 61400-
11 (2003)/IEC 61400-11 Ed.2 


with the exceptions listed below) 


IEC 61400-11 Ed.3 Annex F 
(generally follows IEC 61400-11 
(Ed.3) general method with the 


exceptions listed below) 


Minimum amount of 
data 


100 valid noise and wind speed 
data pairs 


not specified in Annex F; 


general method requires at least 
180 data points for both, total 
and background noise, of which 
at least 10 measurements shall 
be made in each half integer 
wind speed bin4 


Required wind 
speed range 


cut-in to 11 m/s (minimum), up 
to cut-out if possible, in 
particular for turbines with speed 
control mechanism 


cut-in to 11 m/s (minimum), up 
to cut-out if possible, in 
particular for turbines with speed 
control mechanism 


Reference wind 
speed (at rotor 
centre height) 


8 m/s 


not a single reference wind 
speed specified but a range of 
wind speeds: cut-in wind speed 
to 11 m/s at rotor centre height 
as minimum 


Data consolidation 


plot of noise versus wind speed, 
linear regression through data 


where there is a noise 
characteristic with several 
distinguished linear parts, two or 
more linear regressions shall be 
fitted; only the one that includes 
the 8 m/s reference wind speed 
is used for calculating the 
Apparent Emission Sound 
Power Level LW,8m/s 


data sorted into 1 m/s integer-
centred bins; sound pressure 
levels and wind speed levels are 
averaged in each bin. if the wind 
speed average is other than the 
integer level, both, sound 
pressure level corresponding to 
integer wind speed is 
interpolated 


Background noise 
correction 


linear regression through 
background noise, correct 8 m/s 
reference value 


data sorted into 1 m/s integer-
centred bins and averaged (see 
above);  


background noise correction in 
each 1/3 octave band 


Calculation of 
sound power level 


spherical propagation from rotor 
centre to measurement board 
and 6 dB correction for ground 
board 


spherical propagation from rotor 
centre to measurement board 
and 6 dB correction for ground 
board 


Wind Speed 
Dependence SdB 


Slope of the linear regression of 
noise vs wind speed 


n/a – individual values 
calculated per wind speed bin 


                                            
4
 in Annex F data is sorted in integer wind speed bins 







 
BWEA standard 


(generally follows BS EN 61400-
11 (2003)/IEC 61400-11 Ed.2 


with the exceptions listed below) 


IEC 61400-11 Ed.3 Annex F 
(generally follows IEC 61400-11 
(Ed.3) general method with the 


exceptions listed below) 


Sound Power Level 
Apparent Emission Sound 
Power Level at hub height wind 
speed of 8 m/s LW,8m/s 


Apparent Sound Power Level 
calculated for each wind speed 
bin as energy sum of the 
average sound power levels in 
each 1/3 octave band (refe-
renced to rotor centre height 
and a second table with 
reference height 10 m agl) 


Uncertainty of 
Measurement 


Standard deviation σ, including 


uncertainty for linear regression 


combination of type A5 and B6 
uncertainties; calculation of 
covariance7 between sound and 
wind speed averages  


Declared Sound 
Power Level 


LWd,8m/s = LW,8m/s * 1.645 * σ 


not specified in Part 11/Annex F; 


described in IEC/TS 61400-
14:2005 


Tonality 
Assessment 


1/3 octave band analysis to ISO 
1996-2:2007 is acceptable 


analysis to BS EN 61400-11 can 
be used 


narrow band analysis as 
specified in general method; 
tonal audibility based on a 
minimum of twelve 10 s A-
weighted spectra, as close as 
possible to integer wind speed; 
overall tonality determined as 
average of the twelve individual 
tonality levels 


Tonal Penalty 
Yes or No: 


5 dB or 0 dB 


not specified, but tonal audibility 
greater than -3 dB reported 


 


2.3 Result Presentation 


The BWEA standard required further information above and beyond the requirements 
if IEC 61400-11 (Ed.2 or 3) which are: 


• Declared Apparent Sound Power Level (sound power level + 
1.645*measurement uncertainty + tonal penalty P if applicable) 


• Noise Slope 


                                            
5
 standard error of the estimated noise spectra 


6
 determined by judgement;  
examples for sound level determination: calibration of acoustic instruments; tolerances on the chain 
of acoustic measurement instruments; uncertainty on the acoustic conditions for microphone board, 
on wind screen insertion loss, on distance from microphone to hub and direction, on acoustic 
impedance of air; on changing weather conditions 
examples for wind speed determination: uncertainty for measured wind speed (uncertainty on 
anemometer calibration, site effects, power reading); uncertainty on derived wind speed from power 
curve uncertainty 


7
 measure how much two random variables change together 







• Prediction of the sound pressure level at a slant distance of 60 m and 25 m 
(rotor centre to observer). It should be noted that for the sound propagation 
the following assumptions were made: 


 hemispherical propagation (spherical spreading used for wind turbine 
noise when predicting with ISO 9613-2) 


 no ground effect considered 


 no air absorption considered 


 use of overall A-weighted declared sound power level (no frequency 
dependent attenuation terms calculated) 


• Immission Noise Map displaying three areas with the colour scheme red for 
predicted sound pressure levels above 45 dB(), yellow for sound pressure 
levels between 40 and 45 dB(A) and green for sound pressure levels below 
40 dB(A). 


Figure 1 shows an example of a presentation of the acoustic data from a small wind 
turbine, as specified in the BWEA standard (source www.kingspanwind.com), 
showing the aforementioned immission noise map. 


 


Figure 1: Presentation of Acoustic Data of a Small Wind Turbine by a Manufacturer 
(www.kingspan.com) 


The Immission Noise Map is not provided online by all manufacturers but some 
manufacturers state the sound power level or as a minimum information, the distance 
at which the predicted sound pressure level equals 40 and 45 dB(A) which is shown 
in Figure 2. 







 


Figure 2: Presentation of Acoustic Data of a Small Wind Turbine by a different 
Manufacturer (www.ampair.com) 


The information required by Annex F are the same as in the general method with the 
exception of measured power, rotor rpm, pitch angle and yaw direction as they may 
not be available for small wind turbines. 


Furthermore Annex F requires an immission noise map, as shown in Figure 3, which 
is directly taken from Annex F. 


 


Figure 3: Example of an immission noise map taken from BS EN 61400-11:2013 
(Figure F.2) 


The differences to the BWEA standard immission noise map are: 


• Showing sound pressure levels in 5 dB steps rather than just three different 
areas 


• Sound pressure level calculated using spherical spreading instead of 
hemispherical spreading in the BWEA standard 


• Use of apparent sound power level without included uncertainties (that is an 
assumption as it is not specified) rather than the Declared Apparent Sound 
Power Level as defined by the BWEA standard 


• No tonal penalty added to the sound power level as tonal penalties are country 
specific and therefore cannot be included in an international standard; if a 
tonal penalty is required, this needs to be stated separately 







• Not specified whether the calculation of the sound pressure levels for given 
distance and wind speed are based on broad band sound power levels or on 
the (1/3) octave band levels nor whether atmospheric attenuation or ground 
absorption should be considered 


 


3.0 Differences in Results between BWEA standard and 
IEC 61400-11 Ed.3 


The assessment of an acoustic noise data measurement carried out in accordance 
with the withdrawn BWEA standard and tonal analysis using 1/3 octave band data 
will be compared with an assessment in accordance to IEC 61400-11 Ed.3 including 
a narrow band analysis to determine tonality. The results will be presented at the 
Wind Turbine Noise Conference 2015 in Glasgow. 


 


4.0 Conclusions 


Due to a transitional period of five years, where acoustical data of small wind turbines 
will be available in the UK based on two different measurement standards, this paper 
looked into the differences between the standards in question, the BWEA Small Wind 
Turbine Standard and IEC 61400-11 Ed.3/BS EN 61400-11:2013 Annex F. 


The differences in measurement set-up, analysis and data presentation were 
described in chapter 2 above. The differences suggest that the results of 
assessments carried out in accordance to one standard cannot be directly compared 
to the other. In particular the immission noise maps are based on different sound 
power levels and using different propagation assumptions, and therefore cannot be 
used to compare the results of two different wind turbine models on a like for like 
basis if different standards have been used.  


An assessment of the acoustic noise measurement of a small wind turbine will be 
carried out in accordance with each of the standards and the results presented at the 
WTN 2015 conference in Glasgow. 
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Summary 


According to the IEC 61400-11 standard, the acoustic noise made by a wind turbine is 
calculated by subtracting the background noise from the sound pressure level 
measured in the field of the wind turbine at normal operation. The background noise 
measurements require stopping the wind turbine. In calculations it is assumed that the 
same level of background noise is present when the wind turbine is both in the on and 
off cycles. This paper discusses a new method for determining the wind turbine noise 
which does not require stopping the wind turbine for measuring the background noise, a 
costly and time consuming endeavor. The new method involves simultaneously 
measuring the sound pressure levels at two locations in the field of the wind turbine at 
normal operation. This data allows us to determine the noise produced by the wind 
turbine alone by using the constant divergence of sound pressure and assuming the 
same background noise level at the two locations chosen. The new method has two 
main advantages. Firstly, it seems to provide more accurate data due to the 
simultaneous measurement of sound pressure level at the two close locations. Also, 
eliminating the necessity to stop the wind turbine for the background noise 
measurements is an important logistical and ultimately financial advantage. The paper 
presents the theoretical approach for the new method and results from preliminary 
calculations and simulations. 


1. Introduction 


The international standard IEC 61400-111 gives guidance for determining the acoustic 
noise made by wind turbines (WT). With the recommended test setup, the operator 
should measure the noise Ls+n at the normal operation of the WT and the background 
noise Ln when the WT is stopped. Based on the acoustic power summation law, the 
noise Ls produced by the WT alone is determined with the equation: 


𝐿𝑠 = 10log(100.1𝐿𝑠+𝑛 − 100.1𝐿𝑛)   [dB]


 


(1) 


A basic test setup for such measurements on a horizontal axis WT is shown in Figure 1. 
The following standard requirements will be referred to in this paper: 


- The horizontal distance R0 from the WT tower vertical centerline to the microphone 
position shall be measured with an accuracy of ±2%. 



mailto:v.buzduga@scantekinc.com

mailto:alex.buzduga@gmail.com





V. Buzduga & A. Buzduga: Determining the Wind Turbine noise with a CDP Method 


Page 2 of 9 
 


- The inclination angle  of the slant line R1 to the horizontal ground plane shall be 
between 25o and 40o. 


- The acoustic measurements should be made with sound level meters of class 1 
having microphones of diameter no greater than ½ inch. The 1/3 OB filters from 20 
Hz to 10 kHz shall meet the requirements of IEC 61260 for class 1 filters. 


- During the measurements, the periods with intruding background noise, as from 
aircraft, shall be omitted. 


- The background noise shall be measured with the WT stopped immediately before 
or after each measurement series of WT noise. 


- At least 180 measurements shall be made for both background and total noise. 
- According to the data reduction procedures, the results shall not be reported if the 


difference between the total noise and background noise is less than 3 dB. If this 
difference is between 3 dB and 6 dB, the results shall be marked with an asterisk. 


 
 
 
 
 
 
 
 
 
 
 
 


Figure 1: Test setup for acoustic measurements on WTs according to IEC 61400-11 


2. Determining the noise from WTs by using the constant divergence 
of sound pressure 


The principle of using the constant divergence of the sound pressure (CDP) for 
determining the acoustic noise from WTs was firstly shown at Inter-Noise 20132. In the 
current paper we develop the theoretical approach for the CDP measurements on WTs 
and point out the advantages of the CDP method over the technique indicated in 
IEC61400-11. A test setup for the CDP measurement on a WT is shown in Figure 2. It is 
convenient to place the two measuring microphones on the same ground line also 
containing the WT tower, in the distance range recommended in IEC 61400-11. The 
distance from microphones to the WT hub, d1 and d2, will be used in calculations. 


2.1 The divergence of the sound pressure produced by a WT 
The sound pressure level (SPL) Ls produced by the WT at two locations as shown in 
Figure 2 can be expressed with the equation indicated for directive sources3 (index 1, 2 
holds for the location of Mic1, respectively Mic2): 


𝐿𝑠1 = 𝐿𝑤 + 𝐷𝐼𝜃1 − 20 log 𝑑1 − 𝐴𝑒1 − 11   [dB], (2) 


𝐿𝑠2 = 𝐿𝑤 + 𝐷𝐼𝜃2 − 20 log 𝑑2 − 𝐴𝑒2 − 11   [dB],


 


(3) 


where: 


Measuring 


microphone 


 


 


 


H 


D 


R
1
 


 


R0 = H + D/2 
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 𝐿𝑤 = The sound power level of the source (WT hub center point), dB re 10-12 watt; 
 𝐷𝐼𝜃1, 𝐷𝐼𝜃2 = Directivity index of the WT in the direction of the microphones, dB; 
 𝑑1, 𝑑2 = Distance from the WT hub center point to Mic1, Mic2, in meters; 


 𝐴𝑒1, 𝐴𝑒2 = Excess attenuation due to environmental conditions (air absorption), dB. 
The difference of the previous two equations produces: 


𝐿𝑠2 − 𝐿𝑠1 = 𝐷𝐼𝜃2 − 𝐷𝐼𝜃1 − (𝐴𝑒2 − 𝐴𝑒1) + 20 log
𝑑1


𝑑2
   [dB]


 


(4) 


Equation (4) shows that the divergence of the SPL produced by WT at the two locations 
is constant: it does not depend on the acoustic power of the source. 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 2: Test setup for acoustic measurements on WT by using the CDP method 


The measurements reported in literature show that the WTs behave like circular plane 
sources4. Even if a WT has some directivity in the acoustic emission pattern, the angle 
between the slant lines d1 and d2 can be made smaller than 10o in real test setups and 


we can consider in a first approach 𝐷𝐼𝜃1 ≅ 𝐷𝐼𝜃2. Also, the difference (𝑑1 − 𝑑2) is 


generally less than 30 m for such CDP measurements and we can consider 𝐴𝑒1 ≅ 𝐴𝑒2. 
In these conditions, equation (4) reduces to: 


𝐿𝑠2 − 𝐿𝑠1 = 20 log 𝑘   [dB],


 


(5) 


where 𝑘 =
𝑑1


𝑑2
> 1. 


However, equation (5) can include terms to count for the WT noise directivity pattern 
and/or for the air absorption, at least for some measuring frequencies.  


2.2 Determining the noise produced by the WT alone by using the CDP 
According to the acoustic power summation law, the SPL from a WT, Ls, combines with 
the background noise Ln at each measuring position as shown below (index 1, 2 holds 
for the SPL at the location of Mic1, respectively Mic2):   


100.1𝐿𝑠,1 + 100.1𝐿𝑛,1 = 100.1𝐿𝑠+𝑛,1


 


(6) 


100.1𝐿𝑠,2 + 100.1𝐿𝑛,2 = 100.1𝐿𝑠+𝑛,2  (7) 


It is reasonable to consider the same background noise at two close locations during 
simultaneous measurements, 𝐿𝑛,1 = 𝐿𝑛,2. In these conditions, by using the CDP rule 


expressed in (5), the difference of (6) and (7) produces: 


Mic2 Mic1 


d
1
 


d
2
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𝐿𝑠1 = 10log(100.1𝐿𝑠+𝑛,2 − 100.1𝐿𝑠+𝑛,1) − 10log(𝑘2 − 1)   [dB] (8) 


Equation (8) shows that the SPL produced by the WT alone can be calculated from the 
SPL values recorded simultaneously with two microphones which are adequately 
placed in the field of the WT at normal operation. With this technique, stopping the WT 
for background noise measurements is not needed. 


3. Example of practical test setup for CDP measurements on WTs 


Figure 3 shows the proportions of a possible test setup for measuring the acoustical 
noise produced by WTs with the CDP method. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 3: Example of test setup for CDP measurements on WTs 


For a WT with the hub center at height h, the measuring microphones can be placed on 
the same ground line which includes the WT tower base, at 1.25h and respectively 1.5h 
from the WT vertical line (the distance between Mic1 and Mic2 is 0.25h). With these 
dimensions, the slant lines linked to Mic1 and Mic2 form angles of 33.7o and 38.7o with 
the ground plane, within the range of 25o … 40o recommended in IEC 61400-11. 


The distances from Mic1, Mic2 to the WT hub center are 𝑑1 = √ℎ2 + (1.5ℎ)2 = 1.803ℎ 


and 𝑑2 = √ℎ2 + (1.25ℎ)2 = 1.601ℎ, which produce the ratio 𝑘 = 𝑑1/𝑑2 = 1.126. 


Equation (5) shows that the SPL produced by WT decreases between the locations of 


Mic2 and Mic1 with the amount 𝐿𝑠2 − 𝐿𝑠1 = 20𝑙𝑜𝑔1.126 = 1.03 dB. For this particular test 


setup (that is 𝑘 = 𝑑1/𝑑2 = 1.126), the SPL produced by the WT alone at the location of 
Mic1 can be calculated with the following equation which is derived from (8): 


𝐿𝑠1 = 10log(100.1𝐿𝑠+𝑛,2 − 100.1𝐿𝑠+𝑛,1) + 5.71   [dB] (9) 


3.1 The effect of the rotation of WT blades on the CDP calculations 
The blades of WTs move around the axis and, as an example, for a horizontal axis WT 
having the blades length 30% of the hub height, the noise source moves up to the 
height of 1.3h and down to 0.7h. Simple calculations show that in this situation the ratio 


𝑘 = 𝑑1/𝑑2 varies from 𝑘min = 1.101 (for the blade in the upper position) to 𝑘max = 1.155 


(for the lower position). Accordingly, the term −10 log(𝑘2 − 1) in equation (8) changes 
from 4.75 dB (for lower blade) to 6.75 dB (for upper blade). These results justify 


d1 
d2 


0.25h 


38.7
o
 33.7


o
 


WT 


Mic1 


Mic2 


h 


1.25h 
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modeling the WT as a point source located at the WT hub center and therefore using in 
calculations equation (9) which was derived for this position of the source. Then, an 
eventual effect of the rotating blades can be considered within the uncertainty of the 
results obtained with (9). 


4. The place for the potential noise sources which would produce the 
same effect in the CDP test arrangement as the WT under test 


The acoustic noise measurements on WTs described in IEC 61400-11 aim to determine 
the noise made by the WT alone at a given location, assuming that the WT is the 
dominant noise source at that location (at least 3 dB over the ambient). However, other 
sources in the ambient may become temporarily dominant at the measurement location 
and their noise can be erroneously attributed to the WT under test. 
The standard measurements with a single microphone cannot make any distinction for 
the position of the source which produces a SPL value at the measuring location. The 
data filtering technique in IEC 61400-11 relies on the expertise of the operator who is 
asked to avoid the periods with intruding background noise, as from aircraft, during the 
tests. This adds a potential for human error which would adversely affect the results of 
the measurements. 
Unlike the IEC 61400-11 procedure, the method described in this paper produces data 
which is linked to the position of the WT through equation (5). The SPL measured by 
Mic1 and Mic2 is the superposition of the WT noise with the ambient noise as shown in 
equations (6) and (7). The acoustic power of the WT may change during measurements 
and so will the SPL at the measurement locations, but the constant divergence of the 
noise from WT as ruled in (5) provides strong benefit for filtering the data. For 
evaluating the effectiveness of the CDP method in data filtering, two aspects must be 
clarified: 1) where should another noise source be located, if possible, in order to induce 
the same effect in a given CDP test setup, and 2) how significant would be the influence 
of other noise sources on the data from the CDP measurements on a WT. 


4.1 A little math: the locus of the points where the ratio of the distances to two 
fixed points is constant 


Let 𝐌1(0,0) and 𝐌2(𝑎, 0) be two points on the horizontal axis and 𝐓(𝑥, 𝑦) an either point 


in the plane as shown in Figure 4. The distances TM1, TM2 are written 𝑑1 = √𝑥2 + 𝑦2, 


𝑑2 = √(𝑥 − 𝑎)2 + 𝑦2. The condition for constant ratio of distances 
𝑑1


𝑑2
= 𝑘 > 0 leads to: 


(𝑥 −
𝑎𝑘2


𝑘2 − 1
)


2


+ 𝑦2 =
𝑎2𝑘2


(𝑘2 − 1)2
 (10) 


This is the equation of a circle with center coordinates (
𝑎𝑘2


𝑘2−1
, 0) and radius 𝑟 =


𝑎𝑘


𝑘2−1
.   


 For 𝑘 = 1 the locus is the median line of M1M2 (because 
𝑑1


𝑑2
= 1 ↔ 𝑑1 = 𝑑2). 


 For 𝑘 > 1 the locus is a circle to the right of this median line. 


 For 0 < 𝑘 < 1 the locus is a circle located to the left of the median line of M1M2, as 
shown in Figure 4. 


For the 3-D problem, due to circular symmetry around the horizontal axis, the locus is: 


 For 𝑘 = 1, the median plane of M1M2. 
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 For 𝑘 > 1, a spherical surface to the right of the median plane of M1M2, having the 
same radius and center point as the circle represented in Figure 4. 


 For 0 < 𝑘 < 1, a spherical surface to the left of the median plane of M1M2, having 
the same radius and center point as the circle represented in Figure 4. 


 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 4: The locus of the points in the plane where the ratio of the distances to two fixed 
points, M1 and M2, is constant 


4.2 The position of a noise source which would produce the same divergence of 
SPL at the measuring locations as the WT under test 


Based on the above discussion we can conclude that any noise source which is located 
on a hemisphere which contains the WT hub center point as shown in Figure 5 will 
induce the same divergence (5) in the CDP setup as the WT under test. 
 
 


  
  
 
 
 
 
 
 
 
 
 
 


Figure 5: Cross-section through a hemispherical locus. Any noise source on this hemisphere 
will produce the same effect in the CDP setup as the WT under test  


d1 


d2 


WT 


Mic1 Mic2 


h 


T(x, y) 


M2 


d1 
d2 


k = d1/d2 = k T 


1 < k < k T k = 1 


k > k T 


M1 


O 
x 


y 


0 < k < 1 







V. Buzduga & A. Buzduga: Determining the Wind Turbine noise with a CDP Method 


Page 7 of 9 
 


The hemispherical locus for the test setup example shown in Figure 3 (𝑎 = 0.25ℎ, 
𝑘 = 1.126)  has the center coordinates (1.18ℎ, 0) and radius 𝑟 = 1.05ℎ. 
The discussion on this locus can be extended for the effect of the rotating blades as 
argued at 3.1. 


The ratio 𝑘min = 1.101 (for upper blade) defines a hemisphere with radius 𝑟 = 1.30ℎ and 


center at 1.43ℎ from Mic1. 
The ratio 𝑘max = 1.155 (for lower blade) produces a hemisphere of radius 𝑟 = 0.86ℎ and 
center at distance ≅ ℎ from Mic1. 
We can conclude that any noise source which is located within the shell defined by 
these two non-concentric hemispheres will produce at the measurement locations the 
same divergence of SPL as the WT under test. A vertical cross-section through this 
shell and containing the measurement ground line is highlighted in Figure 6. 
 
 
 
 
 
 
 
 
 
 
 
 
 


Figure 6: Cross-section through the region for position of noise sources which would produce 
the same CDP as the WT under test (the rotating blades effect included) 


4.3 The effect of other noise sources on CDP data from WT noise measurements 
For the purpose of this paper, we will name the region between the two hemispheres 
represented in Figure 6 the CDP shell for the WT under test. 
The CDP shell defines three distinct regions of interest for the measurements on a WT: 


a) The region within the CDP shell. Any noise source located in this region has 
similar effect on the CDP data as the WT under test. If such disturbing source is 
dominant for a long enough time at the measurement locations, it will produce 
CDP data which can be erroneously attributed to the WT under test. However, 
this shell represents a small part of the space above ground where potential 
disturbing sources might exist and this shell can be visually controlled. 


b) The region above the CDP shell. For any point in this region, the ratio 𝑘 = 𝑑1/𝑑2 
is smaller than 𝑘min = 1.101 calculated at 3.1. A noise source from this region will 
produce in the test setup of Figure 3 a SPL divergence (5) lower than 0.84 dB 
and such data can be filtered as shown further on. 


c) The region below the CDP shell. For any point in this region, the ratio 𝑘 = 𝑑1/𝑑2 


is greater than 𝑘max = 1.155 calculated at 3.1. A noise source from this region will 
produce in the test setup of Figure 3 a SPL divergence (5) bigger than 1.25 dB 
and such data can be filtered as shown below. 


r = 1.30h 


Mic1 Mic2 


r = 1.05h 


r = 0.86h 
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5. Example of filtering the data from CDP measurements on WTs 


The CDP data from the acoustic noise measurements on a WT can be filtered with an 
excel spreadsheet which is set for the calculations shown in equation (9). Such data 
samples, for a test setup as represented in Figure 3, are shown in Table 1. 
The input value for Mic1 data (Ls+n,1) was chosen 44.0 dB, close to the value shown in 


Figure G.1 of IEC 61400-11 for the total noise at 1 kHz. The first column also lists two 
values which simulate possible aircraft (75 dB) and train (60 dB) noise levels. 
The inputs for Mic 2 data (Ls+n,2) are “possible” values which allow making comments 


and decisions on accepting/rejecting the data. The following criteria and sample 
calculations help understanding the decisions and comments in Table 1 (recall the 


divergence of the WT noise in Figure 3 is 𝐿𝑠2 − 𝐿𝑠1 = 1.03 dB, as calculated before). 
1) Due to the ambient noise, the SPL measured by Mic1 and Mic2 should surpass the 


noise from WT at those locations, that is Ls+n,1 > Ls,1 and Ls+n,2 > Ls,2. 


2) Obey the IEC61400-11 rule: data is only reported if the WT noise exceeds the 
ambient noise by at least 3 dB: Ls,1 − Ln,1 > 3 dB and Ls,2 − Ln,2 > 3 dB. 


3) If Ls+n,1 ≥ Ls+n,2 the measurement result is rejected (the SPL measured by Mic2 


should always exceed the SPL measured by Mic1 because the WT is the dominant 
noise source). 


Sample calculations: The divergence of SPL from a noise source traveling at 1000 m 


height is no greater than 20 log(1020/1000) = 0.17 dB. Similarly, the divergence of SPL 
from a noise source located at 500 m from Mic1 on the other side of WT is no greater 


than 20 log(500/470) = 0.54 dB. 
 
Table 1: Sample data treatment for CDP measurement results 


Ls+n,1 
[dB] 


Ls+n,2 
[dB] 


Ls, 1 
[dB] 


Ln, 1 
[dB] 


Ls, 1 - Ln, 1 
[dB] 


Decision and Comments on data 


44.00 46.00 47.39 #NUM! #NUM! 
Rejected data  (Ls+n,1 ≤ Ls,1, see criterion 1) 


44.00 45.04 44.04 #NUM! #NUM! 


44.00 45.03 44.00 13.23 30.77 


Accepted data  (The variation of WT noise values 
calculated from possible CDP data is less than 1 dB) 


44.00 45.00 43.85 29.24 14.61 


44.00 44.95 43.60 33.41 10.20 


44.00 44.85 43.07 36.85 6.21 


44.00 44.70 42.15 39.40 2.74 


Data not reported  (see criterion 2) 44.00 44.60 41.43 40.50 0.93 


44.00 44.10 33.39 43.60 -10.21 


44.00 44.00 #NUM! #NUM! #NUM! 
Rejected data  (Ls+n,1 ≥ Ls+n,2, see criterion 3) 


44.00 43.80 #NUM! #NUM! #NUM! 


75.00 75.20 67.45 74.16 -6.71 
Data not reported  (see criterion 2) 
Aircraft noise simulation 


60.11 60.64 56.96 57.23 -0.27 
Data not reported  (see criterion 2) 
Train noise simulation 


 
While the rejected data come out from excel spreadsheet calculations (undefined 
operations), the “not reported” data can be usually eliminated through “IF” conditions. 
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With a dual-channel analyzer having dedicated software for the CDP measurements on 
WTs, the data could be examined in real time. Thus, the measuring system could inform 
the operator during the tests about the steadiness of the measurement results, eventual 
unsuitable background conditions for the WT measurements, the number of acceptable 
measurements recorded, the average noise produced by the WT, etc. 


6. Calibration of a CDP test setup for measurements on WTs 


In addition to the IEC 61400-11 standard requirements for the calibration of the 
instruments used in acoustic noise measurements on WTs, it is useful to check the CDP 
test setup for the accuracy and steadiness of the data recorded. By using an acoustic 
source able to produce dominant noise in outdoor conditions, the operator can check 
easily the test setup given in Figure 3 at a convenient scale (the loudspeaker placed, for 
example, at 2m above the ground). Furthermore, in such scale-simulated conditions, the 
operator can check the response of the system to ad-hoc disturbing noise sources. 


7. Conclusions 


The currently used method in IEC 61400-11 for measuring WT noise requires stopping 
the WT, and makes a substantial assumption concerning the background noise at two 
potentially distant moments in time. The method proposed in this paper bypasses that 
requirement by simultaneously taking measurements at two different points on a line 
also including the WT. Calculations are shown to determine the noise produced by the 
WT using the measurements from the two appropriately placed microphones. The paper 
then goes on to analyze the effect of external noise sources based on their location and 
shows how such altered measurement results can be either automatically discarded or 
easily filtered out by the operator. The CDP measurements on various WTs in real 
conditions will allow optimizing the distance between the measurement locations and 
improving the details for this approach. 
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Summary 


The presence of amplitude modulated (AM) aerodynamic noise has been 
identified as potentially increasing the perception of operational wind turbine 
noise at typical neighbouring residential property distances. Work led by the 
authors was undertaken on the subject in the UK on behalf of RenewableUK. 
The paper will first summarise this work which identified in particular two distinct 
forms of AM: ‘blade swish’, which is an inherent feature of the operation of all 
wind turbines and which the research therefore labelled as ‘Normal’ AM (NAM), 
and a quite different form of AM which the research labelled as ‘Other’ AM 
(OAM).  


NAM is caused by the flow of air over the trailing edge of the blades, and the 
acoustical characteristics of NAM (blade swish) are therefore defined by the 
source characteristics of such noise. OAM, however, was identified as most likely 
being related to localised transient stall effects occurring over restricted portions 
of the blade surfaces and for part of the rotational paths, which could be caused 
by a range of conditions, including meteorological effects and site and turbine 
design factors. Hence OAM is an intermittent and not inherent feature of wind 
turbine noise, with different acoustical characteristics to those of NAM.  


The present paper presents results of a dedicated series of both near and far 
field measurements at two separate wind farms comprising 2MW+ wind turbines. 
Given the identified source mechanism for OAM, the paper reports 
measurements undertaken both pre- and post- the modification of the turbines’ 
blades and/or operational characteristics. These modifications were aimed at 
reducing the potential occurrence of transient blade stall. Comparisons of these 
measurements are then presented which reveal potentially significant reductions 
in the occurrence of OAM, providing further confirmation of the source 
mechanism identified. 
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1. Introduction 


The issue of amplitude modulated noise (often referred to as ‘blade swish’ or 
‘AM’) arising from the operation of wind turbines is presently receiving a high 
focus of attention. Whilst the acceptability of audible noise from wind turbines 
continues to be the subject of considerable debate, the specific issue of AM has 
been specifically considered in a number of studies (considered below) which 
have reported disturbance from this feature of the wind turbine noise. In some 
cases, the observed characteristics of the AM could not be explained by existing, 
validated theoretical models of ’blade swish’ (sometimes called Normal AM or 
NAM). This has led to different mechanisms being proposed to explain the 
observed differences between the well understood and quite ‘normal’ blade swish 
noise and this other manifestation of AM noise (“Other” AM or OAM). 


To progress these issues a research project comprising theoretical and 
experimental investigations into the amplitude modulation of noise from wind 
turbines was commissioned by RenewableUK. The results of this research 
program were published [1] in December 2013. 


In a series of novel and detailed experimental measurements [2], the work 
determined that instances of atypical or ’Other’ AM (OAM) were consistent with 
the predictions of the ‘transient stall’ theoretical model developed at the project 
outset[3]. In the far-field, instances of OAM were associated with propagation in 
the downwind direction and were reduced cross-wind, with increased peak to 
trough modulation depths of sometimes more than 5 dB(A) and increased 
acoustic energy typically in the 200 to 400 Hz frequency range. These 
characteristics would not be expected from NAM, but could be explained by the 
occurrence of stall on the turbine blades during part of the rotation: this source of 
blade noise has lower frequency characteristics and a directivity which is such 
that it may be perceived upwind or downwind of the source turbine, and so in the 
latter case in particular may propagate more effectively to the far-field.  


In the absence of techniques such as actual blade surface measurements it was 
not possible to positively identify the occurrence of stall during these 
measurements, but further work by Madsen [4] (2013) provided support to the 
above hypothesis through the analysis of detailed on-blade measurements and 
additional theoretical modelling. This work discussed factors which may influence 
the onset of partial or transient blade stall, and noted that it would depend on 
blade design and turbine operational characteristics, in addition to meteorological 
factors. The report also identified potential technical mitigation measures, such 
as dynamic pitch control, which could reduce the incidence of stall and therefore 
also OAM in the far-field.  


The present paper sets out results of further measurements subsequent to the 
above referenced research project, which set out the results of measurements at 
two sites at which OAM was found to be present and the source of complaints. At 
each site, mitigation measures were put in place and the prevalence of AM was 
compared before and after the mitigation measures were put in place.  







2. Site A 


2.1 Measurement description and survey setup 


The first of the two sites comprised more than 5 turbines with a generating 
capacity of more than 2 MW each, situated on moderately elevated position 
surrounded by rolling terrain. On one of the turbines at the site, a “kit” was 
installed on the blades of the turbine, comprising several specific blade additions 
designed to improve or modify the flow of the air on the blades, and which was 
understood to likely reduce the potential incidence of stall on the blades. Based 
on the above theory regarding the underlying source mechanism for OAM, this 
was therefore likely to reduce the incidence of AM which had been observed in 
some instances in the far-field (approximately 1 km) from the turbines in some 
downwind and upwind conditions. 


The survey comprised a combination of near- and far-field measurements 
undertaken simultaneously at four locations, over a duration of several months. 
The near-field locations (1 and 3) comprised ground-board based noise 
measurement systems which complied with the requirements of IEC 61400-11, 
and were situated at a distance from the turbine tower equal to its tip height (as 
required by the standard). The azimuthal location was varied throughout the 
survey in order to maximise the amount of data captured in downwind conditions 
(within +/- 15 degrees) as required by the standard.  


The far-field measurement locations (2 and 4) were both situated at a distance of 
between 300 and 400 m from the test turbine in two different directions 
(approximately 90 degrees apart), in order to obtain measurements in a range of 
wind directions. These locations were placed to evaluate the noise at a further 
distance from the test turbine due to the expectation that modulation was 
considered more likely to be present at these locations more distant from the test 
turbine. The locations were chosen with consideration of the local terrain and the 
fact that further separation distance would have introduced potential ground 
screening between the turbine and the measurement location. The different 
locations are represented schematically in Figure 1. 


The noise measurement systems used were capable of monitoring overall noise 
levels and, in addition, could also provide periodic audio recording for 
subsequent off-line analysis. The chosen noise measurement systems 
comprised individual Rion NL 52 units.  These systems accord with the 
requirements of a Type 1 sound level meter. The sound level meters were each 
housed in an environmental enclosure and were battery powered. The clocks on 
all noise equipment were synchronised with Greenwich Mean Time (GMT or 
UTC) using a global positioning system receiver. This time synchronisation 
method was used to allow all noise data to be related to simultaneous data from 
the wind farm Supervisory Control and Data Acquisition (SCADA) system. All 
noise measurement systems were regularly acoustically calibrated.  All the 
measurement systems were set to log continuous periodic ten minute periods of 
a range of parameters, as well as the short-term LAeq and 1/3 octave band levels 







in more detailed resolution (100ms) to enable analysis of wind turbine Amplitude 
Modulation (AM). 


The microphones at the far-field locations were mounted at a height of between 
1.2 m and 1.5 m above local ground level and equipped with a proprietary RION 
enhanced windshield system used to reduce wind induced noise on the 
microphone and designed to maintain the required response of the measurement 
system. At the near-field locations the microphones were installed flush to the 
surface of 1.2 m diameter circular boards which were laid directly on the ground 
in order to control ground reflection effects. Each ground board based 
measurement system was additionally equipped with a two layer large windshield 
in accordance with the IEC 61400-11 standard. A rain logging system was also 
setup on the ground next to location 1. 


 


Figure 1 – schematic representation of the installed noise measurement 
locations (not to scale) 


The nearest turbines to the one tested were shut down between 21:00 and 01:00 
every night (in the wind directions of interest) in order to obtain a suitable signal-
to-noise ratio in the measurements of noise emanating from the test turbine. The 
operation of the test turbine was also curtailed for limited periods at these times 
in order to obtain background measurements for the turbine sound power 
analysis. 


Due to  power issues the system at location 4 did not record data during most of 
the post-treatment phase. A preliminary analysis showed in any case that the 
recordings of the first phase at this location 4 were contaminated by the influence 







of turbines situated further away, despite the shutdowns implemented. The 
analysis of far-field effects therefore focused on the measurements at location 2.  


2.2 Analysis method 


The success of any noise mitigation measures aimed at reducing the level of AM 
and/or the frequency of occurrence of AM to an acceptable degree needed to be 
objectively determined. At present  no universally accepted objective 
methodology exists to quantify AM and criteria against which the output result of 
an objective methodology should be judged remain to be defined in a standard 
fashion. However, in order to provide some form of objective benchmark for the 
blade mitigation implemented, an AM identification and quantification 
methodology previously implemented by the authors as part of the above 
mentioned research [5] was developed and used. The analysis involved a 
computer code implementing a signal envelope Fourier analysis technique using 
the MATLAB software. This algorithm [5] undertakes a frequency analysis of the 
acoustic A-weighted signal envelope, using a Fast Fourier Technique (FFT), to 
produce a modulation spectrum.  


For the present analysis, the technique was developed further and applied to the 
envelope of the narrow-band 1/3 octave band signal. Experience has shown that 
the analysis of the short-term evolution of the variations in certain 1/3 octave 
bands can provide a better characterisation of the modulation in many 
circumstances. This approach also filters out spurious noise sources that occur 
at higher or lower frequencies than those which dominate the wind turbine noise. 
This AM analysis was undertaken for each 1/3 octave band between 100 and 
500 Hz, as the analysis of sample AM recordings showed that these frequencies 
dominated the modulated signal observed in the far-field. The average AM 
“depth” or dB rating for each of the bands in that range was then averaged to 
provide a single metric. The analysis showed that this reduced the occurrence of 
false positives which can occur if only one frequency band is considered. The 
results of the analysis were imported into a database which combined the AM 
analysis results with turbine SCADA data (including wind speed and turbine 
power and yaw). 


Due to the highly variable nature of the wind turbine modulation in the far-field, 
even for periods in which this feature is relatively marked, the residual effect of 
spurious events can still be significant. For this reason a statistical analysis was 
found to be most useful in understanding the measurements. The analysis is 
made in terms of the level of AM identified in individual 10 s periods. However, 
because of the high variability of AM observed in practice it is advantageous to 
quantify the AM magnitude over standard 10 minute periods over which turbine 
data is known.  As there is currently no generally accepted method for such data 
reduction, for the purpose of this study the proportion of the data for which the 
10 s rating exceeded a certain arbitrary threshold (3 dB) was considered for each 
10 minute period. This was expressed as a percentage of the 10 min period for 
which the short-term AM ratings exceeded the arbitrary threshold set. This 
provides a measure of the prevalence of AM at the far-field location.  
  







2.3 Analysis results - AM 


The analysis focused on periods for which location 2 was downwind of the test 
turbine and during which the operation of the adjacent turbines was curtailed. 
The resulting valid dataset represented approximately 10 hours of data for the 
pre-treatment phase and approximately 30 hours of data for the post-treatment 
phase. 


The analysis results are first shown in terms of overall statistics: see Table 1. 
This shows a clear reduction in the relative prevalence of AM.  For example, the 
occurrence of periods with 5 % of AM rated above the threshold is reduced by 
more than half.  However, a comparison of the range of wind conditions 
experienced (Figure 2) shows that both phases did not experience comparable 
wind speeds: the post-treatment phase experienced more periods of higher wind 
speeds (13 m/s and above) than were experienced during the pre-treatment 
measurements. Despite the extensive filtering undertaken, it is still the case that 
In these higher wind speed conditions more spurious results would be expected. 
A more meaningful comparison can be obtained by comparing like-for-like wind 
speed conditions between the pre- and post-treatment measurements. When the 
higher wind speed periods are excluded from the analysis, in order to provide a 
more meaningful comparison, then the reduction in the proportion of periods of 
higher AM becomes even more apparent: a ten-fold reduction from 40% to 3% is 
obtained in the 10 min periods where 5% of each 10 minute data has modulation 
ratings above the threshold: Table 1.  


Figure 3 illustrates this reduction more clearly by showing the results of the AM 
analysis as a function of wind speed. The chart shows the calculated statistics 
(average and standard deviation) of AM prevalence for all the 10 minute periods 
analysed for each 1 m/s wide wind speed bin. The results demonstrate that the 
observed reduction in AM due to the blade treatments was indeed significant. 
Indeed, the average values of the selected AM metric determined from the post-
treatment measurements are consistently and significantly lower than those 
experienced during the pre-treatment measurements, to the extent that the post-
treatment results lie below the range of variability observed during the pre-
treatment measurements. This observation is despite the significantly larger 
dataset obtained post-mitigation on which the analysis has been performed. 


The results also show that, pre-treatment, the AM prevalence was highest for 
moderate wind speeds. This is consistent with previous observations at this site. 
Post-treatment there is no apparent influence of wind speed which suggests that 
the residual ’modulation’ likely represents spurious results or the effects of 
residual ‘noise’ in the analysis method rather than actual wind turbine 
modulation.  


It is also apparent from the charts that a low persistence and strong variability in 
modulation levels can be observed in the results even when the data is filtered 
extensively and the analysis is made for the quietest periods. This variability 
remains a challenging aspect of the study of wind turbine AM noise. Although no 
standard methods are available, some are emerging. The method used in the 







present paper is similar to other FFT methods [6] which have been used 
successfully in comparable studies [7]. In the present case, it was found 
necessary to analyse short periods (10s) in order to capture short-term 
modulation periods, and then to analyse the variability and prevalence of the AM 
across the multiple 10s periods analysed using statistical methods. This 
approach has proved efficient to implement, despite the large dataset studied, 
and effective in its ability to discriminate periods of higher AM. The resultant 
output has provided meaningful results demonstrating a reduction which appears 
to be rather significant.  
 


Test turbine 
operating and upwind 


of location 2, 
neighbouring 


turbines curtailed… 


Pre-treatment 


Post-treatment 


All wind 
speeds 


Excluding wind 
speeds  ≥ 13m/s  


Periods % Periods % Periods % 


63 100% 172 100% 141 100% 


..and AM ≥3dB for 
>5% of 10 min 


25 40% 27 16% 4 3% 


..and AM ≥3dB for 
>10% of 10 min 


6 10% 11 6% 1 <1% 


..and AM ≥3dB for 
>20% of 10 min 


0 0% 0 0% 
- - 


Table 1 - Analysis of 10 minute periods AM statistics at location 2 


 







 


Figure 2 – range of wind speeds experienced during the periods analysed  


 


Figure 3 – Statistical analysis of prevalence of rated modulation above the 
threshold for all 10 minute periods as a function of wind speed (hub height) 
– the error bars represent the standard deviation in the data 


 
  







2.4 Analysis results – Sound power 


Noise levels measured at the near-field locations were analysed using the 
methodology of IEC 61400-11. A suitable range of wind speeds for this purpose 
was obtained for both the pre- and post-treatment phases. The analysis of the 
sound power showed that the overall A-weighted sound power levels measured 
before and after the treatment were similar, within the expected uncertainty for 
such measurements. However, examining the sound power spectra derived for 
each phase revealed a clearer effect of the blade treatment. Figure 4 illustrates 
that the treatments led to a reduction of the sound power between 50 and 400 Hz 
and, conversely, an increase above 600 Hz of the order of 3 to 4 dB(A). Despite 
this increase, because of the relatively enhanced attenuation of the higher 
frequencies due to atmospheric absorption, such a frequency shift in the near 
field of the turbines would correspond to a reduction of 1 to 2 dB(A) over a 
propagation distance of 1 km when calculated in accordance with the ISO 9613-2 
method. 


 


Figure 4 - Sound power spectrum of the test turbine measured both before 
and after the blade modifications were installed, at a wind speed of 8 m/s.  


 
2.5 Site A – conclusions 


The blade treatments implemented have been identified to successfully reduce 
the incidence of OAM observed in downwind conditions in the far-field region of 
the turbine. The treatments have additionally been measured to reduce the 
sound power emitted by the turbine in the 50-500 Hz frequency region. These 
results are consistent with the transient stall theory being the underlying 
mechanism for the generation of OAM. 
 


  







3. Site B 


3.1 Introduction  


The second site considered in the present paper was a similarly large scale 
modern wind farm to the first site considered,  consisting of more than 5 turbines 
with a generating capacity of more than 2 MW each, but situated in relatively flat 
terrain. Instances of OAM were observed at the site, particularly in conditions of 
increased wind shear, at two locations both situated approximately 1 km away 
from the nearest turbines at which measurements were undertaken following 
complaints. In the case of this second site no physical modifications to the 
turbine blades were made, but mitigation instead took the form of a modification 
to the operation of the turbine via changes to the turbine control software. The 
algorithm which sets the turbine blade pitch angle was modified with the specific 
aim of reducing the angle of attack of the flow on the blades (by several degrees) 
for the wind speed region over which OAM had been detected and associated 
complaints had been received. 


3.2 Measurement description and survey setup 


The chosen noise measurement system comprised a 01dB Duo unit at each 
location.  This system accords with the requirements of a Type 1 sound level 
meter. The sound level meter equipment was weatherproof, with connection to a 
battery supply to supplement its internal battery and allow for extended periods of 
operation. The microphone was mounted at a height of approximately 1.2 m to 
1.5 m above ground using a tripod mounting, and fitted with a primary and 
secondary windshield system used to reduce wind-induced noise on the 
microphone. The measured noise data and analysis methods were similar to 
those of site A, with 100 ms data being recorded continuously for the period of 
the measurements. 


However, due to the extensive dataset acquired, the acquired dataset was not 
analysed in totality. Instead, periods of data were identified prior to the 
aforementioned mitigation being put in place during which AM was deemed to be 
prevalent. These selected periods were mostly based on complaints received, 
with data corresponding to these complaint periods being analysed in greater 
detail to confirm the presence of higher levels of AM. Similar periods during the 
post-treatment measurement phase were then collated and analysed. These 
periods were then supplemented by additional periods which were analysed in 
order to obtain comparable wind speed and direction conditions in both datasets. 
As for site A, the post-mitigation dataset was more extensive, thereby reducing 
the risk of missing potential residual modulation periods. 


A similar AM analysis technique as above was applied to the 100 ms 1/3 octave 
band data measured. In this case a statistical analysis was also undertaken but a 
different data reduction approach was taken. The statistical distribution of the AM 
ratings obtained for each 10 s periods were considered, rather than the 
proportion of a rating obtained above a specific threshold. The results of the AM 
analysis were imported in a database and linked to wind farm SCADA data for 







each corresponding 10 minute period. This allowed checking that the wind farm 
was operating during the periods analysed. 


Extended periods which were clearly affected by spurious data, i.e. with elevated 
values which were not dominated by a component in the modulation spectrum 
around 0.8 Hz (corresponding to the blade passing frequency of the turbines), 
were excluded from the analysis. In order to minimise the influence of spurious 
sources, the analysis was further restricted to late evening or night-time periods 
only (after 21:00 and before 06:00), and when the monitoring locations were 
downwind of the wind farm. The dataset was then sorted into 1 m/s wide wind 
speed bins (as a function of the turbine hub height wind speed standardised to 
10 m height, in accordance with the IEC 61400-11 methodology).  In each bin for 
the filtered dataset the average and standard deviation of the variation of the dB 
modulation metric were calculated. 


3.3 Measurement description and survey setup 


Figure 5 shows the results of the analysis at the first location. Similar results 
were obtained at the second location: Figure 6. It can be seen that a significant 
reduction in the average modulation rating is apparent in the data following 
mitigation over the range of 4 to 7 m/s. It was over this range that disturbance 
was previously noted and that the change in the blade pitch angle was therefore 
designed to be highest. The reduction is such that the average + 1 standard 
deviation results over this range are lower than the pre-mitigation average 
results. 


The present analysis shows how appropriately modified turbine operation can 
create an appreciable and systematic reduction in the modulation measured at 
typical residential neighbour distances when compared to data previously 
acquired during which disturbance was reported. Complaints of noise from the 
wind farm are understood to have subsided at the site as a result of the turbine 
operational control changes. The present analysis provides objective evidence to 
support this observation of reduced occurrence of complaints. 







 


Figure 5 – Location 1 - statistical analysis of rated AM magnitude (dB, 
vertical axis) for the periods analysed both pre- and post-mitigation, as a 
function of standardised wind speed (m/s, horizontal axis). Error bars 
represent one standard deviation (average + 1 deviation noted by thinner line). 


 


Figure 6 – Location 2 - statistical analysis of rated AM magnitude (dB, 
vertical axis) for the periods analysed both pre- and post-mitigation, as a 
function of standardised wind speed (m/s, horizontal axis). Error bars 
represent one standard deviation (average + 1 deviation noted by thinner line). 


 
  







4. Conclusions 


The experience of the authors is that the variable nature of OAM observed in the 
far-field, likely due to a combination of an infrequent or variable source 
mechanism (transient blade stall) and propagation effects, means that a direct 
analysis in the time domain is rarely meaningful. A statistical analysis of 
modulation analysed in short periods, taking into account the variation of both 
wind speed and direction, allows the systematic effects of the mitigation 
measures studied to be established. This work has also highlighted the worth of 
emerging AM analysis techniques based on Fourier analysis techniques applied 
to short-term 1/3 octave band data in analysing the large datasets acquired in a 
clear way. Such analysis has provided objective evidence in support of subjective 
reports of reduced impact. 


At both sites a significant reduction in the measured modulation prevalence was 
observed following the implementation of mitigation. These measures were in 
both cases specifically aimed at reducing the prevalence of blade stall. This 
therefore provides further evidence supporting the OAM source generation 
mechanism of transient blade stall which has been identified in previous 
research. The results also mean that other potential mechanisms identified (such 
as propagation effects or inflow turbulence), which would not have varied 
significantly through the periods considered, are considered unlikely to be 
primary factors at play, although they may be contributing factors influencing the 
results and their variability.   


These measurements also demonstrate that OAM mitigation strategies, 
previously raised theoretically following identification of the source mechanism, 
are possible in practice on actual operating turbines. By mitigating the generation 
of stall at source it should be possible to alleviate this problem if it arises at 
specific operational wind farm sites. It is also hoped that future turbine designs 
will aim to minimise the potential for this feature to arise, and that the methods for 
analysing and rating AM will become standardised in the near future.   
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Summary 


When a noise complaint arises it is the duty of the wind farm operator to deal with the issue, 
thereby maintaining a good relationship with the local residents as well as verifying that they 
comply with planning conditions.  Many instances of complaint are as a result of activity on a 
wind farm site, or a fault with a turbine, but on rare occasion a problem with noise may in fact 
result from the normal operation of the wind turbines. 


One such instance arose recently, but there was already a good relationship with local 
residents in the area, and as a consequence it was immediately recognised that their noise 
complaint was genuine.  The residents first approached the construction team when the wind 
farm became operational and described the noise as excessive.  Following detailed 
conversations and the creation of a noise diary, it was determined that measurements were 
required. 


The wind turbine manufacturer typically supplies a warranty that guarantees that their turbines 
must not exceed specific sound power levels.  For this site the warranty also included a 
guarantee on specific noise character.  Following noise measurements by an independent 
acoustic consultant, amplitude modulation was identified. 


The process involved in remedying the AM noise issue was a trial and error procedure based 
on turbine adjustments, in conjunction with the turbine manufacturer, to produce a viable 
solution that significantly reduced the level and frequency of occurrence of AM, but limited the 
energy loss. 


Based on experience with this occurrence, this paper provides inside knowledge on how we, as 
a wind farm operator, have successfully dealt with AM. 


1.0 Introduction 


The purpose of this paper is to present an example of successful mitigation of AM from a wind 
farm developer’s perspective, following a genuine noise complaint.  The paper describes the 
process that was involved in resolving the noise complaint, and details the history of complaint 
for this specific site and the actions taken to resolve the issue. 


The wind farm became operational in late 2012 and a noise complaint was received shortly 
thereafter.  In January 2013 discussions took place with the local residents that had the noise 
issue and noise measurements commenced in February 2013, made by an independent 
acoustic consultancy. 
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Periods of other amplitude modulation (OAM) were identified in the measurements based on 
the criteria considered by the independent consultant as an acceptable measure of AM.  As this 
was unreasonable to the residents, and given it was also in breach of the turbine supplier’s 
warranty, the wind farm was immediately put into a curtailment regime involving turning the 
turbines off in the conditions that had previously given rise to complaint, but the noise 
measurements continued whilst an acceptable mitigation scheme was developed. 


Successful mitigation was verified following confirmation from both measurements and the 
residents that the noise issue was effectively resolved and no longer causing complaint. 


This paper commences with a background on AM and the latest guidance on this subject, 
particularly how it is identified.  The literature review also examines examples of AM complaints 
and other known solutions. 


A methodology section outlines typical practice for dealing with complaints and how people are 
protected by the wind farm planning conditions and the turbine supplier’s warranty.  An in depth 
analysis follows and includes a background on the site layout and locations of the 
complainants.  There is also a complaints history together with the actions taken to resolve the 
problem. 


Analysis of the data includes both meteorological data and acoustic data which were used to 
identify specific periods that caused complaint, and so enabled appropriate mitigation to be 
identified.  The analysis also includes the steps taken to verify that the mitigation was working 
and, therefore, to identify a permanent solution that would both be advantageous in resolving 
the AM whilst limiting operational energy loss. 


The results section summarises the findings of the analysis as proof the AM control strategy 
works and includes indicative details of the production loss with this solution. 


Following the conclusions of the paper there is a section on future work that is suggested as a 
follow up to enable future issues to be resolved more quickly and to limit operational losses. 


The key points that are addressed in this paper are: 


 A high level overview of AM 


 Dealing with a wind turbine noise complaint 


 Measures for protecting residents form noise 


 Identifying AM at a specific site 


 Implementing mitigation/solutions for AM 


 Verification of AM noise issue resolution. 


2.0 Literature Review 


This section provides a background on the phenomenon known as ‘Amplitude Modulation’ in 
the context of noise problems associated with wind farms, and includes the latest best practice 
in identifying this phenomenon.  The literature review also includes specific details relating to 
known occurrences of AM causing noise complaint.  There is also mention of solutions, i.e. 
mitigation measures that have been proven to resolve AM. 


2.1 Background 


Amplitude modulation is defined as the modulation of a wave by varying its amplitude, used 
especially as a means of broadcasting an audio signal by combining it with a radio carrier wave 
(Oxford, 2010).  The term is simply a means of describing the amplitude or strength of the 
oscillations: for example in AM radio communication, a continuous wave radio-frequency signal 
has its amplitude modulated by an audio waveform before transmission. 







Wind turbines noise is characterised by two sources: mechanical and aerodynamic.  
Mechanical noise is that associated with moving components, such as the gearbox, whereas 
aerodynamic noise is produced by the rotating wind turbine blades.  Aerodynamic noise 
contains a periodically fluctuating, or amplitude modulated (AM), component and this form of 
AM is an inherent feature of the operation of all wind turbines (commonly referred to as ‘blade 
swish’) and is noise produced at blade passing frequency (the frequency at which a blade 
passes a fixed point).  This type of AM is explained by known mechanisms and is the result of 
the directivity characteristics of the noise created by the air flowing over a turbine blade as it 
rotates.  Because this type of AM is fundamental to all wind turbines it is typically described by 
the term ‘normal amplitude modulation’ (NAM). 


In a Department of Trade and Industry (DTI) report (Hayes, 2006) researching low frequency 
noise emitted by wind turbines, it was noted that a related phenomenon known as ‘Amplitude 
Modulation’ (AM) was, in some isolated circumstances, occurring in ways not anticipated by 
ETSU-R-97 (ETSU, 1996).  This is sometimes referred to as other amplitude modulation (OAM) 
or excessive/enhanced amplitude modulation (EAM), however it is defined in this paper simply 
as AM.  An example of AM is presented in Figure 1 (Van den Berg, 2005). 


Figure 1 Broadband A-weighted noise showing evidence of AM 


 


To investigate whether or not AM was an issue which might require attention in the context of 
the rating advice in ETSU-R-97, the Government subsequently commissioned the University of 
Salford to undertake further research in the area (DTI, 2006). 


In August 2007 the Government issued a statement regarding the findings of the University of 
Salford’s report into AM of wind turbine noise (Salford, 2007), which found that, of 133 
operational wind farms in the UK at the time of the report, there were only four cases where AM 
may have been a factor (BERR, 2007). 


In December 2013 the wind industry trade association RenewableUK published detailed new 
scientific research into the identification, occurrence and prevention of AM (RenewableUK 
2013).  This work is an important study and represents a significant step forward in the 
industry’s understanding of the acoustic characteristics associated with AM, its causes and 
mitigations.  This research was carried out by a group of independent experts, including 
academics from the Universities of Salford and Southampton, and the National Aerospace 
Laboratory of the Netherlands, Hoare Lea Acoustics, Robert Davies Associates and DTU Riso 
in Denmark, with a project steering group consisting of RenewableUK, Dick Bowdler and RES.  
The findings of this research, conducted over a three year period, identify a range of possible 
solutions for mitigating the occurrence of AM and for minimizing existing issues on those few 
sites where it is found to occur. 


2.2 Identification of AM 


The RenewableUK work recognised that some AM exhibited characteristics that fell outside 
those expected of NAM and that these ‘other’ AM characteristics were annoying to some 







people.  The findings of this research, conducted in two phases between 2010 and 2013, 
identified solutions for resolving any existing issues on sites where it is found to occur. 


A methodology for measuring amplitude modulation was defined and listening tests undertaken 
to determine the subjective response to noise with a modulating characteristic as part of the 
work funded by RenewableUK. 


RenewableUK commissioned this research in 2010.  The first phase of research concluded in 
2012 and addressed the following areas: 


 Investigation into possible causes of amplitude modulation 


 The development of an objective measurement method for AM 


 The development of an objective method for measuring the annoyance caused by AM 


 Collation and analysis of existing acoustic recordings 


 Measurement and analysis of new acoustic recordings 


 Effects of different weather conditions on blade pitch and sound emissions. 


RenewableUK then commissioned a second phase of research in early 2013.  The second 
phase was conducted by the Wind Energy Department of the Technical University of Denmark 
(DTU).  This research further investigated the mechanisms and causes of AM, focussing 
principally on the impact that changes in wind speed (wind shear), wind direction (wind veer), 
and inflow turbulence may have on the inflow conditions seen by the blades as they rotate. 


The research concluded with an assessment of how these variable inflow conditions relate to 
the pitch of the blades and the possible link of these interactions with partial blade stall and the 
potential for this to result in AM. 


The research found that significant wind shear and wind turbulence can cause changes in the 
angle at which a wind turbine blade comes into contact with the wind (the angle of attack of the 
flow over the blades) as they rotate through each 360 degree cycle.  In extreme cases, these 
changes can push the blades into partial stall over part of their rotation.  In such conditions of 
partial blade stall, AM can occur.  This AM is likely to be experienced in the far field but not 
necessarily in the immediate vicinity of the turbine (RenewableUK, 2013). 


RenewableUK subsequently developed a planning condition with acoustics specialists which, if 
required, can be applied to projects when they receive planning permission (RenewableUK, 
2013).  This condition differs from previous conditions that have tried to address AM as it relies 
on an objective and repeatable method for identifying and rating AM.  This method, unlike other 
methods, recognises that all amplitude modulation is a periodic phenomenon directly related to 
the rotational speed of the wind turbine.  The template planning condition takes the form of a 
penalty scheme which sits within in the normal compliance process, with the magnitude of the 
penalty dependent upon the level of amplitude modulation. 


The Institute of Acoustics (IoA) have not endorsed the AM condition published by 
RenewableUK, but in 2014 set up a working group to deal specifically with addressing AM 
given a number of concerns raised about the inadequacy of the proposed planning condition in 
protecting residents.  The aim of the AM Working Group is to review the available evidence, 
and to produce guidance on the technical elements for the assessment of AM in wind turbine 
noise. 


To achieve this, the assessment method will need to contain a means of characterising a 
sample of amplitude modulated wind turbine noise data, with an agreed format and length, by 
means of a single metric uniquely defining the level of AM within it.  The value of that level is 
outside the scope of the working group. 







It is recognised that there is therefore no endorsed guidance for the identification of AM, and it 
is anticipated this will happen following publication of the IoA AM Working Group findings, 
therefore until such time latest published work from the RenewableUK research remains ‘best 
practice’ in the identification of AM. 


2.3 Noise Complaints 


Since the University of Salford study in 2007, a number of wind farm sites have been identified 
as causing AM.  A list of wind farm sites across the UK has been compiled by MAS 
Environmental on their website (MAS, 2014).  There are over 30 wind farms identified, and it is 
stated that many of the references derive from a study by the University of Salford in 2007.  
However it is evident from this list there are some wind farm sites claimed to cause AM that 
have not been verified as actually causing it or, indeed, whether the noise complaint has been 
proven to be genuine. 


One of the earliest examples of such a noise complaint is the Deeping St. Nicholas wind farm, 
known with regard to the problems apparently experienced from AM at Grays Farm, 
approximately 1 km from the nearest wind turbines.  However, due to a settlement during High 
Court proceedings, there is limited information on what was discussed but some data is in the 
public domain, from prior to the settlement, showing fluctuation of the noise indicative of AM. 


Without a definitive measure of the level of AM, there is an issue about determining whether a 
wind farm site is causing AM or if it is a noise complaint due to a turbine fault or other noise 
source on the wind farm.  Until there is a nationally, or internationally, endorsed method for 
identifying and quantifying AM, the issue of proving or disproving the existence of problematic 
AM will remain.  However, given the latest research from RenewableUK, identifying if a noise 
complaint is due to AM is certainly possible, and despite the method not being endorsed by a 
nationally/internationally recognised acoustic organisation, it is agreed by many acoustic 
experts that this method works well at identifying and measuring AM. 


2.4 AM Solutions 


There are ‘off-the-shelf’ solutions to AM provided by wind turbine manufacturers, but these are 
commercially sensitive and may involve additional attachments to the wind turbine blades or 
modified control algorithms which adjust the way the turbines operate.  It is recognised that 
such measures may reduce the power output from the wind turbines slightly, however this loss 
is far less significant compared to switching the wind turbines off due an AM noise issue. 


One of the presentations at the EWEA Wind Turbine Noise Workshop in Malmo discussed two 
anonymous wind farm sites having AM which were resolved successfully with mitigation 
solutions (Cand, 2014). 


The first solution that was presented was flow improvement additions installed on all three 
blades by the manufacturer.  Both near field and far field measurements were made for a 
period of approximately 3 months, though the far field distance was only 300 m from the 
nearest turbine.  A modified version of the RenewableUK methodology was used, focussing on 
1/3 octave bands between 100 Hz and 500 Hz, as the modulation of the wind turbine noise 
dominates at these frequencies and it excludes most other ‘extraneous’ noise sources.  The 
percentage of 10 minute periods where the AM rating exceeded a threshold of 3 dB were 
identified and statistically analysed to show that the flow improvements dramatically reduced 
the AM noise issue. 


The second AM wind farm site that was presented used an operational strategy, where the 
turbine was modified such that the pitch of the wind turbines was adjusted with the aim of 
reducing the angle of attack over the range of wind speeds for which AM disturbance was 
noted. 







It is recognised that, as yet, there are very few examples of mitigation solutions for AM in the 
public domain, primarily due to commercial sensitivity.  It is therefore difficult to utilise a known 
solution for controlling AM, hence the need to undertake extensive data analysis and a trial 
process of controlling the wind turbines to eliminate/reduce the level of AM as described in this 
paper. 


3.0 Methodology 


This section discusses how noise complaints are dealt with and how residents are protected 
from noise.  A general description of how a typical noise complaint is dealt with by 
Environmental Health is included along with details of typical wind farm planning conditions 
which should provide confidence that a development will not cause an adverse impact on local 
residents. 


3.1 Dealing with Complaints 


The standard methodology for addressing a noise complaint is for it to be dealt with by the 
Environmental Health department of the local council in the area where the wind farm is 
located. 


Upon receipt of a complaint, Environmental Health request information which typically includes 
where the noise is coming from, the name of the person/operator causing the noise and the 
address if known, the nature of the problem (specifically describing the character of the noise 
and the times when it occurs), and the name, address, and contact details for the complainant.  
Letters are sent to the address where the noise causing the alleged nuisance is occurring, and 
the person who made the complaint would receive a nuisance diary to record details of any 
further nuisance. 


Should the noise continue and result in further complaints, the next step is for the 
Environmental Health to visit the complainant at the times of the noise issue, or set up some 
noise monitoring equipment, to gain evidence about it. 


It would then be the decision of the Environmental Health department whether further action 
was required, by determining if the noise is unacceptable or in breach of planning conditions 
(see section 3.2 on how planning conditions protect residents from noise). 


It should be noted that the complainant may instead report the noise issue directly to the wind 
farm operator and in this instance the complaint is dealt with in the same professional manner, 
and this is typical of the approach RES would follow.  The complainant is contacted and details 
of the specific complaint are established in order to resolve it as soon as possible, with the 
complainant asked to complete a noise diary so that any problem periods can be identified.  
The complainant can take the route of contacting Environmental Health at any time if they 
believe a satisfactory solution has not found or progress is too slow. 


3.2 Protecting Residents 


The purpose of planning conditions is to enhance the quality of development and enable 
development proposals to proceed where it would otherwise have been necessary to refuse the 
granting of planning permission, by mitigating the adverse effects of the development.  The 
objectives of planning are best served when the power to attach conditions to a planning 
permission is exercised in a way that is clearly seen to be fair, reasonable and practicable.  It is 
important to ensure that conditions are tailored to tackle specific problems, rather than 
standardised or used to impose broad, unnecessary controls (NPPF, 2014). 


Conditions should help to deliver development plan policy and accord with the requirements of 
the National Planning Policy Framework, including satisfying the six tests for conditions: 
necessary; relevant to planning and to the development to be permitted; enforceable; precise 







and reasonable in all other respects.  The six tests must all be satisfied each time a decision to 
grant planning permission subject to conditions is made. 


In addition to planning conditions an Environmental Health Officer may decide that the noise 
amounts to a ‘Statutory Nuisance’ therefore an ‘Abatement Notice’ would be served on the 
operator of the wind farm responsible for the noise nuisance.  The abatement notice would 
prohibit the recurrence of further noise nuisance or, if necessary, specify a time limit for 
remedial work to be done.  The noise would be monitored and if a statutory nuisance still 
existed this would normally result in prosecuting the company that received the abatement 
notice in the Magistrates Court. 


Aside from planning conditions and statutory nuisance a developer typically signs a turbine 
supply agreement (effectively a noise warranty) with the supplier of the turbines for the wind 
farm site as a measure that not only protects the developer and operator of the wind farm from 
contractual issues relating to noise as well as other potential defects, but also the local 
residents because the manufacturer must meet specified criteria.  Such criteria include 
warranted sound power data specific for the turbine type and wind farm site, and how this is 
measured.  Increasingly such warranties now make explicit reference to AM. 


4.0 Analysis 


The purpose of this paper is to describe an example on the resolution of an identified AM issue 
at an operational wind farm, and this section provides the details of the site, the noise complaint 
history with actions taken to resolve the issue. 


4.1 Site & Complaint Details 


Due to commercial sensitivity, specific details of the wind farm cannot be disclosed.  However 
the important information is provided and this should not limit in any way the relevance of this 
paper.  The wind farm site is of medium size, between 8 - 12 turbines, and the distance to the 
two complainants’ properties (which are the closest to the wind farm in the predominant wind 
direction) are approximately 875 m & 950 m respectively.   


The location type is a flat rural agricultural area not close to any major roads or other dominant 
noise sources.  It is also noted the number of properties in the area with predicted noise levels 
greater than 35 dB(A) is approximately 7, which is relatively few. 


Noise complaints were received following the operation of the wind farm at the end on 2012, 
and a meeting was held with the residents that complained at the start of 2013 to identify the 
noise issue.  There was already a good relationship between the residents and RES, from the 
construction phase of the wind farm when the local residents were regularly updated on 
construction activities, and in particular the complainants since they are the closest properties, 
so it was understood immediately that there was a genuine issue. 


4.2 Data Analysis & Mitigation Steps 


Following the noise complaints, acoustic testing was carried out in accordance with the wind 
turbine supply warranty between the wind turbine supplier and RES.  An independent 
consultant was employed to carry out the relevant tests as specified in the turbine warranty. 


The independent consultant determined that the modulating noise, which was the source of the 
complaints, breached the wind farm warranty which had a ‘subjective criteria’.  Subsequently, 
different noise mitigation measures were implemented on the site. 


Following initial results from the independent consultant, a temporary noise mitigation 
curtailment strategy was implemented in June 2013 which consisted of shutting down the three 
wind turbines closest to the affected properties, in certain weather conditions.  The results of 







the specific periods analysed were based on complaint periods to identify the AM and 
recommend the mitigation/curtailment strategy.  The AM periods were found to occur when the 
residents were downwind of the turbines and for wind speeds in the range 4 – 7 m/s.  Figure 2 
shows an example of the weather conditions for a periods identified as causing AM. 


Figure 2 Sample Modulation Levels with Meteorological Data 


 


A comparison was made to verify the curtailments were working correctly for the defined wind 
speeds and wind directions, as shown in Figure 3.  It is noted that there were periods of 
shutdown due to maintenance and standard operational requirements.  This figure is useful in 
showing how often the turbines needed to be curtailed to prevent the generation of AM. 


Figure 3 Curtailment Check June 2013 


 


The independent consultant later analysed similar periods and concluded that the mitigation 
was effective at reducing levels of AM at the affected residences.  However, this curtailment 







represented a significant constraint on the operation of the wind farm.  Further consultation 
then took place with the wind turbine supplier to come up with a more practical, permanent 
solution that would limit the production loss but still resolve the AM noise issue. 


Measurements continued to further identify the AM noise issue so that an appropriate 
curtailment could be established.  It was suggested that the AM noise due to the wind farm was 
caused by rotor blades periodically operating in partial stall, at blade passing frequency, as 
discussed earlier.  The most probable causes for periodic stall was established as being the 
high levels of wind shear, which caused increased angle of attack peak, leading to stall.  Figure 
4 shows an example of the wind shear influence on blade angle of attack for this wind farm site. 


Figure 4 High Wind Shear Influence on Blade Angle of Attack 


 


A corrective measure was developed, known in this paper as the AM curtailment strategy, and 
this was to increase the pitch angle by several degrees in the 4 – 7 m/s wind speed range.  
Figure 5 shows this AM curtailment strategy and how the pitch varies to control the AM noise in 
comparison to the standard optimum pitch angle. 


Figure 5 AM Control Strategy 
Yellow star indicates optimum for energy production, orange star indicates solution for AM (for indication purposes only) 


 







The AM curtailment strategy was tested by the turbine supplier and verified as suitable for the 
site specific conditions.  This took some time to verify due to the need to be certain there would 
be no structural issue caused as a result.  Monitoring of the wind turbine status is continuous 
and any such issue would be identified very rapidly. 


Since January 2014 the AM curtailment strategy, which modifies the operation of the turbines in 
certain wind and time based conditions, has been operational at the site.  An analysis of this 
scheme then followed, and a detailed review of the noise measurements taken at the site 
demonstrated that the modified operation created a significant reduction in the level of 
frequency of occurrence of modulation measured at the residences, in the conditions which 
were previously associated with complaints and in which previous breaches of the turbine 
supplier warranty criteria had been identified. 


Following is a summary of the process involved in resolving the AM noise issue at this specific 
wind farm. 


Date Action 


February 2013 
Commenced monitoring at the two 
complainants properties 


May 2013 
Independent consultant determined the noise 
breached the wind farm warranty 


June 2013 


A temporary noise curtailment mitigation 
strategy was implemented (the three closest 
turbines were shut down under specific 
conditions) 


July & August 2013 Further noise complaints 


August 2013 Periods and controls adjusted 


January 2014 AM control strategy implemented 


July 2014 
Final independent consultant report issued 
describing effective mitigation of AM 


September 2014 
Residents officially notified of noise issue 
resolved.  No complaints received 
subsequently. 


5.0 Results 


This section shows the effectiveness of the mitigation in resolving the AM noise issue, and also 
provides details of the resulting energy loss in comparison to the loss that resulted from 
switching off the turbines. 


5.1 Effective Mitigation 


This was an innovative and effective measure to address the issue of AM, through control of 
the turbine blades, in order to provide a practical solution that resulted in limited loss of 
production for the wind farm, whilst resolving the noise issue. 


The effectiveness of the solution has been assessed through noise monitoring at both 
complainants properties and through comparison of data before and after the mitigation, under 
similar meteorological conditions.  This can be observed in Figure 6 which shows a modulation 
analysis comparing pre-mitigation periods in 2013 with 2014 periods with the mitigation in 
operation.  The figure shows periods with all turbines operating, including average and 
standard deviation of the rated modulation for the filtered dataset (thick line is the average, thin 
line is the average + 1 standard deviation). 







It can be seen from this figure that there is a reduction in AM between the wind speeds of 4 – 7 
m/s, which is where complaints were originally identified.  It is also observed that, despite the 
reduction in AM, there is a slight increase in noise at the higher wind speeds between 7 – 8 
m/s, though this increase is not believed to be significant. 


Figure 6 Comparison of Modulation Analysis 


 


 
 


It should be noted that even though the figure demonstrates effective control of AM, the 
residents that complained have stated the noise has significantly reduced, with one individual 
going so far as to say it’s as different as night and day. 


5.2 Energy Loss   


The purpose of the AM curtailment strategy is to provide a more practical solution to the AM 
noise issue rather than shutting down wind turbines.  It is estimated that the energy loss due to 
shutting down the wind turbines compared to operating them using the AM control strategy is 
approximately a 50% difference, i.e. a significant improvement whilst still addressing the AM 
noise. 


6.0 Conclusions 


This paper has provided a high level overview of AM which helps understand where the 
industry is at in identifying and resolving this phenomenon.  The background on AM and the 
latest guidance on this subject have been included in the literature review along with examples 
of AM complaints and other known solutions. 


The methodology section has outlined typical practice for dealing with complaints and how 
people are protected by planning conditions, statutory nuisance and turbine supplier warranty. 


The specific analysis of AM for the noise complaint at a wind farm site has been analysed in 
this paper.  Periods of AM were identified in noise measurements, and analysis of data, 
including both meteorological and acoustic data, has been used to identify specific periods that 
caused complaint and enabled appropriate mitigation to be identified. 


Furthermore, steps taken to verify that the mitigation is working, and that it represents a 
permanent solution that is both effective in resolving the AM whilst at the same time limiting 
operational losses, have also been presented. 
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This analysis has proved that the AM control strategy works, and it is clear from discussions 
with the local residents that the mitigation solution to control AM is effective.  This, after all, is 
the main purpose of this work: to resolve the noise issue and maintain a good relationship with 
the nearby residents. 


7.0 Further Work 


This paper has presented one solution to AM and it would be useful to carry out tests at 
residential distances on other potential solutions, such as the flow control attachments 
mentioned in the literature review.  It is likely that wind turbine manufacturers will progress 
rapidly in identifying appropriate solution for AM, particularly once a recognised method of 
identifying and quantifying AM is available. 


The key solution to AM will be one that does not increase operating losses and eventually one 
that is a standard feature on all wind turbines.  However, the phenomenon of AM is still quite 
rare and very site specific, so a permanent, standard solution is unlikely to be available in the 
near future. 


It is evident that an international standard on identifying AM would be useful for all parties 
involved in the wind industry, so that this phenomenon can be addressed as soon as possible, 
hopefully resulting in the simpler and quicker resolution of AM noise issues. 
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1. Introduction 


Wind turbine noise is one of the main factors that limit the widespread exploitation of wind 
energy. The periodic ‘swishing’ character of wind turbine noise is often reported as an important 
factor in explaining its relatively high annoyance compared to other sound sources of roughly the 
same level [1, 2]. Swishing is the result of an amplitude modulation of the broadband 
aerodynamic noise, which occurs at the blade passing frequency, and is typically about 1 Hz for 
modern large horizontal-axis wind turbines. This paper has three objectives: The first is to 
present a new tool for the analysis of wind turbine noise data and swishing noise in particular. It 
is based on cyclostationary analysis, which is ideally suited to the analysis of data whose 
statistics vary periodically in time. The second is to present a prediction method based on 
Amiet’s model of rotor noise. It is based on the concept of instantaneous spectrum from which 
the time variation of the noise spectrum may be deduced. Noise predictions from this model will 
be compared against the cyclostationary measurements from a modern wind turbine. The third is 
to develop an index to assess the swishing noise of wind turbine. A relative simple algebraic 
formulation is proposed to formulate this index, which is of use in the understanding of wind 
turbine swishing character.     


 
Several studies [3-8] have been performed aimed at characterizing the amplitude modulation 


of wind turbine noise and the understanding of its mechanisms. Most of these studies [3-7] are 
experimental but include predictions and interpretation based on simple theoretical 
considerations. Dunbabin [3] recorded the noise from a 400kW wind turbine at a distance of 30m. 
From these measurements he concluded that the amplitude modulation is dominant in the 
frequency band between 1 kHz to 2 kHz and that the modulation is not related to the periodic 
blade passing by the tower. Van den Berg [4] reported that in a residential area close to a wind 
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farm whose residents complained about the amplitude modulation of wind turbine noise, the 
noise in daytime was only perceivable within a few hundred meters from the wind turbine. At 
night, however, he reported a periodic ‘thumping’ at distances of more than 1km from the wind 
farm, which he described as being more impulsive in character compared to swishing noise. He 
attributed this difference to the stable atmospheric conditions prevailing at night. Bowdler [5] 
investigated the effects of vertical and horizontal wind shear on the relative level of turbine noise 
and background noise. He also examined differences in wind speeds and wind directions in the 
vicinity of the blade tip trajectory that might cause excessive amplitude modulation. Lenchine [6] 
has also measured the noise due to a modern wind turbine generator, focussing on the influence 
of amplitude modulation on noise perception. Napoli [7] carried out a case study of noise 
measurement for a pitch-regulated variable speed wind turbine that was known to cause 
numerous complaints from nearby residents. He measured the sound power level and far field 
sound pressure levels with emphasis on quantifying the impulsive sounds during night time and 
downwind conditions. 


 
To date, only a few studies have attempted to understand and predict in detail amplitude 


modulation of wind turbine noise. Oerlemans and Schepers [8] have analysed and characterized 
swishing noise using classical analytical flat plate trailing edge noise theory and semi-empirical 
radiations models originally developed for rotor and propeller noise prediction. Predictions from 
their semi-empirical model were shown to be in good agreement with measurements of the wind 
turbine noise frequency spectrum. The model also predicts the variation in noise at a fixed 
observer position as the blades rotate thereby providing an estimate for the degree and 
characteristic of the swishing noise. They attribute the cause of swishing noise to cyclic 
variations in trailing edge noise directivity and convective amplification. In view of the 
importance of swishing noise in affecting the acceptance of wind turbine to communities living 
close by a better understanding of its character and mechanisms is needed.  


 
This paper describes a new approach to analyzing and predicting the swishing sound generated 


by wind turbines. This method allows the origins of its time frequency spectrum to be separated 
due to the airfoil broadband noise in a steady mean flow and the source rotation effects, thereby 
elucidating the main causes of the wind turbine amplitude modulation. The analysis method 
exploits the property that the statistics of the noise signal from the wind turbine vary periodically 
with time, a property referred to as cyclostationarity. Cyclostationary theory was developed 
initially for telecommunications applications in which the data are modulated by a carrying 
sinusoidal signal. Cyclostationary spectral analysis has also been applied to many mechanical 
systems involving rotating elements by Antoni et al. [9] and Bonnardot et al. [10], and to several 
aerodynamic problems to characterize unsteady time/space periodic turbulent flows by Jurdic et 
al [11]. In aeroacoustic applications only helicopter noise signals [12] appear to have been 
investigated using this method. 


  
Our prediction approach is based on the Amiet’s model [14, 15] for propeller trailing-edge 


noise, which is ideally suited to the prediction of wind turbine noise since it based on the notion 
of instantaneous spectrum, although Amiet never explicitly recognized this property. In essence 
the propeller noise is predicted from the average of the noise over all blade positions based on 
the assumption that the noise at any blade position is identical to that as if the blade is locally 
translating. The prediction of the broadband noise from rotating blade is of great interest in many 
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industrial applications, aircraft propeller noise, helicopter noise, cooling fan noise as well as 
wind turbine noise. Since the first general model for broadband noise predictions from rotating 
blades developed by Ffowcs Williams and Hawkings [16], many empirical and semi-analytical 
models [17-19] have been subsequently developed. To deal with the computational cost 
associated with the use of these models, which was considered high at the time, Amiet [20] 
proposed a simplified alternative approach, which has been widely used since. Recently, 
Blandeau and Joseph [15] have made an extensive investigation into the validity of the classical 
model by Amiet by comparing this approximate model with an exact model in which the effects 
of rotation are treated exactly. Mean flow effects were neglected, however, and their comparisons 
are only valid at low tip speed Mach numbers. They showed that Amiet’s model exhibits 
excellent agreement with the exact model, especially for wind turbine noise, where the rotation 
period is much less than the period at audio frequencies. A more general analysis is presented by 
Sinyaoko et al. [21].     


 
Cyclostationary theory is outlined in Section 2. Cyclostationary analysis is then applied to the 


noise signals measured close to an upwind axial-type 1.5 MW wind turbine. In Section 5, 
Amiet’s model for rotor trailing-edge noise is extended and expressed in a form to allow direct 
comparison with cyclostationary noise measurements. In Section 7 we define and quantify a 
swishing index as a single measure of the swishing character of wind turbine noise.  


2. Cyclostationary Theory  


Assuming identical blades the statistics of the noise signal from a wind turbine will vary in 
time periodically. Any random signal with this periodicity property is classified as 
cyclostationary. The period of the statistical characteristics is called the cycle T. The statistical 
estimators for cyclostationary signals are applied in this paper to the measured wind turbine 
noise signals. An extensive review of the cyclostationary theory and its applications have been 
presented by Gardner et al. [13] and more recently by Jurdic & Joseph [11] whose main results 
we now review.  


 
2.1 The coherent average 
For a cyclostationary process, the ergodicity assumption in which the ensemble-average 


operator  can be replaced by the time-average operator is not appropriate because the time 


average and ensemble average will give different results. However, Boyles and Gardner [22] 
have extended the ergodicity principle to define the notion of cycloergodicity for a 
cyclostationary process. The ensemble average is therefore replaced by a cycle average defined 
by, for example, Braun [23] who has introduced the cycle average operator to estimate the 
ensemble-average in the form: 


 
 
2.2 Second-Order Moments 
The ‘power’ distribution of a cyclostationary signal is characterized by its various second-order 
moments, whose definitions in terms of acoustic pressure p(t) are given below. 
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A. Autocorrelation Function 
 The autocorrelation function quantifies the dependence of a signal at a moment in time t to the 
signal at a time τ later (or before), defined by, 


 
For cyclostationary signals the autocorrelation function has the periodicity property, 
  


 
 
B. Cyclic Autocorrelation function 
One of the most useful aspects of the periodicity property in Eq. (3) is that the autocorrelation 
function can be expressed as the Fourier series expansion 


 
where , j being an integer. Since the Fourier coefficients  are only a function of 


 they are referred to as the cyclic autocorrelation or cyclocorrelation function and may be 


deduced by the inversion of Eq. (4),  


 
Equation (5) forms the basis of the method used here for characterizing the periodic variation in 
broadband noise referred to as swishing.  
 
C. Spectral Correlation 
Measurements of the noise radiated from wind turbines are often presented in the frequency 
domain to quantify its spectral content. For a stationary signal, the Fourier transform over  of 


the autocorrelation function of Eq. (2) yields the power frequency spectrum. In the case of a 
cyclostationary process, the autocorrelation function depends on the time t and the time lag . 


The Fourier transforms over these parameters t and  define the spectral correlation 


function : 


 
Equation (6) characterizes the power distribution versus spectral frequency f for each discrete 
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cyclic frequency component . The variation with  quantifies the frequency components of 


the energy distribution of the cyclostationary signal  during the cycle T, i.e., the swishing 


sound of wind turbines. Another interpretation of  is that it represents the frequency 


domain correlation function  


 
where  is the short-time Fourier transformation of p(t) over large but finite duration T: 


 
D. Cyclic Power Spectrum 
Substitution of Eq. (4) into Eq. (6) leads to, 


  


where  is the Dirac delta function. The spectral correlation is therefore discrete in   - 


frequency and continuous in the spectral frequency f: 
Substituting  j = 0 in Eq. (7) and (9) suggests that the cyclic power spectrum is equal to the 
power spectrum  for stationary signals, i.e., . The cyclic power 


spectrum can also be defined in terms of the Fourier transform of the cyclic autocorrelation 
function  


 
E. Wigner-Ville Spectrum 
 The Wigner-Ville spectrum has been defined as the unique Generalized spectrum for time-
varying spectral analysis [24]. For a non-stationary process, the Wigner-Ville spectrum 


 is utilized to quantify the instantaneous power spectrum of the signal at time t. It 


can be obtained either by Fourier transformation of the autocorrelation function , 


 
or by the inverse Fourier series of the cyclic power spectrum  by 
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F. Instantaneous Variance 
In the case of stationary signals, its variance quantifies the energy of the signal and, for zero-
mean signals, it is defined as the mean square value of p(t): 


 
For cyclostationary signals , the instantaneous variance can be defined to quantify the 


variation of the mean square acoustic pressure over the cycle;  


 
In the present application,  in the far field is proportional to the sound intensity variation. 


From Eqs. (3) and (14), .  


 
Finally, the variance of each cyclic component  can be computed from 


 
This quantity, , will be subsequently used to define a ‘swishing index’ that provides a single 


metric of the extent of swishing. 


3. Wind Turbine Noise Measurements 


Cyclostationary spectral analysis is now applied to the acoustic pressure measured in the close 
vicinity of a large modern upwind wind turbine where swishing noise was clearly discernible. 
The noise measurements were carried out at the Hankyung wind farms on Jeju Island [25, 26] in 
South Korea. The Hankyung wind farm is composed of four WTs with 1.5 MW capacities, and 
three recently installed WTs with 2 MW capacities, which were not present at the time of 
measurement. The wind turbine under investigation was selected as it is furthest from the 
neighboring wind turbines. The third wind turbine of 1.5 MW capacity located in the easternmost 
area of the Hankyung wind farm was examined. Detailed specifications are given in Table 1. 
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Table 1. Specification of a target wind turbine at Hankyung wind farm. 
Rated Output 1.5 MW 


Rated Wind Speed 15 m/s 
Rotor Diameter 72 m 
Tower Height 62 m 


Operating Wind Speeds 4-25 m/s 
Rotor Speed 17.3 rpm 


Power Regulation Active Stall 
Annual Generation 3,343 MWh (Vmean = 6.5 m/s) 


 Measurement instrumentation and procedures based on the IEC61400-11 (2002) standard were 
used to evaluate the noise emission from the turbines. Additional noise measurements were also 
taken 10m downstream of the wind turbine. Noise measurements were made using a microphone 
positioned on a circular rigid board placed on the ground to reduce wind noise generated at the 
microphone, and to minimize the influence due to variations in the soil type. Acoustic data from 
the microphones were recorded on digital audio tape at a sampling frequency of 24 kHz. Wind 
speeds at 10m above ground were measured at the same time as the noise measurements in 
accordance with the IEC61400-11 standard. A mobile meteorology mast was positioned at this 
height to measure the wind speed, wind direction, and other atmospheric conditions. More 
detailed information about the measurement is provided in references [25, 26]. 


4. Cyclostationary Analysis 


The cyclostationary analysis described in Section 3 requires the cycle time T to be known a priori. 
The obvious choice for T is the time taken to complete one rotation of the wind turbine. Another 
equally reasonable choice, particularly when th9)ere are no significant blade–to-blade differences, 
is the time taken between successive blade arrivals Tbpf. The noise data was collected at a 
sampling frequency of Fs = 24kHz. The rotation speed of the turbine was 17.3 rpm such that 
each blade passage is represented by 27746 samples, corresponding to a time interval of 1.156 s. 
This will be the assumed periodicity of the noise statistics in the analysis presented below. Each 
measurement was acquired for appropriately 25s. The cyclostationary analysis results presented 
in this paper are therefore based on the average of K=21 cycles, corresponding to 7 rotations (for 
the three bladed wind turbine). The total acquisition time was chosen to ensure that the variation 
in wind speed over the measurements period was a minimum.     
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4.1 Measured Acoustic Pressure Signals and Stationary Analysis 
Figure 1 shows a typical acoustic pressure time history p(t) of 25s duration.   


 
Fig. 1 Time history of measured acoustic pressure 


The periodic behavior in the measured acoustic signal at the blade passing frequency at about 
1Hz is seen to be obscured by random pressure fluctuations. Before undertaking cylcostationary 
analysis of the measured signal, a conventional spectrum was obtained (i.e., with stationarity 
assumed) from the entire 25s time series in order to extract the general behavior of the averaged 
spectrum. This measurement obtained assuming stationarity will be shown in Section 5 to be 
identical to the cyclostationary spectrum for j = 0, as explained above. The power spectral 
density obtained with assumed stationarity is plotted in Fig. 2. Figure 2a shows the spectrum 
plotted on a linear frequency scale while 2b is plotted on a logarithmic scale at frequencies below 
about 1,750Hz. 


 
Fig. 2 Power spectral density of p(t): (a) over whole frequency range and (b) over the zoomed frequency 


range 


The spectrum in Fig. 2a reveals three distinctive frequency ranges; low (f < 1750 Hz), 
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intermediate (1750 Hz < f < 5500 Hz) and high (f > 5500Hz). Each frequency region is 
characterized by different frequency decay laws. The reason for these differences is presently not 
known but may be due to different noise generation mechanisms. However, as the absolute levels 
in the low frequency range are much greater than those in intermediate and high frequency 
ranges, the overall time variation in sound pressure levels is dominated by this low frequency 
region. 
Fig. 2b shows the spectrum of Fig. 2a in the frequency range below 1750 Hz plotted on a 
logarithmic frequency scale. Two distinctive bandwidths in the spectrum can now be seen, above 
and below about 30-50 Hz. The spectrum in the lower frequency range comprises numerous 
tonal noise components where the maximum amplitude is identified at the blade passing 
frequency of 0.865 Hz, although high harmonics of the BPF are difficult to identify. Due to the 
very low rotational speeds of modern large axial wind turbines, these tonal noise components 
generally lie in the infrasound part of the noise spectrum, which dominate the behavior of the 
acoustic pressure time signal shown in Fig. 1. Figure 3 shows the variation in the pressure signal 
in Figure 1 versus time normalized on the blade passage period after being high-pass filtered 
above 50 Hz. The periodicity in the signal that characterized swishing noise is now more clearly 
revealed.    


 
Fig. 3 High-passed filtered time signal of acoustic pressure over 50 Hz 


4.2 Cyclostationary Analysis 


One useful representation of the swishing character of the wind turbine is the time variation of 
the frequency spectrum. This information may be deduced from the Wigner-Ville spectrum 
applied to the fluctuating acoustic pressure. The results are plotted in Fig. 4 over one blade 
passage period versus blade angle evaluated at observer time. In Fig. 4, the Wigner-Ville 
spectrum has been estimated assuming a cycle duration of  to reveal the time evolution 
of the noise spectrum and hence reveal the characteristics of the swishing noise. The time 
evolution of the spectrum shown in Figure 4 may be split into three frequency bandwidths. 
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Fig. 4 Wigner-Ville spectrum applied to the measure pressure fluctuation 


In the frequency range above about 1750 Hz, the spectrum exhibits a peak in the level at blade 
angles of approximately 40 and 85 degs (evaluated at observer time) with a dip in the spectrum 
at angles in between. The physical interpretation of these angles will be made clearer through 
comparison with predictions in Section 6. The temporal variation of the mean squared pressure 
obtained by integrating the data in Fig. 4 over each frequency band identified in Fig. 2 is plotted 
in Fig. 5.  


Figures 5a and 5b show the time-variation of sound pressure levels averaged over the entire 
frequency range and when averaged over the lower frequency band, 20 Hz – 1750 Hz, 
respectively. The cyclic level variation in this band can be seen to match the variation in the 
overall behavior of time-variation of acoustic pressure, suggesting that the overall swishing 
property is determined by the noise in this frequency range. Figures 5c and 5d show the time-
variations of sound pressure in the frequency band, 1750 Hz – 5500 Hz and 5500 Hz – 12000 Hz, 
respectively. Two peaks in the time history can be identified in both figures. These peaks are 
analyzed in detail in Section 6 and shown to be related to the cyclic variation in the unsteady 
blade loading function. These peaks are observed to become weaker as frequency decreases.  
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Fig. 5. Time-variation of sound pressure levels : (a) over entire frequency range, (b) in lower frequency 
band (20 – 1750 Hz), (c) intermediate frequency band (1750 – 5500 Hz), and (d) higher frequency band 


(5500 – 12000Hz) 
 
The spectra in the three bandwidths identified in Fig. 2 follow a different frequency power-law, 
which suggests that different noise generation mechanism may be present in each frequency 
bandwidth. This issue will not be investigated further in this paper since our main focus is on the 
investigation of swishing noise.  


The magnitude of the acoustic pressure spectral correlation  is plotted in Fig. 6 


versus the BPF cyclic order. Note that the cyclic spectrum is symmetric in , such that 


. It can be seen that the stationary cyclic power spectrum 


corresponding to  is almost identical to the spectrum shown in Fig. 2 computed with 
stationarity assumed. Small differences present are due to the different frequency resolution in 
the two cases. Assuming that the noise statistics is stationary in the rotating reference frame, 
swishing noise is therefore solely an artifact of source rotation, which is quantified by the cyclic 


power spectra for  Figure 6 shows the various cyclic power spectra of non-zero cyclic 
order to be similar to the spectrum obtained using conventional spectral analysis (i.e., for j = 0) 
applied to the entire 25s time series. This is because the cyclic (blade-passing) period is very 
long compared with a typical acoustic time period. 
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Fig. 6 Cyclic power spectra for various values of  for  


In Fig. 7, the cyclic power spectra non-dimensionalized by  defined by Eq. (15), are plotted 


for different values of . Relatively good collapse of the spectra is obtained, although there is a 
small difference in level at frequencies above about 1750 Hz.  


 
 


Fig. 7 Normalized cyclic power spectra for the cyclic orders=0:3 
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Fig. 8 Cyclic-spectral distribution of the instantaneous acoustic power of the measured pressure p(t) (a) 
over the entire frequency range, (b) in the lower frequency band, (c) in the middle frequency band, and 


(d) in the higher frequency band. 


Figure 8 presents cyclic spectral distributions of the acoustic power versus cyclic order 
evaluated over the entire frequency range and in each frequency band. As already observed in 
Fig. 5, differing behaviors are observed in each of the three frequency bandwidths suggesting a 
different degree of swishing in each bandwidth. The cause of this difference in the α – spectra 
across the three frequency bands is presently unclear but may be a consequence of the different 
noise generation mechanisms in each frequency band. The cyclic-spectral distribution in the 
lowest frequency band can be also seen to match the overall distribution, suggesting again that 
the overall noise variation is dominated by low frequency noise. 
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Fig. 9 Normalized cyclic autocorrelation function for various values of . 


Figure 9 shows the cyclic autocorrelation functions defined in Eq. (4) normalized by its peak 
value at zero lag angle for various values of  up to j=2 over the entire frequency range. The 
cyclic autocorrelation functions collapse reasonably well in the vicinity of , 
which is consistent with the collapse of the cyclic spectra shown in Fig. 7.  


The width of the cyclic correlation functions in Fig. 9 provides information about the 
characteristic time scale of wind turbine noise. This dependence will be explored in further detail 
in Section 6 where the measurements are compared with predictions. Good collapse of the cyclic 
autocorrelation functions in Fig. 9 suggests that the length-scale is independent of the cyclic 
order and is therefore related to the noise generation mechanism and not to the effects of source 
rotation. 


The instantaneous autocorrelation function , obtained by the inverse Fourier transform 
of the Wigner-Wille spectrum with respect to f, is plotted in Fig. 10 for a single blade-passing 
period. Note that, for zero lag angle ,  corresponds to the instantaneous mean 
square pressure.  
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Fig. 10 Instantaneous autocorrelation of the measured acoustic pressure  


5. Instantaneous spectrum derived from Amiet’s Model for Propeller Trailing Edge 
Noise 


In this section the analytical formulation due to Amiet for the radiated broadband trailing edge 
noise due to rotating propellers is used to develop an expression for the noise spectrum at any 
instant in time corresponding to a particular blade position. The conventional time-stationary 
spectrum then follows from the average over all such contributions taken over a complete blade 
rotation. The analysis of Amiet’s method presented by Blandeau and Joseph [15] is corrected and 
extended in a form to facilitate noise predictions that allow comparison with the noise data 
obtained from cyclostationary analysis. In Amiet’s original model, the spectrum is obtained from 
average over all blade positions and hence the radiated noise was predicted to be axis-symmetric 
with no dependence on observer azimuthal position . In this study, we are concerned with the 


temporal variability in spectra, which will be shown to have a strong azimuthal dependence by 
virtue of the time varying source strength and propagation path. 


The starting point of Amiet’s model is the observation made by Lowson [27] that the effect of 
the rotation on rotor noise is negligible when the angular frequency of rotation is very small 
compared to the angular acoustic frequency, i.e.  This model for the self noise of a 


rotor treats the effects of rotation as a series of translations over an infinitesimal distance.  


Amiet’s model was shown to have broader validity by Blandeau and Joseph [15] by obtaining 
good agreement with the exact solution over a much higher frequency range than suggested by 
the condition above. For a wind turbine Amiet’s approach was shown to be accurate over most of 
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the audio frequency range.  


 


Fig. 11 Coordinate systems defining the locations of a blade section and observer: (a) propeller 
coordinates and (b) airfoil-bound coordinates 


Figure 11 shows the coordinate systems describing the position of a blade section, represented 
by a flat plate. The location of an observer with respect to the center of a B-bladed rotor can be 
expressed in the spherical coordinate system  or in the Cartesian coordinate system 


. The location of the blade can be expressed in the cylindrical coordinate system 


 or in the airfoil-bound Cartesian coordinate , both centered at the midchord of 


the airfoil. The relation between the airfoil-bound coordinates  and the polar 


observer coordinate , which include the effect of blade stagger angle  and azimuthal 


angle , can be obtained from 


 


where and are rotation matrices defined by 
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The azimuthal Mach number of the blade section is  and the wind speed axial Mach 


number denoted by . The wind speed is assumed to be constant over the circular path of a 


blade segment for simplicity. Note that the wind speed variation over the path affects the 
swishing sound and needs to be modeled if the related parameters are known. In Amiet’s model 
described below, strip theory is used in order to represent the spanwise variation of the 
aerodynamic parameters and geometry. For simplicity we confine our attention to a single strip 
of width  centered at radius .  


The relation between the observer time t and the source time  can be expressed in the form, 


 


where  is the distance between the observer and the source at the 


time . The effect of the wind velocity is neglected in Eq. (18). Observer and source times in Eq. 


(18) can be converted into the blade position angle  by multiplication by the angular rotation 


speed . Equation (18) leads to  


 


where  and  are the blade position angles at the receiver and source time, 


respectively.  
Amiet introduces the Doppler factor below to take into consideration the relative movement of 


a rotating blade segment alternatively away from and toward the observer in far field. Based on 
the coordinate systems for the moving source and the observer in Fig. 11, the Doppler-shifted 
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frequency  for the observer at  can be derived in the form. ,  


 


where  is the source frequency observed in the rotating reference frame,  is the inverse 


Doppler factor defined as 


 


Here,  is the Mach number component of the source velocity in the direction of the 


observer, defined by 


 


where  is the rotation Mach number. Note that Eq. (22) is valid for observers both 


in the near field and far field. For far field observers Eq. (22) simplifies to 
. Evaluating the Power Spectral Density (PSD) from the Fourier 


transform of the autocorrelation function demonstrates that the time-frequency pressure PSD at 
observer position  due to a rotating blade section at location ( , , 0) can be written 


as, for example, Sinayoko [21] 


 


where the blade position is evaluated at the source time. The term  in Eq. (23) 


corresponds to the PSD of the trailing-edge noise due to a translating rectangular blade segment 
centered at a radius . It can be expressed in the airfoil-bound coordinate system  


from [28, 29] 
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where . The span-wise and chordwise 


turbulence wavenumbers and the aeroacoutic coupling wavenumber are, respectively, given by  


 


The final expression for the PSD due to the blade section at position ( , ) expressed in a 


polar observer coordinate, as predicted using Amiet’s approach, can therefore be obtained by 
substituting Eqs. (16-17) and Eqs. (24) into (23) to give 


 


 


where 


 


and 


 


The boundary layer convection velocity  can be related to the chordwise flow velocity by 


 according to [28], and where  is the directivity term   


 


The unsteady loading term  in Eq. (24) was derived by Roger and Moreau [30], who 


extended the earlier work of Amiet [28, 29] to consider the effects of skewed gusts and takes the 
form, 


 


where erf( ) is the Error function and where: 
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Here,  for supercritical gusts and  for 


subcritical gusts. Note that sub-critical gusts radiate weakly to the far field and there we confine 
the range of  included in the calculation to supercritical gusts.  


The wavenumber cross spectrum of surface pressure , introduced in Eq. (26), is defined by, 


for example, Roger and Moreau [30] as  


 


where  is the PSD of the surface pressure close to the trailing edge, and where the spanwise 


correlation length is defined as  


 


where  is the inverse of exponential decay rate of the spanwise coherence function according 


to Brooks and Hodgson [31]. A typical value for  is 2.1. In this study, the semi-empirical 


model for  due to Goody [32] is used and is given by 


 


where  is the wall shear stress,  is the friction coefficient,  is the 


boundary-layer thickness,  is the Strouhal number defined with respect the 
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boundary layer thickness, and  is the ratio of outer-to-inner timescales of the turbulence 


given by 


 


6. Comparison of Prediction with Measurement  
Predictions made using Eq. (26) for the variation in PSD with angular location of the blade 


section are compared with the cyclostationary measurements presented in Section 4. All 
predictions are made under the assumption that trailing edge noise is the dominant noise 
mechanism on the wind turbine [8,33]. However, the importance of inflow-turbulence for wind 
turbines noise remains to be determined, especially in the low frequency range. Swishing due to 
inflow turbulence noise may be treated using a similar approach to that presented here for self 
noise.  


 
Fig. 12 Comparison of time-averaged PSD spectrum between the predictions and measurement 


An initial comparison between the measured noise data with the time-averaged acoustic 
pressure PSD is presented in Fig. 12 using the original Goody model for the surface pressure 
spectral density. There blade segments of width  are assumed to be located on the 


mean  radius  equal to 70 % of the blade radius and seperated for each other by a ditance of 


. Wind speed is assumed to be uniform across the blade rotating plane and equal to 


14.79 m/s. Values for the friction coefficient of  and boundary layer thickness of 
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, were assumed in the expression for the surface pressure spectral density in Eq. 


(34). These values were deduced using the panel method code, XFOIL [34]. The instantaneous 
PSD at an observer time t in Eq. (26) is determined by interpolation between two neighbouring 
emission times  for t in Eq. (19).  


Reasonable agreement between the measured and predicted spectra are observed with the main 
difference being the rate at which the spectra decay with frequency, with the original prediction 
decaying more slowly with frequency than the measured spectrum. The overall shape of the 
predicted noise spectrum is principally determined by the choice of model for the surface 
pressure spectral density of Eq. (34). Numerous empirical (or semi-empirical) spectra to model 
turbulent boundary layer wall pressure spectra exist as reviewed by Blandeau [35]. We note that 
much better agreement with the measured noise data can be obtained by multiplying the Goody’s 
surface pressure spectral density model by the factor, , as shown in Fig. 12. This 


modification of the Goody’s model is arbitrary. Some recent works [36, 37] reported that the 
mean streamwise pressure gradient in the boundary layer significantly affects the wall pressure 
statistics and thus the wall-pressure models, such as the Goody’s model, developed with the 
assumption of zero pressure gradient condition within the boundary layer may not be applicable 
in the present case. This is probably why a correction of Goody’s model is needed to get the 
satisfactory agreement in Fig. 12. In addition, trailing-edge noise from wind turbines is known to 
involve both pressure-side and suction-side boundary layers, characterized by different 
parameters. The thicker suction-side boundary layer is suspected to dominate the middle 
frequency range, with a larger contribution of the pressure-side boundary layer at highest 
frequencies. However, all these aspects have not been retained in the present analysis because 
they are not expected to question the conclusions. Note that the predicted spectra are also high-
pass-filtered at 50 Hz for consistency with the measurement. All subsequent comparisons are 
performed using Predictions II obtained from the adjusted Goody model.  


 


Fig. 13 Comparison of the normalized CAC between the prediction and measurement 


 Figure 13 shows a comparison between the predicted and measured cyclic auto correlation 
(CAC) for the cyclic orders j =0, 1 and 2. Each CAC is normalized by its maximum value at zero 
lag angle. The normalized CAC obtained using the adjusted Goody model shows good 
agreement with the measured CAC results. This can be attributed to the improved agreement in 
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the spectral decay rates shown in Fig. 12 since the effective bandwidth of the spectrum is smaller 
and hence the correlation bandwidth is larger. As discussed in Fig. 9, close agreement in the 
correlation bandwidth implies that the temporal length-scale (say, calculated from the value of 


, at which the cyclic autocorrelation function  reaches half its maximum value of 


 is the dominant length-scale involved in the noise generation, and hence its spectral 


and correlation characteristics, which will be made clear in Fig. 14.  


The important quantities for characterizing the noise source spectrum, and hence the cyclic 
correlation functions, are the boundary-layer thickness  and the friction coefficient , which 


appear in the boundary layer spectrum model in Eq. (34). The effect of these parameters on the 
cyclic correlations functions is presented below. 


 


Fig. 14 Variation of cyclic autocorrelation functions versus the boundary layer displacement δ and the 
friction coefficient  


Figure 14 shows the sensitivity of the predicted cyclic autocorrelation functions to the boundary-
layer thickness δ. As δ is reduced the cyclic auto correlation functions become narrower around 
the zero-lag angle and thus  decreases. Note that very little effect on the CAC 
was observed due to changes in frictional coefficient. The reason for this can be explained by the 
much higher sensitivity of the radiated noise to δ compared with Cf, which affects the boundary 
layer pressure only at high frequencies.  


The CAC functions therefore relate to the source characteristics and not the propagation. In the 
present case,  controls the bandwidth of the CAC functions, as shown in Figure 14.  


The value of cyclic auto correlation at  corresponds to the mean square pressure 
(variance) in each cyclic order. Using the relations of Eqs. (9), (10) and (15); 
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Figure 15 compares the predicted and measured cyclic-spectral distribution of the acoustic 
pressure instantaneous variance computed using Eq. (36) normalized by their respective values at 
j = 0. Good overall agreement is obtained although there is a relatively larger discrepancy in the 
dominant first cyclic order.  


 
Fig. 15 Comparison of normalized cyclic spectral distributions between the prediction and measurement 


 
Figure 16 presents the time-variation of instantaneous mean square pressure reconstructed from 


 using the cyclic spectral components  up to 


j=3. Note that the phase of the predicted time variation of signals is adjusted to give the best 
match to the time of maximum mean square pressure. Reasonable qualitative agreement between 
the measured and predicted time variations are obtained with the predicted swishing amplitude 
found to be about 30% less than the measured variation.   


 


Fig. 16 Reconstructed time-variation of mean square pressure 
Predictions of the time-frequency variation of the radiated acoustic pressure spectrum was 


calculated from Eq. (26) and plotted in Fig. 17. At frequencies below about 1kHz, small 
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variations in radiated noise can be seen. However, since the levels in this frequency range are 
significantly higher than at higher frequencies, this low frequency variation determines the 
overall mean square pressure variation. At higher frequencies, two distinct peaks in the angular 
noise variation can be observed with a minimum location corresponding to a blade position at 
around  evaluated with respect to observer time. Figure 21 shows that this angle 


corresponds to a blade angle of 180 degs evaluated with respect to source time. Note that these 
angles will vary for different rotation speeds and observed position. A fuller analysis of the 
mechanism for these peaks is provided below. The two peaks are predicted to become narrower 
as the frequency is increased along with an increase in the number of smaller oscillations away 
from the main peaks. 


 
Fig. 17 Time-variation of acoustical pressure sound power spectral density levels 


The predicted time-frequency spectrum is now compared directly to the measured Wigner-
Ville spectrum in Fig. 18. Although the predicted levels generally overestimate the measured 
levels, similar time-frequency swishing behaviors can be observed. In both cases two distinct 
angular peaks are observed above about 2000 Hz with the first peak being slighly stronger than 
the second.  
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Fig. 18 Comparison of (a) predicted and (b) measured time-frequency sound power spectral density 
levels 


A clearer comparison between the measured and predicted time-variation of mean square 
pressure is presented in Fig. 19 showing the same data in Fig 18 integrated over the mid and 
high-frequency bandwidths identified in Fig 2. 


 


Fig. 19 Time-variation of mean squre pressure predicted and measured for the frequency bands (a) 
between 1750-5500 Hz and (b) above 5500 Hz  


The predicted peaks are about 10dB higher than the measured levels. However, the general 
behaviour with blade angle is well captured by the model. The theory developed in Section 5 is 
now further analyzed to determine the main factors which influence the time varying high-
frequency spectral characteristics referred to as ‘swishing’. Eq. (26) may be separated into the 
following terms: 
 


 


where 


 


and 
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The last term in Eq. (37), associated with the boundary layer surface pressure spectrum, 


is much less sensitive to the blade position. The remaining terms in Eqs. (38) and (39) are plotted 
versus frequency and blade angle in Fig. 20 where it may be observed that the high-frequency 
swishing characteristics observed in Figs. 17 to 19 are mainly due to the behavior of the blade 
unsteady loading function,  that exhibit nearly all of the same behavior with blade angle as 


the noise radiation plotted in Fig. 17. The low-frequency swishing behavior observed in Fig. 17 
is, however, dominated by the function  in Eq. (38), which also determines the overall 


swishing character of wind turbine noise due to its dominance of the spectrum.  


 


Fig. 20 Decomposition analysis: (a) , and (b) L 


At sufficiently high frequency the loading function of Eq. (30) can be approximated by,  


 


Figure 21 compares the approximate and exact behaviors of L defined in Eq. (39), computed 
using the exact and approximate formulations for the loading function at three specific 
frequencies, respectively. Note that the results in Fig. 21 are obtained using the contribution of 
single blade at the source time instead of summing all of the contributions from three blades at 
the observer time. This result makes clear that the radiation peaks observed in Figs. 18 and 19 
occur at angles for which . It is seen that the locations of peak amplitude appear 
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independent of frequency with a minimum angular location at around  defined with 


respect to source time.  


 


Fig. 21 Variation of a loading function and its input arguments during one rotation at a constant frequency 
for a receiver at : (a) & ( d) 500 Hz, (b) & (e) 4000 Hz, and (c) & (f) 7000 Hz  


 
Combining Eq. (31) with Eqs. (25) and (20) and substituting into the condition,  the 


following expression is obtained for the time (or blade angle  at which peak radiation occurs,  


 


Two important observations can be made from Eq. (41). First, the blade angle for which 
 is a function of the receiver position and the flow and blade speeds, but independent of 


frequency (as already implied in the discussion about the result in Fig. 21). Second, if the 
Doppler effect is neglected. i.e., , there is no real solution to Eq. (41) for the blade angle. 


In other words, the observed double-peak phenomenon does not occur in the time-frequency 
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noise spectrum due to a stationary blade in a steady mean flow.   


 


Fig. 22 Predicted “shadow swish zone” on the ground level (z= ): computation is performed on the 


mesh of  where n=0:9 


and m=0:36.  
Equation (41) defines a ‘shadow swish zone’ in which the double-peak behavior observed 
previously cannot exist, where the plane of rotation is along the x = 0 plane and the axial flow 
direction is in the positive x - direction. Figure 22 presents the predicted noise map evaluated on 
the ground ( ) in the vicinity of the wind turbine. The white area denotes the regions 


where the radiation contains two peaks whereas black area denotes the shadow swish zone where 
two-peak behavior cannot exist. Except for the locations very near the wind turbine, the shadow 
swish zone is spread over the range of upstream angles,  and downstream 


angles, of the wind turbine. Here,  is defined in Fig. 22. 


However, for the receiver located around near the plane of rotation, on the ground, there 


are always two blade positions for which , irrespective of the distance between the 


receiver and the center of a rotor. 
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To investigate the physical condition that give rise to these peaks, Eqs. (21) - (22) are substituted 
into Eq. (41) and rearranged to give, 


 


which suggests that the peaks occur when the component of blade rotation Mach number in the 
direction of the observer, , is equal to the term on the right-hand side of Eq. (42).  


 


Fig. 23 Directivity spheres computed using the exact (a) and approximate (b) loading functions with the 
projected trajectories of the observer locations denoted by ‘P’ shown in Fig. 22: the contour values equal 


to  . 


In order to assess the influence of the loading function L in Eq. (39) in combination of the 
Dopper factor on the two-peak phenomenon and thus high-frequency swish character, it is useful 
to know the position of an observer in a blade-fixed coordinate together with the directivity due 
to the L function. For this purpose, the trajectories of the observer locations on the directivity 
sphere, during one revolution of the blade, are projected on the high-frequency directivities 
computed using the exact and asymptotic form of loading functions, respectively in Fig. 23. The 
computed directivities are normalized by , and the exact directivity of L is computed at the 


frequency of 10,000 Hz. In fact, the normalized exact function L  is a very weak function of 


a frequency in the high frequency range and the normalized approximate loading function of Eq. 
(40) is independent of frequency. It can be seen that the two predicted directivities are in close 
agreement and that each observer location denoted by ‘P’ in Fig. 22 follows a circle at more or 
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less constant ‘latitude’  where  depends on the observer’s angle . The three 


upper circles in Fig. 23 represent the trajectories of observer locations P1 to P3 in Fig. 22 in a 
blade-fixed coordinate, while the three lower circles correspond to the downwind locations P5 to 
P7. Figure 23 illustrates that the high-frequency swishing character depends on the variation of 
the directivity levels along each circle. Thus, the high-frequency wind turbine noise perceived by 
an observer on the ground on a circle around the turbine is due to the directivity characteristics of 
the loading function in combination with the Doppler effect. The observed two-peak 
phenomenon occurs when the observer’s circle intersects the peak radiation of the loading 
functions denoted by the red contours in Fig. 23. The observer position such as P1, P2, P3, P6 and 
P7 whose corresponding circle doesn’t meet the peak radiation contours belong to the shadow 
region, as shown in Fig. 22. The peak radiation contour lines are symmetric about the X-Y plane 
but asymmetric about the Y=0 plane because the blade velocity vector is asymmetric as 


 in the airfoil-bound coordinate. 


 


Fig. 24 Time-variation of acoustical pressure sound power spectral density levels for a receiver at  


 
Typical predictions of the time-frequency variation of acoustic pressure radiated to an obsever in 
shadow swish zone is plotted in Fig. 24. As predicted a single peak is observed in the high-
frequency frequency range.  
 


8. Conclusion 
Cyclostationary analysis has been applied to the measured noise from a large modern upwind 


axial wind turbine. It has been shown that cyclostationary spectral analysis via its various time-
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frequency representations has allowed the noise sources and their propagation character to be 
separately analyzed. The rotor self-noise model due to Amiet has been reformulated to allow 
direct comparison with the cyclostationary measurements and provides a prediction model for 
wind turbine noise. Prediction results using this model have been compared with the measured 
data. These comparisons reveal three important physical observations. First is that the length-
scale involved in the cyclic auto correlation functions is related to those of boundary layer 
turbulence spectrum. The second is that bi-modal shapes in the time-frequency spectrum that are 
dominant in the high frequency range are due to the characteristics of the cyclic time variations 
in the unsteady blade loading function. The third is the overall swishing character is determined 
by the directivity functions. Finally, based on this analysis, a simple algebraic formula to 
approximate swishing index level (SWIL) has been derived to assess the swishing character of 
far field wind turbine noise. Predictions based on this formula show good agreement with exact 
calculations. 
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Summary   
We propose in this work a method to predict the variability in wind turbine noise calculations 
due to wind speed and direction fluctuations. First, wind lidar data measurements during a 24-
hour period are analyzed, and four periods with different atmospheric stability conditions are 
selected. Then, a wind turbine noise model based on Amiet's theory for trailing edge noise is 
presented and used to predict the sound pressure level at a fixed receiver during the 24-hour 
period. Finally, a Monte Carlo sampling method is described that allows us to accurately predict 
the statistics of sound pressure level during each selected period. The variability is seen to be 
much more pronounced during the day than during the night, and statistical quantities are 
shown to depend on the period duration considered. 


1. Introduction   
Wind turbine noise depends on numerous factors such as wind turbine characteristics, receiver 
position, atmospheric conditions, ground type and terrain features. The accurate modelling of 
all these factors is a difficult task. Furthermore, the accuracy of the models may be limited by 
uncertainties, that can be classified as either epistemic or aleatory. Epistemic (or reducible) 
uncertainty comes from incomplete information or imprecise measurement of a quantity (e.g. 
source-receiver geometry). On the other hand, aleatory (or irreducible) uncertainty, also called 
variability, is inherently random (e.g. atmospheric turbulence). 


In this paper, we propose a method to predict the variability in wind turbine noise calculations 
due to atmospheric conditions. We consider a trailing edge noise model based on Amiet's 
theory, applied to a full-scale 2.3 MW wind turbine. Both wind speed and direction are 
considered random, and the variability of wind turbine noise is calculated using the Monte Carlo 
sampling method. To do so, high frequency wind lidar data measured at the SIRTA, an 
atmospheric observatory located South of Paris, are analyzed in order to obtain realistic 
probability density functions for different atmospheric conditions (stable and unstable 
atmospheres). Convergence and validation tests are performed to ensure the reliability of the 
method. Finally, predictions of the statistics of the sound pressure level for various periods are 
detailed.  


2. Meteorological data measured at SIRTA                                                                             
SIRTA (Site Instrumental de Recherche par Télédétection Atmosphérique) is an atmospheric 
observatory located 20 km south of Paris (Haeffelin et al., 2005). In this work, we used data 
from two SIRTA instruments : 


• a wind lidar that provides the wind speed and direction between 40-meter and 200-meter 
height with a time resolution of 4 seconds ; 


• a sonic anemometer at 10-meters height that provides estimates of the friction velocity 
u*, temperature scale T* and Obukhov length L* every 10 minutes. 







2 
 


The parameters u*, T* and L* are useful to determine the type of stratification occurring in the 
atmospheric boundary layer (Stull, 1991). The atmosphere is typically stable (L* > 0) during a 
clear night, with temperature increasing with increasing altitude, which discourages vertical air 
motion. On the contrary, the atmosphere is typically unstable (L* < 0) during daytime, with 
significant vertical air motion. 


We analyzed 24 hours of data between 8:30am the 19th and 8:30am the 20th of October 2011. 
This day was selected because no rain occurred, the cloud cover was low and the wind was 
mostly blowing from the West where the terrain is open and flat. In Figure 1, the wind speed U 
at 80-meter height and the angle τ are plotted for the whole 24-hour period, where τ is the 
difference between the wind direction at 80-meter height and its mean over the whole period. 
The mean wind speed is 6.7 m/s, and the mean wind direction is 296°, where 0° corresponds to 
the North ; by definition the mean of τ is 0° over the whole period. 


We observe in Figure 1 than during the night - between approximately 6:54 pm and 8:17 am at 
this time of the year - the fluctuations of wind speed and direction are much weaker than during 
the day, which can be linked to the stability of the atmospheric boundary layer. Four periods of 
duration 40 to 60 minutes, noted by letters A to D in Figure 1, will be analyzed in more details in 
the following. During each period, the friction velocity u*, temperature scale T* and angle τ vary 
by a small amount. The corresponding mean meteorological quantities for these four selected 
periods are given in Table 1. 


Table 1 : Mean meteorological quantities for the four selected periods. 


Periods <U> (m/s) <τ> (°) <u*> (m/s) <T*> (K) <L*> (m) 


A : 10h15-11h05 6.4 -29 0.44 -0.16 [-98 , -79] 


B : 13h55-14h35 7.7 -10 0.46 -0.08 [-280 , -128] 


C : 19h05-20h05 7.5 +7 0.08 +0.05 [1.6 , 20] 


D : 6h15-6h55 6.9 +19 0.18 +0.07 [21 , 47] 


 


Figure 1: Wind speed U at 80-meter height, angle τ and calculated sound pressure level SPL. 
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3.  Wind turbine noise calculations
3.1 Wind turbine noise model based on Amiet's theory


In a recent paper (Tian et al., 2014), we showed that the 
proposed by Amiet (1976) can be applied to a full
model is to estimate the spectrum of wall pressure fluctuations
results were obtained considering the empirical model proposed by Rozenberg 
that takes into account the effect of an 
mechanisms such as turbulence inflow noise and separation 
consider only trailing edge noise in this work.


This model is applied to a Siemens SWT 2.3
height is 80 meter, and it has three
previous work  (Tian et al., 2014), where w
wind speed is constant with altitude. 
atmospheres, but not necessarily in stable atmospheres characterized by a stronger wind 
shear. The rotational speed is supposed to increase linearly from 6
speed of 4 m/s to 16 rpm at the rated wind speed of 12
The calculations are performed for a spectrum of 58
octave band spectrum between 50


The receiver is fixed at a distance R
with respect to the wind direction as shown in Figure
to the wind direction. For the sake of simplicity, the receiver is placed on a ground that is 
supposed rigid, such that the sound pressure level (SPL) is 6
SPL. Note that it would be possible to consider a more realistic ground effect, a
companion paper (Tian and Cotté


The third octave band spectrum of sound power level (SWL) 
at τ=0° (downwind) is plotted in Figure
the spectrum is around 800 Hz for all wind speeds. The overall SWL is also plotted 
to wind speed in Figure 3(b). Finally, the directivity of SPL 
amplitude modulation is plotted in Figure
is the difference between the maximum and minimum SPL during one blade rotation. When the 
SPL is maximum, for downwind and upwind directions, the AM is close to 0, while AM reaches 
a maximum of 6 to 8 dB(A) for crosswind directions, where t
directivities are very similar for the three wind speeds considered.


Figure 2: Angle τ between the 
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ind turbine noise calculations  
noise model based on Amiet's theory   


, 2014), we showed that the trailing edge noise analytical model 
proposed by Amiet (1976) can be applied to a full-size wind turbine. The main difficulty of this 
model is to estimate the spectrum of wall pressure fluctuations at the trailing edge


sidering the empirical model proposed by Rozenberg 
effect of an adverse pressure gradient. Although other noise 


such as turbulence inflow noise and separation noise may be important, we 
iling edge noise in this work. 


mens SWT 2.3-93 wind turbine of nominal power 2.3
and it has three B45 blades of length 45 meters. In contrast with our 


, 2014), where wind shear were considered, we assume here that the 
wind speed is constant with altitude. This is usually a good approximation for unstable 
atmospheres, but not necessarily in stable atmospheres characterized by a stronger wind 


s supposed to increase linearly from 6 rpm at the cut
rpm at the rated wind speed of 12 m/s, with a pitch angle equal to zero.


The calculations are performed for a spectrum of 58 frequencies in order to estimate the third 
e band spectrum between 50 Hz and 2500 Hz. 


a distance R = 200 meters from the wind turbine, and makes an angle 
wind direction as shown in Figure 2 ; the rotor plane is always perpendicular 


direction. For the sake of simplicity, the receiver is placed on a ground that is 
supposed rigid, such that the sound pressure level (SPL) is 6 dB greater than the free field 
SPL. Note that it would be possible to consider a more realistic ground effect, a


and Cotté, 2015). 


spectrum of sound power level (SWL) in dB(A) estimated from the SPL 
=0° (downwind) is plotted in Figure 3(a) for a wind speed of 4, 8 and 12


Hz for all wind speeds. The overall SWL is also plotted 
Finally, the directivity of SPL normalized by its maximum 


amplitude modulation is plotted in Figure 4 for different wind speeds. Amplitud
is the difference between the maximum and minimum SPL during one blade rotation. When the 
SPL is maximum, for downwind and upwind directions, the AM is close to 0, while AM reaches 


dB(A) for crosswind directions, where the SPL is minimum.
directivities are very similar for the three wind speeds considered. 
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(a) (b) 


Figure 3: (a) Third octave band spectrum of sound power level, and (b) overall sound power 
level with respect to wind speed U for τ=0° (downwind). 


 
Figure 4: Directivity of the normalized SPL (top) and of amplitude modulation AM (bottom) for a 


wind speed of 4, 8 and 12 m/s. 


 
3.2 Reference calculations using SIRTA meteorologic al data  


The noise model is now used to calculate the overall SPL for each lidar measurement (U,τ) 
during the 24-hour period presented in Figure 1. First, the calculation is performed for each of 
the 20 459 measurement. This takes a long computation time since each calculation requires 
about 30'' to run on a regular PC. Second, the calculation is performed by linear interpolation 
between pre-calculated values. A total of 19 wind speed values between 4 and 13 m/s (step of 
0.5 m/s) and 30 angular values for τ between -85° and 60° (step of 5°) are considered, which 
includes all the data plotted in Figure 1. The SPL values calculated by linear interpolation are in 
agreement with exact values within 0.1 dB, and are obtained almost immediately. Thus this 
interpolation technique will be used in the next section to predict SPL variability. 


Figure 5 shows the SPL for all pre-calculated values. Because the angle τ is limited to the 
interval [-85° , 60°], the influence of the wind direction is quite weak. This τ interval is also 
delimited by the dashed vertical lines in Figure 4, which shows that AM will not exceed 
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2.5 dB(A) for this set of data. The SPL results for all measured data is shown in the bottom of 
Figure 1, where it is seen that the noise level fluctuations follow clearly the wind speed 
fluctuations.  


 


Figure 5: SPL as a function of wind speed U and angle τ for all pre-calculated values. 


4. Prediction of wind turbine noise variability 
4.1 Monte-Carlo method for predicting sound pressur e level variability  


We consider here a stochastic (Monte Carlo) sampling technique to predict the variability of the 
noise radiated by wind turbines. This technique is widely used and effective for uncertainty and 
sensitivity analysis (Helton et al., 2006; Leroy et al., 2010; Wilson et al., 2014). Two random 
variables are taken into account, namely the wind speed U and the angle τ, characterized by 
their probability density functions (pdf) f(U) and g(τ). Thus the expected value of sound 
pressure level can be obtained by (Wilson et al., 2014): 
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It is useful to introduce the cumulative distribution functions (cdf) F(U) and G(τ), that are the 
integral of the pdf f(U) and g(τ), to limit the integrals between 0 and 1. Since dF=f(U)dU and 
dG=g(τ)dτ, the integral becomes: 
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For ordinary Monte Carlo sampling, N uncorrelated random pairs of values for F and G are 
generated in the interval [0,1], and the integral is approximated by the average of the integrand 
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Each SPLn calculation is performed by linear interpolation using the method described in 
Section 3.2. 
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4.2 Estimation of probability density functions for  wind speed and wind direction  


To be able to apply the Monte Carlo sampling method to our problem, we first need to estimate 
the pdf of wind speed and direction from the meteorological data. For wind speed, we consider 
the normal and Weibull distributions, the latter being widely used in wind speed analysis (Lo 
Brano et al., 2011). For the wind direction (angle τ), only the normal distribution is used. 


The quality of the pdf fitting for the four selected periods is assessed using the Kolmogorov-
Smirnov (K-S) statistical test (Lo Brano et al., 2011). This test measures the distance of a 
random sample with a theoretical pdf by comparing the empirical cdf with the cdf of the  
reference distribution ; this distance is given by the K-S statistic D. Let the null hypothesis be 
that the samples are drawn from the reference distribution. The null hypothesis is rejected if the 
K-S statistic D is greater than a critical value that depends on the significance level α. The p-
value is the probability of having a test statistic D as large or larger than observed, or otherly 
stated the probability that the empirical cdf is as far apart from the reference cdf. If p is smaller 
than α taken as 1% here, the null hypothesis is rejected. 


  
(a) Period A (b) Period B 


  
(c) Period C (d) Period D 


Figure 6 : Fitted wind speed probability density functions for the four selected periods estimated 
using 10 bins.  


The results of the K-S test are summarized in Table 2, and associated pdf for wind speed are 
compared to the empirical pdf in Figure 6 using 10 bins. Table 2 shows that only two wind 
speed distributions are rejected (p < 1%), namely the normal distribution for period C and the 
Weibull distribution for period D. No normal distribution is rejected for wind direction. For 
period A, the Weibull distribution yields a better fit for wind speed than the normal distribution, 
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so it will be used in the next section. Both normal and Weibull distributions fit well the wind 
speed of period B. We choose arbitrarily to use the normal distribution in the Monte Carlo 
simulations of the next section. 


 


Table 2 : Kolmogorov-Smirnov goodness of fit test with a significance level of 1% using a 
normal or Weibull distribution for the wind speed U and a normal distribution for angle τ. 


The bold values correspond to the distributions that are used for the Monte Carlo 
simulations. 


Period A B C D 


Time frame 10h15-11h05 13h55-14h35 19h05-20h05 6h15-6h55 


p-value of K-S test for a 
normal distribution of U 9.6% 12% 5.5x10-5 1.9% 


p-value of K-S test for a 
Weibull distribution of U 16% 12% 6.9% 6.2x10-7 


p-value of K-S test for a 
normal distribution of τ 


21% 98% 16% 47% 


 


4.3 Results and discussion 


In this Section, we will present results for the four periods selected in Section 2, using the 
distributions obtained in Section 4.2. To assess the quality of the results, we compare the 
statistics of the Monte Carlo simulations with the statistics of the reference data. More 
specifically, we look at the mean value <SPL>, the standard deviation σ(SPL), the median 
µ(SPL) and the interquartile range IQR(SPL). The standard deviation and the interquartile 
range are two different measures of variability. The standard deviation is useful when the 
distribution is normal; in this case 68% of the data are in the interval <SPL>±σ(SPL), and 95% 
of the data are in the interval <SPL>±2σ(SPL). The interquartile range is more general: it is the 
range of the middle 50% of the scores in a distribution. It is calculated as the difference 
between the 75th percentile and the 25th percentile. 


First, we look at a typical convergence curve for the Monte Carlo simulations in Figure 7(a). 
The median and interquartile range of SPL is obtained using different number of simulations 
between 500 and 10 000. It is seen that the results do not vary anymore when the number of 
simulations is greater than 5000. In the following, N = 10 000 simulations are used for all Monte 
Carlo simulations. Second, the empirical cdf obtained from reference data and from Monte 
Carlo simulations are plotted in Figure 7(b) for the four periods. An overall good agreement is 
found between both curves, but small discrepancies are visible, especially for periods A and B 
corresponding to daytime. These cdf curves give us a lot of information about the probability of 
particular events. For instance, it appears that the probability of obtaining a sound pressure 
level greater than 45 dB(A) is significantly different from 0 only for period B. 


The statistics for reference data and Monte Carlo simulations are given in Table 3, and also 
plotted as box plots in Figure 8. In the box plots, the central red line is the median, and the 
edges of the box are the 25th and 75th percentiles; thus the height of the box is the interquartile 
range. The whiskers extend to the most extreme data points not considered outliers; their 
length is 1.5 times the IQR. Outliers are plotted individually in red only for the reference data, 
since there would be too many outliers for the Monte Carlo simulations using N = 10 000. 
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(a) (b) 


Figure 7 : (a) Convergence of Monte Carlo simulations for median and IQR of SPL of period B, 
and (b) empirical cumulative distribution functions for the four periods obtained from the 


reference data (solid lines) and from Monte Carlo simulations with N = 10 000 (dashed lines). 


 


Table 3 : Comparison of statistical quantities for SPL obtained from the reference data 
from Monte-Carlo simulations with N = 10 000. 


Periods Type of 
calculation 


<SPL> 
(dBA) 


µ(SPL) 
(dBA) 


σ(SPL) 
(dBA) 


IQR(SPL) 
(dBA) 


A : 10h15-11h05 
Reference 37.8 38.1 2.5 3.2 


Monte Carlo 37.8 38.2 2.7 3.5 


B : 13h55-14h35 
Reference 41.7 42.0 2.7 3.0 


Monte Carlo 41.7 41.9 2.6 3.4 


C : 19h05-20h05 
Reference 41.5 41.6 1.0 1.1 


Monte Carlo 41.5 41.6 1.0 1.2 


D : 6h15-6h55 
Reference 39.7 39.7 1.0 1.3 


Monte Carlo 39.7 39.7 1.0 1.3 


 


We observe in Table 3 and Figure 8 that Monte Carlo simulations predict quite well the 
reference data statistics. The main discrepancies are for the IQR of periods A and B where a 
maximum difference of 0.4 dB(A) can occur. We note also that the measures of variability, 
σ(SPL) and IQR(SPL), are approximately three times larger during the 2 daytime periods the 
during the 2 night-time periods, as was already visible in the SPL plot of Figure 1. 
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(a) (b) 


Figure 8 : Box plots of SPL for the four selected periods using (a) reference data, and (b) Monte 
Carlo simulations with N =10 000. Outliers are shown only for reference data. 


 


Finally, we look at the variability at an intermediate time scale of 10 minutes inside each 
interval. In Figure 9, the box plots for each 10-minute interval inside periods A and D are plotted 
using the reference data (similar results would be obtained using Monte Carlo simulations). The 
scale is different for both periods, extending over 18 dB(A) for period A and only 6 dB(A) for 
period D. It appears quite clearly that the SPL shows as much variability in all 10-minute 
intervals during the daytime period A, with an IQR between 2.7 dB(A) and 3.7 dB(A). The 
median value varies by a small amount, remaining between 37.4 dB(A) and 38.9 dB(A). On the 
contrary, the median value varies significantly during night-time period D, decreasing from 
40.9 dB(A) in the first 10-minute interval to 38.5 dB(A) in the last one; the variability is small 
during this period, with the IQR remaining below 0.7 dB(A). 


 


  


(a) (b) 


Figure 9 : Box plots of SPL using reference data for each 10-minute interval of (a) period A, and 
(b) period D. 
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5. Conclusion 
In this paper, we describe a Monte Carlo sampling method that can be use to predict wind 
turbine noise variability. The wind turbine noise model we use is based on Amiet's theory for 
trailing edge noise. From wind lidar data measured at SIRTA, we estimate the probability 
density functions of wind speed and direction during four selected periods, which allows us to 
predict the statistics of sound pressure level during these periods. The method is shown to yield 
accurate results by comparison with reference calculations. The variability is seen to be much 
more pronounced during the daytime periods than during the night-time periods, with an 
interquartile range approximately three times larger during the daytime periods. We also show 
that statistical quantities depend on the period duration considered. During night-time period D, 
the median value changes by more than 2 dB(A) between the four 10-minute intervals.  


In this work, we use the ordinary or "brute-force" Monte-Carlo sampling method because we 
are able to obtain a good convergence in a small amount of computation time. For more 
computationally intensive models (e.g. with more random variables), it might be useful to use 
more advanced sampling strategies such as importance sampling or Latin hypercube sampling 
(Helton et al., 2006; Wilson et al., 2014). In the future, it could be interesting to account for the 
effect of wind shear (Tian et al., 2014) and/or ground effect (Tian and Cotté, 2015) in the 
variability analysis. 
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Summary   


Directivity of wind turbine noise at noise sensitive receptor distances is a crucial parameter in 
the design process of wind farms. It allows  better predictions of cumulative noise impacts and 
can also inform the design of mitigation strategies tailored to specific wind directions. Real 
noise sensitive receptors are considered in this study and locations very close to wind turbines 
(ie. IEC 61400-11 measurement position) are not considered. In the case of wind turbine noise 
assessments, noise sensitive receptors are typically residential houses, located at distances 
over 400 meters, from the nearest wind turbine. Considering such distances outdoors, the 
propagation path is often complex and measurements are influenced overwhelmingly by 
background noise, especially as wind speed increases. Such complexity requires that extensive 
data sets are collected to try to establish a strong correlation of propagation from source to 
receiver for all wind directions. This study provides an overview of the current literature on the 
subject of wind turbine noise directivity, puts forward a methodology to establish directivity 
attenuation values from long term measurements at noise sensitive receptors, and presents the  
findings from long term measurements at one site.  


1. Introduction   


The noise emissions of a wind turbine are not equal in all wind directions; a person listening 
downwind of a wind turbine would be expected to experience higher noise levels compared to a 
person listening upwind of a wind turbine at the same distance. This investigation of directivity 
of wind turbine noise aims to quantify the differences in noise levels between downwind, 
upwind, cross winds but also in other more refined positions. When undertaking a wind 
resource analysis, or considering low noise modes, it is common practice to consider twelve 
“wind sectors”. The differences in wind turbine noise between twelve different positions spread 
30º apart in every direction (all at the same distance ~400m to 500m) around a large wind 
turbine are therefore the focus of this study. To report directivity attenuation values in a 
standard way, a polar coordinate system is used. As a convention, polar coordinate 0º is 
considered upwind, 90º cross wind, 180º downwind and 270º cross wind (on the other side). In 
this study, polar coordinate 180º (downwind) is the reference as it is expected to have the 
highest observed noise level, and noise levels in other positions are compared to it. For this 
reason, polar coordinate 180º downwind will always show 0dB directivity attenuation, and other 
polar coordinates are expected to show observations of directivity in excess of 0dB attenuation 
(i.e. lower noise levels are expected in other directions).      


The need for accurate directivity attenuation value s 
 
When undertaking noise predictions for a wind farm, propagation models use as an input sound 
power levels valid for downwind predictions [1] and therefore downwind propagation is usually 
assumed, as a worst case prediction. However, in a cumulative context, for situations where 







one receptor can not realistically be downwind of two wind farms (i.e. receptor between two 
wind farms) directivity attenuation values are used to adjust the downwind noise predictions to 
provide more realistic, lower predictions. Figure 1.1 and Figure 1.2 illustrate two situations 
when directivity attenuation should be considered to predict noise in an environmental noise 
impact assessment.  
Figure1.1:  Illustration of the use of directivity,  basic upwind-downwind situation 


 
Figure2.1:  Illustration of the use of directivity,  more complex situation 


 
 
Furthermore, directivity attenuation values are also required when undertaking noise 
predictions aimed at evaluating or designing mitigation measures for particular wind speeds 
and wind directions, where for example the noise limits are predicted to be breeched in 
full/standard operational mode. In establishing mitigation measures based on noise predictions, 
these have an impact on the power generation of a wind farm. Once a wind farm is consented, 
developers typically enter into negotiations with turbine manufacturers in order to find the 
turbine which offers the best financial return. If a chosen model shows marginal exceedence to 
the noise limits in full/standard operational mode, developers may evaluate the impact of low 
noise modes for specific wind speeds and specific wind directions. This targeted use of low 
noise modes may only incur a marginal overall power loss and therefore such mitigation 
measures are very important and are standard practice nowadays. The end result of the noise 
prediction exercise is to design an operational mode strategy, which will maximise the power 
output whilst meeting the noise limits. Figure 1.3 is an example of full/standard mode noise 
predictions over the classic 12 wind sectors whilst Figure 1.4 shows an example of the 
corresponding suggested operational mode strategy, usually designed by a noise consultant 
with the help of the developer and the turbine manufacturer who can inform on other non 
acoustic constraints to ensure it is not overly complicated and can be implemented in practice.  
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Figure 1.3  - Full/standard operational mode noise predictions over 12 sectors 


 
Figure 1.4  - An operational mode strategy designed  to meet imposed noise limits 


 
 
As shown, accurate directivity attenuation values are used more and more to feed into noise 
propagations models. The accuracy of these can have a direct impact on the power generation 
of a scheme.   


2. Review of relevant standards and studies                                             
 


2.1 Wyle project and NASA Technical paper 3057 in t he USA - 1988-1990 
NASA commissioned a number of studies on wind turbine noise in the late 1980’s and a 
number of reports were published in 1989-1990. The report "Wind Turbine Acoustics"[2 ] 
includes a section "Directivity of the source" which only relate to close distances. Another 
section of the report called "Directivity consideration for a Wind Power Station" report computed 
directivity pattern (in Figure 7-30 of the report) for a site with 5 rows of 31 turbines. The results 
are from a computer model, and no details are provided on how the calculations were made 
and little data is presented. The Wyle Research Report [3] provides measurements results 
based on a loud speaker suspended in the air to simulate a wind turbine. The report is not 
specific to directivity. Only a handful of data points are used to draw conclusions. 
Measurements were made in upwind and crosswinds and estimation is made that in upwind 
conditions no attenuation due to directivity is expected up to distances of 5.25 times the turbine 
hub height. 
 
2.2 JOR3-CT95-0091 (Joule Project) in Europe - 1998  
The contract JOR3-CT95-0091 “Development of a wind farm noise propagation prediction 
model”[4], often referred to simply as the Joule Project, was a research project funded by the 
European Commission. The project started in 1996 and the report, called “Final Report” dates 







May 1998. The report presents the results of a series of measurements made with a loud 
speaker suspended between 15 and 30meters above local ground level, emitting a constant 
sound power level of 113 dB(A). Different topography were tested. The measurement results 
are compared to various prediction models and a recommendation is made that ISO 9613 Part 
2 should be used and provides realistic results. No data, figures or graphs are presented, only 
final recommendations are included and the report concludes that conference presentations 
would follow. It has not been possible to trace presentations relating to directivity under this 
project. The focus of the 1998 report was not on directivity and there was no directivity 
attenuation values presented however it transpires from the IOA GPG [5] dated May 2013 that 
evidence from this project was later used to estimate directivity patterns. At the time of writing, 
there are no known reports which present the detail of such evidence.  
 
2.3 Presentation and papers by HMP and HLA in the U K - 2007- 2009 
Dr Andy McKenzie from Hayes Mackenzie Partnership (HMP) and Mark Jiggins from Hoare 
Lee Acoustics (HLA) gave a presentation called ‘Wind Turbine Noise – Cumulative Impact 
Assessment’ [6]; at the Institute of Acoustics Wind Turbine Noise Conference in 2007. It 
discusses the issues of cumulative noise impact assessment and presents a number of 
potential directivity attenuation which could be used when undertaking cumulative predictions. 
There are no details on how these values were calculated. Four tables, found in the 
presentation, includes values for a “pessimistic” assumption, two “less pessimistic” and one 
“much less pessimistic”. Hoare Lea Acoustics also presented a paper at the 2009 International 
Meeting on Wind Turbine Noise in Aalborg, Denmark. The paper looks at the accuracy of 
assuming downwind propagation in the prediction model to ensure that it is not “overly 
conservative”, as it may penalise wind farm implementation and renewable energy generation. 
The paper presents measured data and focuses on downwind measured data at receptor 
distances, whilst also showing measured data upwind. Directivity attenuation of 6 to 7dB for 
upwind conditions were observed on one site at 754m from a turbine by comparing two data 
sets of 90 degree width, one with downwind data and one with upwind data. A regression 
analysis on each data set was the basis of the comparison. The conclusions of the study were:  
“ISO 9613 offers a robust means of determining the upper turbine immission levels that may 
occur in practice under favourable, downwind propagation conditions. ….Further study of 
directional propagation effects would be beneficial given their relevance to large wind farm site 
and cumulative impacts.” 
 
2.4-Paper by Evans and Cooper in Australia – 2012 
Tom Evans and Jonathan Cooper reported in a paper in November 2012 [7] estimations of  
“propagation loss” which were in turn used to estimate directivity attenuation for upwind and 
crosswind. LA90 1min measurements at three measuring locations in line at 120m, 500m and 
1000m (from the nearest turbine in a large row of wind turbines) for two weeks formed the basis 
of the study. The topography in the propagation path included terrain features such as “a slight 
valley”. The methodology was based on comparing noise levels at two measurement locations 
in the same direction but at different distances. The measurement of reference for the 
comparison was the 120m measurement location which is an IEC 61400-11 position for the 
wind turbine considered. 
 
2.5 IEC61400-11:2012 International standard - 2012 
IEC 61400 Part 11[Error! Bookmark not defined.] is the standard used to measure and 
characterise the noise emissions of a wind turbine, inclusive of sound power levels for each 1/3 
octave band, tonality and as an option, directivity. The standard's main aim is to establish 
sound power levels of a single wind turbine for a range of wind speeds. To achieve a good 
signal to noise ratio (reduce the influence of background) the measurement position 
recommended is relatively close to the turbine to be measured, for a large modern 80m hub 
and 90 rotor wind turbine the distance is  approximately 125m distant from the base of the 
turbine. Measurements are required to be undertaken under downwind conditions (+-15 degree 
from downwind) at the main position. There are alternative measurement positions at different 







angles (same distance) which are optional for the assessment of directivity and a number of 
studies [8][9] have reported directivity on the basis of measurements in close proximity. The 
directivity attenuation values from studies reporting directivity at close proximity have not been 
reported in this review, as it was assumed that directivity at further distances is different (based 
on study [3] and guideline [5]).  
 
2.6 Institute of Acoustics Good Practice Guide (IOA  GPG) in the UK - 2013  
The IOA GPG [5] is the current reference of good practice for wind farm noise in the UK and 
provides references to past studies. The guide suggests potential values which can be 
considered. Section 4.4.2 states that:  
“Based on evidence from the Joule project ... current practice suggests that for a range of 
headings from directly downwind (0°) up to 10 degrees from crosswind (80°), there may be little 
to no reduction in noise levels; once in crosswind directions (90°) then the reduction may be 
around 2 dB(A); and when at sufficient distance upwind the reduction would be at least 10 
dB(A).”  
Section 4.4.2 also specifies that in order to use directivity attenuation values, the source to 
receiver distances should be between 5 and 10 turbine tip height. As an example, for a 100 
turbine tip height this would be at least 500 meters. Other values are also provided in section 
4.4.3 in a graphical form and referring to the work undertaken for NASA in the US in 1989-
1990. It should be noted though that the two graphs included in section 4.4.3 are not found in 
the quoted references and therefore the values have possibly been interpreted.  
 
2.7 Paper from Okada et al. from Japan -  2014  
The study “A field measurement of the directivity characteristics of wind turbine noise” [9]  
focuses on very close measurements at 50m from a single 1.5MW wind turbine, but also 
expands the findings with additional measurements at one location up to 200m from the 
turbine. Whilst the distance is less than the typical receptor distances (typically >400m), this 
study shows interesting results with regards to data analysis methodology. The findings 
indicate that correlating noise levels with power output or rotation per minute (RPM) could 
provide better characterisation compared to the typical correlation with wind speed. Their 
results are therefore based on using power output and RPM, and not wind speeds.  
 
2.7 Summary of literacy review  
Table 2.1 summarises the above relevant studies reporting directivity at distances over 400m, 
Table 2.2 and Figure 2.1 present their reported directivity attenuation values.    


Table 2.1 – Summary of literature review 


Reference name Type of terrain Distance of 
application 


Wind speed  
of 
observations  


Method used to obtain the 
values 


HLA at Aalborg 2009 
Flat, no 
vegetation, peat 
bog (G=0) 


~757m 9-13m/s at 
hub 


Measurements at one location at 
754 split into bins 90° wide, for 
downwind and for upwind. 
Followed by regression analysis. 


Evans and Cooper 2012 Complex (with 
slight valley) 


~500-1000m 
Above cut in 
and& up to 
12m/s 


Measurements at three locations 
at three distances and comparison 
between the locations. 


HMP&HLA  2007 presentation "pessimistic" Not specified  >400m Not specified Estimated* 


HMP&HLA 2007 presentation "less pessimistic1" Not specified >400m Not specified Estimated* 


HMP&HLA 2007 presentation "less pessimistic2" Not specified >400m Not specified Estimated* 


HMP&HLA 2007 presentation "much less pessimistic" Not specified >400m Not specified Estimated* 


IOA GPG 2013 Flat Terrain 7.5 Tip Height Flat 7.5 Tip Height Not specified Estimated** 


IOA GPG 2013 Flat Terrain 11 Tip Height Flat 11 Tip Height Not specified Estimated** 


IOA GPG 2013 Flat Terrain 18 Tip Height Flat 18 Tip Height Not specified Estimated** 


IOA GPG 2013 Complex Terrain 7.5 Tip Height Complex 7.5 Tip Height Not specified Estimated** 


IOA GPG 2013 Complex Terrain 11 Tip Height Complex 11 Tip Height Not specified Estimated** 


IOA GPG 2013 Complex Terrain 18 Tip Height Complex 18 Tip Height Not specified Estimated** 


IOA GPG 2013 <=5.25 Tip Height Flat &Complex 5.25 Tip height Not specified Estimated** 







* no paper available presenting on how these have been obtained. It is possible that it is a mix of the estimations from NASA 1990 reports and professional experience. 
** the NASA 1990 reports are quoted as the source but the data were not found within the quoted document. It may be an interpretation of the quoted reference. 


Table 2.2 –Summary of directivity attenuation value s found in literature 
Position number 1 2 3 4 5 6 7 8 9 10 11 12 


Direction (used as a 
convention for polar  
representation) 


0º  
(Upwind)  


30º 60º 90º 
(Crosswind)  


120º 150º 180º 
(Downwind)  


210º 240º 270º 
(Crosswind)  


300º 330º 


HLA at Aalborg 2009 
6 n/a n/a n/a n/a n/a 0 n/a n/a n/a n/a n/a 


Evans and Cooper 2012 
6 n/a n/a 0 n/a n/a 0 n/a n/a 0 n/a n/a 


HMP&HLA  2007 presentation 
"pessimistic" 10 9.3 6.7 2 0 0 0 0 0 2 6.7 9.3 


HMP&HLA 2007 presentation 
"less pessimistic1" 10 5.5 3.5 2 1 0.3 0 0.3 1 2 3.5 5.5 


HMP&HLA 2007 presentation 
"less pessimistic2" 10 7.6 5.2 3.1 1.5 0.4 0 0.4 1.5 3.1 5.2 7.6 


HMP&HLA 2007 presentation 
"much less pessimistic" 10 9 8 5.9 3.2 0.9 0 0.9 3.2 5.9 8 9 


IOA GPG 2013 Flat Terrain 7.5 
Tip Height 4.2 4 3 2 0 0 0 0 0 2 3 4 


IOA GPG 2013 Flat Terrain 11 
Tip Height 9 8 5 2 0 0 0 0 0 2 5 8 


IOA GPG 2013 Flat Terrain 18 
Tip Height 13 11.8 7.8 2 0 0 0 0 0 2 7.8 11.8 


IOA GPG 2013 Complex Terrain 
7.5 Tip Height 2.2 1.9 1.2 2 0 0 0 0 0 2 1.2 1.9 


IOA GPG 2013 Complex Terrain 
11 Tip Height 5 4.4 2.6 2 0 0 0 0 0 2 2.6 4.4 


IOA GPG 2013 Complex Terrain 
18 Tip Height 7.7 6.9 4.3 2 0 0 0 0 0 2 4.3 6.9 


IOA GPG 2013 <=5.25 Tip 
Height 0 0 0 2 0 0 0 0 0 2 0 0 


Figure 2.1 – Plot of directivity attenuation values  found in relevant literature 







 


The review of literature indicates that a number of directivity attenuation values exist for 
distances over 400 meter, but that supporting evidences, especially field measurements with 
large data sets are limited.   


3. Experimental design                                                                             
 


3.1 Concept   
Whilst IEC 61300-11 offers an option to measure directionality for wind turbines, it is only valid 
for representing directionality in close proximity of a turbine. In the context of environmental 
noise impact assessments, the interest of this study is to establish directivity attenuation values 
for a single large wind turbine and which are representative at typical noise sensitive receptor 
set back distances, approximately over 400 meter.  


At noise sensitive receptor distances, usually over 400 meter, it can be difficult to obtain “clean 
data”, not influenced by background noise. This is one of the major difficulties when 
undertaking such work. It is appreciated from the onset that the influence of background noise 
will remain the main source of uncertainty and effort should therefore be made to minimise this 
as much as practicable. Another difficulty is that collecting useful data completely depends on 
the weather and it can take months to collect the desired data set. Finally, access to 
operational wind turbine data is another key constraints for such studies; it may be easy to 
install a noise monitoring kit in a garden near a wind turbine, but having access to the 
operational data could prove much more difficult. In this context, making the data anonymous is 
usually an associated requirement to such sensitive data.   


A methodology has been developed for this study based on broadband 10min averaged noise 
levels recorded continuously over long surveys in proximity of operational wind farms. LA90 10min 


(UK, Australia), LA50 10min (France) and LAeq 10min can be considered. It is suggested that as a 







starting point, LA90 10min is used, as it is a good compromise between minimising the background 
noise influence and not removing completely all high recorded levels (which could be turbine 
noise). Such surveys in proximity of operational wind farms are typically undertaken as part of 
compliance monitoring surveys and it is anticipated that the methodology could be used to re-
analyse data with the aim to establish directivity attenuation values for a single large modern 
wind turbine.   


3.2 Data collection principles 
Data such as wind speed, wind direction, operation timer (duration of normal operation in 
seconds for each 10 minute), rain as well as noise data at one Noise Monitoring Location 
(NML) are required. All data need to be recorded on the same time basis to allow correlation 
(i.e. what was the noise level, wind speed and wind direction at a given time and was the 
turbine actually operating). Careful selection of the wind farm site and the noise monitoring 
locations are considered to be the two most important parameters before undertaking any 
analysis of recorded data.  


The site topography should preferably be flat in order to reduce the uncertainties associated 
with complex propagation and which may unduly affect the results. Whilst it may be desirable to 
also establish directivity attenuation values for complex sites, it would be preferable to first 
acquire as many robust data sets as possible reporting on sites with simple topography. For 
this methodology, a site with a single wind turbine is preferred but larger number of turbines (up 
to ~6) can be considered, preferably with square layouts and not layouts with rows of turbines. 
A quiet rural site with no major noise sources is preferable.  


The noise monitoring location would ideally be in the middle of an empty field (no leafy 
vegetation) at approximately 400 to 500 meters as it is judged that noise sensitive receptors are 
rarely found under 400m distances and that between approximately 400m and 500m, the 
influence of background noise is already significant; and measuring at much further distances 
would be detrimental in this respect. Direct line of sight between the noise equipment and the 
wind turbines is essential. And finally, having a baseline, either from a previous background 
noise assessment (wind farm specific with wind speed correlation) or by collecting data with 
turbines switched off would be ideal to better appreciate the influence of background. If 
possible the raw data (ie. not only the resulting trendline) of the original baseline would be 
acquired so that it can be used for this specific analysis. It is recognised though that such data 
set may be dated or very difficult to obtain and it is therefore not a crucial part of this 
methodology, as long as a large number of NML selection criteria are met.  


3.3 Data Analysis principles  
It is suggested that realistic downwind noise predictions are undertaken in advance of the 
analysis and that the predicted wind farm noise levels are compared to the baseline, if 
available. Such comparison provides an indication before starting the survey about the wind 
speed range which should be investigated. It is expected that the wind speed range will be 
limited to a narrow 2 to 4 m/s wind speed range starting just after the wind turbine cut in wind 
speed. The reason is that background noise, beyond a certain wind speed, will exhibit similar if 
not higher noise levels than the specific wind turbine noise. This is illustrated in Figure 3.1. 


Figure 3.1 – Example comparison of baseline and pre dicted levels 







 


A wind speed filter should be applied, on the basis of the analysis performed as illustrated in 
Figure 3.1 above. The range 4-7m/s at hub height is expected to be the range of interest for 
most modern large multi mega watt turbines. All obvious exclusions should apply such as rain 
or removing periods when the turbines were not operating for 600 seconds out of 600 seconds 
according to the operation timer. It is recommended that a time filter is applied, to consider only 
data during the quietest periods, these are likely to be in the middle of the night. However, to 
avoid removing too many data points, especially those in rare wind directions, such filter should 
be used with care and with a certain degree of flexibility. It will be necessary to rotate the wind 
direction recorded in order to present the results in a standard way, on a polar coordinate 
system for which coordinate 0º is considered upwind, 90º cross wind, 180º downwind and 270º 
cross wind. The rotation to apply is calculated simply as  0º minus real upwind wind direction on 
the measurement site. As illustrated in Figure 3.1, for the example presented in this paper the 
real upwind condition on site occur during easterly winds (90º) therefore a rotation of -90º is 
applied to all 10minute data. It should be noted that this step greatly helps towards making the 
site anonymous (as long as the rotation adjustments in not provided in any reporting).  


All data are binned into twelve wind direction bins, also called sectors. Bin 0º includes data from 
345º to 15º, bin 30º includes date from 15º to 45º and so on. A regression analysis is performed 
for each data set to find the line of best fit. A statistical average could also be considered, 
however, the regression analysis is preferred as this requires the analyst to review all data 
points within the data set on a graph, providing valuable additional information and context; 
which is preferable in comparison to just an average number. The resulting lines of best fit (12 
lines) are at this stage “Total Noise”. A background correction would preferably be applied to 
extract the “Specific turbine noise”. For such correction, a background representing wind speed 
for all wind directions could be used. In the absence of robust background levels for the 
correction, the careful selection of monitoring location and wind speed range should be 
considered very. To establish the directivity attenuation values, the downwind noise levels are 
used as a reference and all other directions (11) are compared to it. An arithmetic substraction 
downwind noise level minus other sector noise level provides the directivity attenuation value.   


3.4 Checklist before proceeding to data analysis 
To help selecting an appropriate site and monitoring location, a checklist summarising the 
recommendations in sections 3.2 and 3.3 has been created. Table 3.1 below provides the 
checklist completed for “Site01_NML01”, the results of which are presented in the next section. 
Figure 3.2 illustrates the measurement set up.  


Table 3.1 – Example of a checklist before proceedin g to data analysis 
Site ID and Noise Monitoring Location(NML) ID: Site01_NML01 







Criteria to check Checked Comments 


NML near a large modern multi mega watt turbine?  
Detail brand and model of the turbine(s) if possible in the comments. 


Yes  >2MW Turbine(s) on a 60m hub. 


NML ~400-500m from the nearest turbine ? Yes   


NML in a field, or has limited vegetation, or has limited nearby 
wind induced noise sources ? 


Yes Not in a field, but hardly any vegetation around. 


Direct line of sight between NML and wind turbine(s) ?  Yes  


Quiet rural environment with no major noise sources ? Yes  


Site topography is flat or not too complex ? Yes Gentle slope from turbine(s) to receptor,  


The wind turbine(s) layout is a single turbine or small scheme ~6 
wind turbines with square layout ? 


Yes Small scheme of 2 turbines 


Operational data (10 minute averaged) is available?   
This should include operation timer, wind speed and wind direction as a 
minimum. 


Yes  


Rain data (10 minute averaged) is available?   Yes Recorded at or near NML by a tipping rain gauge placed 
on the ground.  


Noise LA90 and LAeq 10 minute is available and the turbine(s) 
were audible above background noise during site visits?  
Please include details about the noise meter in the comments. 


Yes RION NL32, microphone placed vertically 1.5m above the 
ground fitted with a RION WS-03 wind shield. 


A time filter to select the quietest periods of the days during the 
survey will be necessary?  
Please include details in the comments. 


No Site location is generally quiet with little variation of noise 
levels over the course of a day (i.e. No rush hour traffic 
etc…).  


Background noise is available from past survey or by having 
switched off the turbine(s) and  it can be used to correct results 
in all 12 wind direction bins ?_  


No Not available, good monitoring location chosen to mitigate 
the background influence as much as possible.  


Wind speed of interest (due to low background influence) will be 
~4-7m/s at hub or  else based on comparison with predictions?   
Specify detail in comments. 


Yes 4-7m/s used by default 


The recorded entire data set has enough data recorded for the 
wind speed of interest in the majority of wind directions? 


Yes Extensive long term survey ~3 months, good amount of 
data available in all wind directions. 


Analysis was undertaken to calculate a rotation adjustments (0º  
minus real upwind wind direction) ?  


Yes See Figure 3.1, upwind is in easterly winds for this specific  
site, therefore all data will be adjusted by -90º for the 
purpose of reporting directivity values. 


 


Figure 3.2 – Noise Monitoring Location and the twel ve wind directions 


 
  
4.0  Field measurements results at one location 
 
Preliminary results, from analysis of the data recorded at “Site01_NML01” (from Table 3.1 
above) are presented in the following Figures and Tables.  
 


Figure 4.1 – Wind conditions during the survey at S ite01_NML01 
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Table 4.1 – Number of data points included in the a nalysis of Site01_NML01 


Wind 
Sectors 


0º  
(Crosswind) 


30º 60º 90º 
(Upwind) 


120º 150º 180º 
(Crosswind) 


210º 240º 270º 
(Downwind) 


300º 330º All Wind 
Directions 


4 234 139 57 35 52 69 118 97 105 63 72 83 1124 


5 196 50 40 24 56 151 323 167 103 107 101 101 1419 


6 155 12 26 38 64 201 353 97 60 117 91 67 1281 


W
in


d 
S


pe
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t 
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(m
/s


) 


7 80 27 22 40 41 161 333 48 22 74 47 63 958 


 


 


 
 
 
 
 
 
 
 


Figure 4.2 – Regression analysis performed for each  of the 12 sectors at Site01_NML01 
 







 
Table 4.2 –Directivity attenuation values measured at Site01_NML01   


Wind 
Sectors 


0º  
(Crosswind) 


30º 60º 90º 
(Upwind) 


120º 150º 180º 
(Crosswind) 


210º 240º 270º 
(Downwind) 


300º 330º 


4 -2.2 -0.8 -0.5 -1.4 -1.0 0.9 0.0 0.8 1.6 1.7 1.9 1.1 


5 0.1 0.6 0.3 -0.2 0.4 1.4 0.0 0.8 2.4 2.6 3.3 2.3 


6 2.5 2.0 1.1 1.0 1.8 1.9 0.0 0.7 3.2 3.6 4.6 3.6 


W
in


d 
S


pe
ed


 a
t 


hu
b 


(m
/s


) 


7 4.8 3.4 1.8 2.2 3.2 2.4 0.0 0.7 4.0 4.6 6.0 4.8 


 
 
Figure 4.3 – Plot of directivity attenuation values  measured at Site01_NML01 







 
 


Figure 4.4 – Polar plot of directivity attenuation values measured 


 


 







4.0 Discussion 
The initial results from “Site01_NML1”, based on total noise show that:  


• The 4m/s results are inconsistant. The potential cause could be that the turbine noise 
levels at this wind speed are not high enough in comparison to the background noise 
levels. This is a wind speed bin just after cut in and perhaps too early to measure  
turbine noise.  


• The 5 to 7m/s results shows that with increasing wind speed, directivity attenuation 
seems to increase. In other words, the windier/noisier, the more directive the turbine 
noise becomes.   


• The results either side of downwind (150º and 210º) show already 1 to 2dB 
directivity. This would imply that directivity patern are observed as soon as 30 
degrees either side of downwind, and match broadly in downwind the values from the 
HMP&HLA 2007 presentation ”much less pessimistic”.     .   


• The results for 300º-330º shows much higher attenuation value compared to 30º-60º.  
Generally speaking the average noise levels (ie. regression analysis) will be more 
accurate in 300º-330º as these polar coordinates (used for reporting directivity) 
correspond to south westerly winds therefore more data is available. The difference 
observed could also be due to topography as it is not completely flat.  


 
It may be beneficial to consider undertaking the analysis based on Power Outpout and RPM, 
and not based solely on wind speed. Also, it is envisaged that binning wind direction in lower 
resolutions to establish results over 8 or 4 wind direction bins for example would be usefull to 
include more data in each bins and compare the results. The methodolohy was developped to 
help identify suitable site and help to acquire a database of directivity attenuation results. As 
there is a large choice of values to choose from the litterature and even within current good 
practice guidelines, there is a need to establish a generic set of recognised values which can 
be applied for all wind speeds, and if possible at all noise sensitive receptors beyond 400 
meters from a wind turbine.         
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Abstract 
An approach to combine the actuator line technique with the improved Brooks, Pope, and 
Marcolini (IBPM) model for wind turbine noise calculation is presented. The IBPM needs Mach 
number, local angle of attack and blade position as an input. These can be calculated 
accurately with the actuator line technique for any kind of flow conditions. We investigated 
laminar/ turbulent inflow, as well as wind shear and yaw of the 2.3 MW NM80 wind turbine. The 
turbulent case shows higher noise levels than the laminar one. Yaw changes the directivity 
from a dipole characteristic to an oval shape, inclined by the yaw angle. 


1. Introduction  
Aeroacoustic noise from wind turbines is an issue of growing importance. The pace of growth of 
on-shore wind energy has led to turbines being placed closer to where people live. Placing the 
turbines close to residential areas creates acceptance problems, especially in densely 
populated areas such as Europe. Consequently noise regulations have become stricter, 
particularly in Denmark. 
In the past the most dominant noise was generated by the mechanical components of wind 
turbines. Due to well manufactured wind turbines this noise level could be lowered, so that the 
most dominant noise of modern wind turbines is due to aerodynamic interactions of the blades 
with the incoming flow. 
Aerodynamic noise can be divided in two major mechanisms. Turbulent inflow noise appears 
due to the interaction of the rotor blades with atmospheric turbulence. Airfoil self-noise is 
generated by the interaction of locally undisturbed flow with the airfoil.  
For both mechanisms semi empirical formulations have been published by fitting experiments 
to acoustic analogies. In this paper we use the improved Brooks, Pope, and Marcolini model 
(IBPM) (Zhu et al. 2005) to calculate the wind turbine noise. Turbulent inflow noise is calculated 
according to Lowson (Lowson 1993). The airfoil self-noise calculation is based on the model of 
Brooks, Pope and Marcolini (Brooks et al. 1989). 
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Both models need geometrical data of wind turbines, such as airfoil orientation and shape, 
which are known in advance. On the other hand they also need aerodynamic properties, such 
as local angle of attack and relative velocity at the blade. 
Due to the increasing computational power, highly accurate aerodynamic computations of wind 
turbines are becoming more and more popular.  
In the present work Large Eddy Simulations (LES) with the actuator line technique are used to 
obtain the needed aerodynamic properties. With this method wind turbines in wind shear, yaw, 
atmospheric turbulence and wake conditions can be simulated. 
The paper is organized as follows. In section 2, the methodology of the actuator line technique, 
the used IBPM model and adding atmospheric turbulence is described. In section 3 the results 
are presented and discussed. Section 4 contains the conclusion. 


2. Methodology 
Our approach to calculate noise of wind turbines is to use the actuator line technique 
(Sørensen Shen 2005) combined with the improved Brooks, Pope and Marcolini model. With 
the actuator line technique we get the time dependent, fluctuating flow field around a wind 
turbine. We can model different kinds of flow conditions, such as wind shear, yaw, and 
atmospheric turbulence. Important parameters are extracted from the actuator line calculation 
and used as an input of the IBPM model. 
 
2.1 Actuator line technique  
First we calculate the fluctuating incompressible flow field around a wind turbine with the 
Actuator Line Model and Large Eddy Simulation (LES). This is done with the block structured, 
multigrid FVM solver EllipSys3D, developed at the Technical University of Denmark (Michelsen 
1992) in cooperation with the Department of Wind Energy at Risø National Laboratory 
(Sørensen 1995). 
Forces are added to the flow computation along lines, representing the moving blades of a wind 
turbine, 
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with 𝑈𝑈𝑖𝑖 as velocity, 𝜕𝜕 as incompressible pressure, 𝜌𝜌0 as density, 𝜈𝜈 as kinematic viscosity and 𝒇𝒇 
as the added body forces. The body forces are calculated out of airfoil data. 
Out of the actuator line technique we get the fluctuating, relative flow velocity, position of the 
blade, and the current angle of attack at the blades. These values are used to calculate the 
noise emission of the wind turbine with the IBPM model. 


2.2 Improved Brooks, Pope, Marcolini model  
The IBPM model is a semi empirical acoustic generation model. Two different noise 
mechanisms are taken into account. Both are based on semi empirical equations of sound 
pressure levels for airfoils. Turbulent inflow noise is predicted with the model by Lowson 
(Lowson 1993). Airfoil self-noise is predicted with the Brooks, Pope, and Marcolini model (BPM) 
(Brooks et al. 1989).  
In the IBPM model each blade is subdivided into blade sections. For each blade section the 
sound pressure level is calculated. Afterwards the sound pressure level of each blade section is 
summed up and A-weighted to get the A-weighted sound pressure level at a specified observer 
position. 







Exemplarily the sound pressure level equation for Turbulent Boundary Layer Trailing Edge 
noise of the suction side is given by 
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The important parameters used by the IBPM model from the actuator line calculation are the 
relative Mach number M, the distance between the current blade section location and the 
observer point 𝑟𝑟, and the boundary layer displacement thickness 𝛿𝛿𝑠𝑠∗, which is dependent on the 
angle of attack, Reynolds number and airfoil geometry. For further details we refer to the paper 
by Zhu (Zhu et al. 2005). 
 


2.3 Atmospheric Turbulence 
To add turbulent inflow, we use the so called the Mann model (Mann 1994). Like in the actuator 
line technique, small forces are added to perturb the flow. These forces are computed with 
respect to the Mann model and saved as slices in a turbulent box. At specific time steps a slice 
of the turbulent box is added to the flow field in front of the rotor. The added forces generate a 
turbulent flow field, modelling atmospheric turbulence. 


3.0 Results and Discussion 


3.1 Calculation layout 
Within this paper we show the results of four different calculations. They are summarized in 
Table 1. All calculations are done for a NM80 wind turbine with a blade radius of 40m and a 
rated power of 2.3MW. 
 
 Wall Wind 


shear 
Yaw Turbulence Wind 


speed 
Tip speed  


a) x x x x 8.5 [m/s] 72 [m/s] 
b) x x x  8.5 [m/s] 72 [m/s] 
c)   x x 8.0 [m/s] 72 [m/s] 
d)    x 8.0 [m/s] 72 [m/s] 


Table 1: Calculation scheme 


For the first calculation a), the wind turbine is placed in a free stream of 8.5m/s. This calculation 
is used as a baseline to study the influence of wind shear, yaw, and turbulence on sound 
emission. Atmospheric turbulence is added in the second calculation b). The third calculation c) 
is done with a ground and the following wind shear profile is added, 


𝑤𝑤 = 𝑣𝑣0
𝑦𝑦
𝐻𝐻


𝛼𝛼
, 


with 𝑣𝑣0 as a wind speed of 8m/s at 10m height and a shear exponend 𝛼𝛼 of 0.1. In the last 
calculation d), a yaw angle of 15 degrees is added. The hub height is 60m. 


3.2 Angle of attack and relative velocity 
First we show in Figure 1 the change of the local angle of attack on blade 1. This data is 
extracted from the actuator line computation and is used as an input for the IBPM model. 
 
The local angle of attack and relative velocity are changed at the blade location due to the 
applied forces out of the actuator line technique.  
 
It can be seen that the local angle of attack at a blade section at 80% of the radius is almost 
constant for calculation a). With added atmospheric turbulence in front of the rotor the local 
angle of attack fluctuates strongly around the local angle of attack of calculation a). The 
difference in angle of attack is up to 3.6°. 
Calculations with wind shear show an expected, periodic change in angle of attack. At the top 
position of the blade the angle of attack is highest and decreases as the blade moves 







downwards to lower inflow wind speeds. The change in angle of attack is 1.1° without yaw and 
increases due to yaw to 2°. Also the maximum and minimum angles of attack are higher and 
lower with yaw, respectively. 


 
Figure 1: Local angle of attack over rotor revolutions of blade 1 at 80% of the radius 


The second input from the actuator line calculation to the IBPM model is the relative velocity 
and hence Mach number at each blade section. This is illustrated in Figure 3. It shows the 
same behaviour as the angle of attack.  
Due to the changes in angle of attack and local Mach number, the sound pressure level varies 
either periodically for wind shear cases, or chaotically due to turbulence.  
To illustrate the effect of the added turbulence, the flow field at a top view at hub height of the 
wind turbine is shown for case a) and b). 
 


 
Figure 2: Vorticity from top view at hub height, left a), right b) 


On the left, the vorticity field generated by the wind turbine can be seen for calculation a), on 
the right the one corresponding to calculation b). The flow is from left to right and the turbine is 
placed at the black line. In calculation a) the distinct tip and root vortices can be seen due to the 
laminar inflow. In calculation b) a turbulent box is placed at the red line,1R in front of the rotor. 
Vorticity is fluctuating at the inflow of the turbine and consequently angle of attack and 
velocities at the blade. 
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Figure 3: local Mach number of blade 1 at 80% of the radius 


 


3.3 Directivity 
In Figure 4, we show directivities at a distance of 80m. The maximum A-weighted sound 
pressure levels (SPL) is shown for calculation a), the average over all time steps for calculation 
b)-d). Each calculation consists of 10000 time steps. A directivity angle of 0° corresponds to a 
position behind the turbine, an angle of 180° to a position in front of the turbine. The total SPL 
is the sum of all noise mechanisms of all blade sections of the turbine. 
It can be seen that turbulence increases the SPL. The average value is higher for calculation b) 
than the maximum SPL value of calculation a). 
For the wind shear cases c) and d) it is observed that pure wind shear does not change the 
directivity in this plane. Yaw has a huge influence on the directivity. The dipole characteristic of 
the directivity is lost and changed into an oval like shape, shifted by the yaw angle of 15°. 
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Figure 4: Directivities of A-weighted sound pressure levels at 80m distance 


3.4 Sound power level 
Out of the IBPM model we also get the A-weighted sound power levels for the 1/3 octave band.  
In the following figure the averaged sound power levels are shown. 


 
Figure 5: A-weighted sound power level in 1/3 octave band 


The sound power level is higher at lower frequencies for calculations with wind shear. In these 
calculations the wind speed is set to 8m/s at 10m height, hence at hub height the wind speed is 
higher than in cases a) and b). Due to the higher wind speed, the angle of attack is higher. At 
higher angles of attack the boundary layer thickness is larger which leads to a higher noise 
level at lower frequencies. 
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4.0 Conclusions 
We developed a method to use the actuator line method combined with the IBPM model. With 
the actuator line technique any flow condition can be simulated and used as an input for the 
IBPM model. In this paper we showed results for noise calculations with laminar and turbulent 
inflow, wind shear and yaw. The time dependent change of angle of attack and Mach number 
are shown, as well as directivities for different flow conditions. 
In future work the calculations can be done for a turbine with wind shear and turbulence, as 
well as noise emission of a turbine in wake conditions. 
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Summary 


A wind farm operator’s obligations to carry out noise compliance monitoring at newly 
constructed wind farms is an increasingly significant aspect of a wind farm’s 
acceptance by a community, particularly in Australasia, where wind farm noise 
commissioning measurements are common place. 
 
The significance of wind farm commissioning works can be demonstrated, for 
example, by the submission to the Australian Federal parliament of the Renewable 
Energy (Electricity) Amendment (Excessive Noise from Wind Farms) Bill 2012.  
Whilst the proposed amendment was ultimately not passed by the parliament, wind 
farm noise monitoring remains an area of active interest to members of the 
community and politicians in Australia.  Further, the content of the proposed bill 
represented an intriguing challenge for wind farm operators, to continuously 
monitoring noise from a wind farm, with the potential requirement that the collected 
information be displayed in real time.  Such an approach to monitoring draws obvious 
comparisons with some continuous noise monitoring circumstances, for example the 
monitoring that occurs around major airports to assess noise impacts from aircraft.   
 


                                            
1
 Bridget Ryan formerly worked for Pacific Hydro and specifically worked on the establishment phase 


of this research project.  
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However, noise from wind farms at neighbouring residential properties can often 
occur at levels close to or lower than the ambient noise generated by sources such 
as traffic, birds, rain, wind in vegetation and farming activities.  Conversely, during 
part of the night-time period, background noise levels can often be much lower than 
the level of the wind farm.   
 
As a result, extensive assessment can often be required to determine the 
contribution of wind farm noise at a residential property located at moderate to large 
distances away from a wind farm and, in some cases, the assessment may ultimately 
be inconclusive. 
 
This paper reports on recent field research of a proposed continuous wind farm noise 
monitoring system, discussing the obstacles encountered in presenting real time 
wind farm noise information, along with the innovations by which they may be 
overcome.  In particular, the proposed system relies on intermediate monitoring 
locations between the wind farm and neighbouring residences.  The technical 
challenges associated with full implementation of such a system are discussed, as 
well as the implications the system may have on a wind farm’s social licence to 
operate and its general perception by the community and, in turn regulators and law-
makers. 


Forward by Pacific Hydro 


The Cape Bridgewater (CBW) wind farm is located on the south west coast of 
Victoria, Australia and has been operating since 2008.  Across the broader 
community the wind farm has been well received and the company enjoys a positive 
reputation.   Additionally, the CBW wind farm continues to operate within all current 
government noise guidelines and regulations. 
 
However, during this time Pacific Hydro had become aware of some resident 
dissatisfaction with the wind farm and of a number of claims they have made about 
negative impacts of living near it.  In most cases, these residents had objected to the 
wind farm before construction and in some cases had been part of a protest that saw 
the original planning approval by Energy Equity overturned by the Victorian Civil and 
Administrative Tribunal in 1998. 
 
External to the CBW environment, the anti-wind movement had begun to gain 
traction including in some cases via well-funded, professionally organised groups 
from Victoria and New South Wales. More recently anti-wind issues have been 
picked up by a number of prominent radio shock jocks, some federal conservative 
politicians and a number of independent Senators.  
 
A number of affected CBW residents have become deeply involved in these anti-wind 
groups as an outlet for their frustrations and to seek support, emotional and 
otherwise.   
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It is also clear that the issues faced by Pacific Hydro are not unique to CBW as other 
wind farm developers seem to be facing a similar situation.  This would indicate to 
Pacific Hydro that as the wind industry matures in Australia, community expectations 
of social performance will increase.  If the industry does not respond to this increase 
in expectations, we face the risk of an ever expanding regime of regulation and 
potentially a moratorium such that is currently affecting the coal seam gas industry in 
New South Wales and Victoria. 
 
While we can lay blame on others for “whipping up” concerns about wind farms and 
health and for having political or ideological motivations for their attacks on wind 
energy the company came to the realisation some 12 months ago that a revised 
approach to community engagement was required that has both meaningful 
interaction with the community and greater transparency of our operations at its core.  
 
It is this revised approach that guided the company’s decision to engage Marshall 
Day Acoustics to conduct the research outlined in this paper. 
 
While there appears no immediate plans to reintroduce the Excessive Noise Bill into 
the federal parliament, that does not signal the end to community desire for greater 
transparency and accountability from the wind industry. 
 
Pacific Hydro feel that this research has greatly assisted our, and hopefully the 
broader industries understanding of what is possible and improved our readiness 
should the bill be reintroduced. 
 
An argument could also be mounted for voluntarily adopting such an approach as 
there appears to be several wind farm management applications that could prove 
useful.  Such a move would also send a very strong signal to all stakeholders that the 
wind industry takes its responsibilities seriously and has nothing to hide.   


1. Introduction 


1.1 The Excessive Noise Bill 


Australia’s wind farm noise laws and reporting requirements are managed by state 
governments and usually administered by each state’s environment agency.  During 
2013, Australia’s national parliament was presented with proposed legislation [1] to 
require the collection and reporting of wind farm noise data in addition to existing 
state requirements.  . This bill serves to emphasise the potential of a continually 
expanding regulatory structure impacting on the Australian wind industry.  It included 
penalties for breaches of conditions and outlined an approach to data capture and 
reporting which was potentially untested.  The bill included the following provisions: 
 


For the purposes of this Act, a wind farm creates excessive noise if the level of noise 
that is attributable to the wind farm exceeds background noise by 10  dB(A) or more 
when measured within 30 metres of any premises:  
(a) that is used for residential purposes; or  
(b) that is a person’s primary place of work; or  
(c) where persons habitually congregate. 


 
[...] 
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The nominated person for an accredited power station that is a wind farm must ensure 
that information prescribed by the regulations relating to the following is published on 
the internet:  
(a) noise attributable to the wind farm;  
(b) wind speed and direction at the wind farm;  
(c) weather conditions at the wind farm;  
(d) power output of individual turbines at the wind farm. 


 
The bill was criticised by many groups on various grounds and eventually was not 
passed into law by Australia’s parliament.  In part, its inception appears to have been 
motivated by a lack of publicly available information about wind farm noise data 
collection and reporting. It is a requirement of planning permit conditions for most 
Australian wind farms to undertake post-construction compliance noise monitoring 
and submit a report to the relevant authority [2] [3] [4].  Rightly, or not, a number of 
Senators and members of the Australian community felt that access to noise data 
and operational information from wind farms was insufficient, inaccessible and/or 
deliberately hidden from the public.  


1.2 Research project 


During the public submission phase of the bill’s reading, a number of wind farm 
operators commented on the proposed monitoring requirements.  In their submission 
to the committee [5], Pacific Hydro opposed the adoption of the bill stating the 
following reasons: 
 


The bill seeks to add a layer of regulatory burden to the Renewable Energy Electricity 
Act for an issue (noise) which is most appropriately addressed by state planning and 
environmental regulations; not the federal Renewable Electricity Act. 
The bill seeks to apply an arbitrary and unscientifically based noise limit to wind farms 
in particular despite existing guidelines being in place for industrial noise sources and 
wind farms. 
The proposed noise limit cannot be measured on a real-time basis and hence would 
impose an unworkable requirement on generators. 
If adopted, this bill would set a precedent for all forms of infrastructure which will have 
significant impacts for ongoing investment in Australia, potentially for any noise 
generating source – be it a quarry, road, mine, processing plant, factory, or other 
electricity infrastructure. 


 
While Pacific Hydro had concerns about the practical implementation of the 
requirements of the bill, it acknowledged the potential need for additional information 
that is publicly accessible, but equally that the provision of such information should 
be technically robust, efficient (in terms of cost and time), administratively 
manageable and meet community needs.  At the point in time when the bill was 
tabled, no workable, tried, tested, agreed approach was known of. 
 
To examine the feasibility of a practical system designed to achieve outcomes 
consistent with the intent of the bill, Pacific Hydro began a collaborative research 
project with Marshall Day Acoustics.  The aim of this project was to test a proposed 
approach to continuous wind farm noise monitoring, data capture and reporting that 
could be used to provide information to regulators and to the public about wind farm 
noise.  Importantly, the project needed to consider and respond to the presentation of 
data to a general audience in a timely and cost effective manner.  
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1.3 Noise monitoring concept 


A core aspect of the Excessive Noise Bill was that wind farm noise levels be provided 
publically in real-time.  In Australia, wind farm noise assessment typically requires 
medium to long term unattended background noise (LA90,10min, LA95,10min) monitoring at 
residential locations, with a subsequent regression analysis of noise levels and wind 
speeds to estimate a trend of wind farm noise.  This process can additionally require 
corrections to account for pre-construction background noise levels, periods of rain 
and periods of high local wind speeds (at the microphone).   
 
While real-time monitoring of noise levels is used for some types of noise sources, 
such as airports, its application to wind farm noise may not give an accurate 
representation of wind farm noise levels: 


 Noise from wind farms at neighbouring residential properties can often occur at 
levels close to or lower than the ambient noise generated by sources such as 
traffic, birds, wind in vegetation and farming activities [6].  Therefore, while 
collecting real-time data with conventional noise monitoring equipment could be 
informative as a measure of total noise levels at the monitoring location at a 
given time, it would be challenging to determine the contribution of wind farm 
noise to the total noise level.   


 Real-time estimates of wind farm noise are likely to be less accurate than the 
regression based analysis of longer-term unattended monitoring data and are 
unlikely to be suitable for regulatory review or compliance assessment 


 
In light of these factors, it seemed that the emphasis of a real-time monitoring system 
would be better suited to the general provision of information to the public rather than 
formal assessment with regulatory requirements and evaluation of compliance with 
noise limits.  With this in mind the concept of a continuous noise monitoring process 
with periodic presentation of data was seen as the most likely outcome. 
 
Concurrently, the method of acquiring noise level data required consideration.  
Several noise monitoring methods are available including: 
1. Conventional (omnidirectional) outdoor noise monitoring systems 
2. Directional monitoring equipment 


3. Conventional systems (see 1) with a complex filtering regime2  


 
It was considered that the task of continuous monitoring, including general system 
maintenance issues and the presentation and explanation of the system to end users 
(regulators and the general public), would be well suited to a simpler style of 
measurement system such as System 1 above.   
 
On the balance of this range of factors, particularly the emphasis on informing 
communities rather than formally assessing regulatory compliance, it was 
conjectured that reliable results could be achieved by an unattended noise 
monitoring system at a location intermediate between wind turbines and residential 
locations, where the signal to noise ratio is comparatively greater.   
 


                                            
2
 For example, with filtering based on multiple one-third octave band thresholds, narrow band analysis or 


fine resolution time history analysis 
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This type of approach to measurement is commonly used for other types of 
environmental noise assessments [7] and has been proposed as an alternative way 
of assessing compliance in some recent wind farm documents [8] [9] [10].   
 
Therefore intermediate locations were proposed as the basis of a field study of a 
continuous noise monitoring system.  The following selection criteria were proposed 
to identify suitable intermediate measurement locations: 


 A predicted wind farm noise level higher than 45 dB LAeq, to provide an improved 
signal to noise ratio 


 A separation distance of at least 300 m to 400 m from the nearest turbine(s), to 
avoid measured noise levels being overly influenced by the noise contribution of 
a single wind turbine. 


 
Monitoring at intermediate locations was anticipated to provide a more reliable 
quantification of wind farm noise, which could potentially prove useful as an on-going 
source of up-to-date information to help inform wind farm neighbours about a farms 
operation and for wind farm data tracking for correlation with any complaints.  It 
would also reduce the burden on wind farm neighbours from having monitoring 
equipment installed near the dwellings for extended periods of time. 
 
Concurrently, as noise limits for Australian wind farms typically apply at residential 
dwellings, the results of monitoring at intermediate locations could not be directly 
compared with any existing residential limits.  Some degree of interpolation would be 
required for data collected at intermediate locations to be compared with limits.  For 
example, by correcting measured levels for the predicted wind farm sound level 
difference between the intermediate location and a residential location or, conversely, 
by determining a derived noise limit for the intermediate location.  
 
To validate the reliability of the intermediate locations, additional measurements were 
proposed at locations representative of neighbouring residential dwellings.   
 
It should also be noted that in the context of longer term environmental monitoring 
‘real-time’ may refer to immediate display of acquired data or, alternatively, display of 
data within a short time from its acquisition, for example one to two hours or one to 
two days depending on the context.  For the purposes of a feasibility study it was 
determined that acquiring noise data every twenty-four hours would be sufficient to 
demonstrate the ability for a continuous noise monitoring system to operate 
successfully.  If this target was achieved, subsequent works could investigate the 
practicality of a more regular supply of information. 
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1.4 Overview 


The key contextual aspects of the research project are summarised in Table 1. 
 
Table 1: Overview of relevant aspects of the research project 


Aspect Description 


Context An increased level of anxiety from some near neighbours to some 
wind farms resulted in the federal government considering new 
regulations for ongoing monitoring of wind farm noise. However 
there is no determined standard or methodology 


Stakeholders State & federal governments 
State regulators, such as Planning departments and Environmental 
Agencies 
Some local community members, particularly those who live in close 
proximity of a wind farm 
Industry and those interested in renewable energy 


Objectives To demonstrate to stakeholders a higher degree of transparency 
and accountability 
To investigate a new methodology with the aim of informing any 
new regulatory regime 


Scope Set up a research project with a field study of continuous noise 
monitoring at locations near turbines and near dwellings to 
understand the relationship between audible wind turbine noise and 
existing background noise (Methodology informed by the recent 
work [6] to test the collection and interpretation of noise data and 
prepare regular reports) 
Conduct monitoring at a number of locations 


Output An assessment of the suitability of real-time noise monitoring 
systems for wind farms 
Presentation of research outcome to the local community living near 
the surveyed wind farm and other stakeholders 


2. Study site and measurements 


2.1 Monitoring locations 


Pacific Hydro nominated one of their wind farms, the Cape Bridgewater Wind Farm 
(Stage 2 of the Portland Wind Energy Project), as a site for the research. 
 
Five monitoring locations were selected: 


 Two intermediate locations within the 45 dB LAeq predicted noise contour and 
within 300-400m from the wind farm (IL1 and IL2) 


 Three locations selected to be representative of residential dwellings nearby the  
intermediate monitoring positions (HL1, HL2 and HL3) 


 
The five (5) monitoring locations are presented in Figure 1 together with the 45 dB 
LAeq predicted noise contour and dwellings in the vicinity of the Cape Bridgewater 
Wind Farm. 
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Figure 1: Noise monitoring locations 


2.2 Equipment 


As the focus of the field study was to conduct an outdoor assessment of audible A-
weighted wind farm noise, a conventional outdoor noise monitoring system was used 
for measurements at all five (5) selected locations.   
 
For each location the noise monitoring system comprised of one 01dB DUO Smart 
Noise Monitor, one NetComm outdoor 3G router (to provide a boosted 3G mobile 
reception) and a solar panel and associated battery pack.  Additionally, a Vaisala 
WXT520 weather station was installed at each of the intermediate monitoring 
locations, IL1 and IL2.  A typical noise monitoring system is presented in Figure 2. 
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Figure 2: Typical noise monitoring system 
 
Microphones were installed approximately 1.5m above ground level (AGL).  
Associated weather stations, where installed, were also positioned approximately 
1.2-1.5m AGL, and approximately 2-3m away from the sound level meter.  Where 
required, an electric fence was installed around equipment to prevent disturbance 
from livestock and wild life. 


2.3 Sound level measurements 


Sound level meters were configured to measure broadband and one third octave 
band LAeq noise levels in 1 second intervals (LAeq,1s), including one-third octave band 
frequencies in the range 6.3Hz and 20kHz. 


2.4 Local weather data 


Weather data local to the sound level meters was collected at the two intermediate 
locations (IL1, IL2).  Six parameters are recorded simultaneously in 1 second 
intervals: wind speed; wind direction; rain intensity; air temperature; relative humidity, 
and; atmospheric pressure. 


2.5 Wind farm data 


Weather measurements from the wind farm site, including wind speeds and 
directions referenced at 10m AGL and hub height were provided from Pacific Hydro’s 
SCADA system along with selected turbine performance data including generated 
power and generator rotational speed. 


2.6 Data transfer 


Noise and local weather data was transferred from the sound level meter to a central 
database via the 3G network.   
 
Wind farm data was generally collated on a weekly basis with email transfer.  
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2.7 Monitoring period 


Monitoring spanned two consecutive periods: 


 An initial monitoring period of 3 months from December 2013 until March 2014.   


 A review of results indicated that while the proposed noise monitoring concept 
was working suitably, at some locations there was insufficient data for some 
weather conditions.  Monitoring was therefore extended for a further 3-4 month 
period, until approximately mid July 2014. 


2.8 Web interface 


During the field study phase of the project, a web interface was developed which 
could: 


 Manage data transfer from noise monitoring equipment to a central database 


 Display monitoring results use pre-determined assessment and display method  


 Present information to relevant stakeholders in an efficient and timely manner. 
 
The website is currently in the final-prototype phase of development. 


3. Data analysis and filtering 


 
In common with the measurement parameters detailed in the relevant noise 
assessment guideline for the project [11], LA95,10min sound levels were calculated from 
the measured LAeq,1s sound levels at each monitoring location.  These calculated 
noise levels were then correlated with the averaged hub height wind speeds 
collected at the nacelle of the three (3) nearest wind turbines over the same time 
period.  Each pairing of 10 minute LA95 noise level and average hub height wind 
speed is referred to as a data point in the following sections. 
Selected turbine performance data, together with local weather data, was used for 
basic filtering of correlated data points to remove periods where wind farm noise was 
less likely to be a dominant noise source.  Data points were filtered using the 
following criteria: 


 Average 10 minute power output from the three (3) nearest wind turbines of at 
least 150 kW, to remove data collected at or below cut-in wind speed 


 Average 10 minute wind speeds less than 5 m/s measured at the nearest 
intermediate monitoring location, to remove noise data potentially influenced by 
excessive wind induced noise on the microphone [12] [13] 


 Average 10 minute rain intensity equal to 0 mm/hr, to remove noise data 
potentially influenced by rain fall 


 Wind direction sectors representative of downwind conditions, to reduce the 
potential influence form extraneous noise sources. 
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The number of data points captured during the field study, including the amount of 
data points included in analysis after filtering, is presented in Table 2. 
 
Table 2: Number of analysed data points 


Monitoring 
location  


Number of 
collected data 


points 


Number of filtered 
data points 


Number of 
analysed 


data points 


IL1 30,255 26,943 3,312 


HL1 30,044 28,803 1,241 


IL2* 25,185 20,986 4,199 


HL2 21,243 20,184 1,059 


HL3 30,573 29,003 1,570 


* It should be noted that noise data was not collected at IL2 for six weeks due to power 
supply failure. 


 
Table 3 details the percentage of data points identified for filtering for each of the 
filtering variables detailed above together with the cumulative percentage of data 
points removed through the filtering process.  Data points were removed from the 
analysis when at least one of the filtering thresholds was exceeded. 
 
Table 3: Percentage of data points outside the filtering thresholds 


Monitoring 
location  


Power 
output 


Local wind 
speed 


No local 
weather 


data 


Rainfall Wind 
direction 


Cumulative 


 


IL1 28% 26% 9% 4% 68% 89% 


HL1 28% 26% 10% 4% 88% 96% 


IL2 31% 10% 20% 3% 57% 83% 


HL2 28% 7% 48% 2% 83% 95% 


HL3 31% 26% 10% 4% 81% 95% 


4. Outputs 


4.1 Binned analysis 


Correlated data points have been analysed for each integer wind speed bin to 
examine the relationship between measured noise levels and wind speeds. As an 
example, the 8 m/s bin includes all data captured at hub height wind speeds between 
7.5 m/s and 8.5 m/s.  The measured LA95,10min noise levels in each bin are then 
averaged arithmetically and the standard deviation is calculated.   
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For each noise monitoring location a chart is presented below with the following 
information: 


 Measured data points removed by filtering for power output, local wind speed 
and rainfall (light grey points) 


 Measured data points removed by filtering for wind direction sectors not 
representative of downwind conditions (black points) 


 Analysed data points (green points) 


 Binned average noise levels (red bars) with error bars indicated ± one standard 
deviation  


 
Binned average noise levels are only been displayed for wind speed bins containing 
a minimum of 20 data points. 
 


 
Figure 3: Measured LA95 noise levels at IL1 vs. hub height wind speed  
 


 
Figure 4: Measured LA95 noise levels at HL1 vs. hub height wind speed  
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Figure 5: Measured LA95 noise levels at HL3 vs. hub height wind speed  
 


 
Figure 6: Measured LA95 noise levels at IL2 vs. hub height wind speed  
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Figure 7: Measured LA95 noise levels at HL2 vs. hub height wind speed  
 
These figures demonstrate that the nominated measurement locations and basic 
filtering methods generally identify a collection of data points that are consistent with 
an expected trend of wind speeds and noise levels in the area around a wind farm.  
In particular, Figure 3 and Figure 6 present the data collected at IL1 and IL2 
respectively and show that: 


 for wind speeds between approximately 5 m/s and 9 m/s, noise levels steadily 
increase, by 5 to 10 decibels 


 for wind speeds between approximately 10 m/s and 14 m/s, noise levels are 
comparatively constant, increasing by less than 5 decibels. 


 
Each of these trends is consistent with the typical sound level output from the pitch-
controlled variable speed turbines installed at the wind farm.  This suggests that wind 
farm sound is a dominant component of the noise environment at both intermediate 
locations.   
 
Figure 4, Figure 5 and Figure 7 demonstrate a greater degree of scatter of data 
points and the comparatively constant sound level region identified at the 
intermediate locations is not as apparent.  These trends are consistent with the noise 
environment at these locations including a greater contribution from noise sources 
other than wind turbines. 


4.2 Daily time history 


An aim for this project was to present data in a form that is suitable for providing 
information to regulators and to the public about wind farm noise.  While the noise 
level vs wind speed plots presented in the preceding section are helpful to 
acousticians their somewhat abstract form is not ideal for presentation to a more 
general audience.   
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To facilitate a more understandable presentation of collected information, time history 
plots were developed displaying measured sound levels from an intermediate 
location, an associated location representative of a neighbouring dwelling and the 
evaluated average wind speed.  Such plots have, historically, not been a common 
part of a wind farm noise assessment, likely due to the complicating influence of 
extraneous noise on short term measurements and the need for measurement data 
to generally represent a range of weather conditions rather than those that occur 
over a period of hours or a few days.    
 
However, in this instance the intention of the plots is indeed to convey information 
about wind farm noise over a short period, such as a single day.  Selected examples 
of time history plots are shown below with the following information: 


 Data points removed through the filtering process (grey points) 


 Measured LA95,10min noise levels at the Intermediate Location IL1 (blue points) 


 Measured LA95,10min noise levels at House Location HL1 (green points) 


 Measured LA95,10min noise levels at House Location HL3 (orange points) 


 Measured hub height wind speeds (red points) 
 
Figure 8 shows an example of 24hr time history plot from 0600hrs to 0600hrs the 
following day. 
 


 
Figure 8: Example time history output #1 
 
This style of time history chart clearly and simply illustrates the trend of wind speed 
and measured noise levels over time.  Of particular note is the relative level of noise 
across the three monitoring locations, with the levels at IL1 being 5 to 10 dB higher 
than levels measured at HL1 and HL3 over the same time period.  Additionally, 
variations in wind speed can be matched, in many cases, to variations in the 
measured noise levels.  In particular from Figure 8 the following can be noted: 


 After 1500hrs, the nearby turbines around the wind speed of rated power and 
noise levels at IL1 reach a plateau and do not vary significantly with subsequent 
variations in hub height wind speed  


 Between 2300 hrs and midnight, the hub height wind speed increases by 
approximately 2 m/s which is paired with a 1 to 3 dB increase in the noise level at 
HL1 but no significant variation at HL3.  This variation may be due to a higher 
level of extraneous ambient noise sources at HL3. 
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Figure 9 shows another example of a 24hr time history plot. 
 


 
Figure 9: Example time history output #2 
 
The following observations can be made from Figure 9: 


 Between 0600 hrs and 1300 hrs measured noise levels at HL1 are approximately 
equivalent to IL1.  As HL1 is approximately twice as far from the nearest turbine 
as IL1, this strongly indicate an elevated level of extraneous ambient noise at 
HL1 


 As well as providing clearer information to the general public, this type of plot 
could also be useful to wind farm operators.  Noise level data collected at 
intermediate locations could assist with identifying any unusual trends in wind 
farm noise or turbine operation.  The data may also allow a more pro-active 
approach in responding to complaints. 


5. Concept validation 


On the basis of the available results, the research project was considered successful.  
For the wind farm used for the field study, the use of intermediate locations has 
generally provided a robust and informative appraisal of wind farm noise.  This issue 
is discussed further below along with a review of aspects of the proposed method 
that could be improved. 


5.1 Noise monitoring at intermediate locations  


Measured noise levels at intermediate locations have demonstrated trends that are 
consistent with the expected noise output from the surrounding turbines which, in 
turn, suggests that the influence from extraneous noise at the intermediate locations 
is reduced, particularly for hub height wind speeds between about 5 m/s and 14 m/s.  
 
To investigate this point further, the noise data at IL1 have been used to estimate 
noise levels at associated house locations (HL1 and HL3).  Specifically, the binned 
average noise levels at IL1 have been adjusted by the difference in predicted noise 
levels (using ISO9613-2:1996 [14]) between this intermediate location and HL1 and 
HL3 respectively.  Figure 10 presents the measured noise levels at IL1 (red points), 
HL1 (blue points) and HL3 (green points) together with the estimated noise levels at 
HL1 (blue line) and HL3 (green line) based on the binned average noise levels from 
IL1. 
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Figure 10: Average noise levels at IL1, HL1 and HL3 vs. hub height wind speed 
 
The figure shows that estimated wind farm sound levels at HL3 are in close 
agreement with measured sound levels at that location.  Conversely, at HL1 the 
estimated wind farm sound levels are generally lower than the measured values, with 
the difference increasing with increasing wind speed.  This suggests that other 
sources of ambient noise at HL1 influence the measured sound levels at higher wind 
speeds.  It is worth noting, for example, that HL1 is closer to the ocean than HL3 and 
the noise environment around HL1 may therefore be more affected by ocean noise. 


5.2 Noise monitoring at locations representative of neighbouring dwellings 


Monitoring results suggest that the noise data collected at locations representative of 
nearby dwellings was likely influenced by ambient noise sources, as shown by 
comparison of measured and estimated noise levels at HL1 in Figure 10 above.  This 
is further demonstrated in Figure 11, which shows the binned average noise levels 
from IL2 (red points) and HL2 (blue points) together with the estimated noise levels at 
HL2 (blue line) based on measured noise levels at IL2. 
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Figure 11: Average noise levels at IL2 and HL2 vs. hub height wind speed 
 
This figure shows that measured noise levels at HL2 are significantly higher than the 
estimated noise levels at HL2.  This suggests that other sources of ambient noise at 
HL2 influence the measured sound levels across the measured range of wind 
speeds.   
 
The intention of noise monitoring at locations representative of nearby dwellings was 
to evaluate, as part of the field study, whether the intermediate noise monitoring 
locations were suitably representative of the wind farm noise that may propagate to 
the more distant locations.   
 
At this stage, it is not envisaged that locations representative of nearby dwellings 
would be a long term component of any continuous noise monitoring system, 
however monitoring at such locations for an initial ‘start-up’ period or at semi-regular 
intervals may be helpful in some cases to confirm the appropriateness of data 
collected at intermediate locations nearer the wind farm. 


5.3 Improvement opportunities 


5.3.1 Wind farm acoustic performance indicators 


As noted, the focus of this research was to evaluate a methodology for providing real 
time acoustic information to a general audience rather than formally assessing 
compliance with regulatory controls.  Nonetheless, it would be possible to use data 
collected at intermediate locations as an indicator of wind farm performance, 
including a coarse assessment of wind farm compliance.  For example, the following 
indicators could be considered for comparison with the noise levels measured at 
intermediate locations: 


 Derived noise limits determined by adjusting the noise limits applicable a the 
nearest affected residential property based on predicted noise level difference 


 Predicted noise level from the wind farm at the intermediate location 
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5.3.2 Automated data acquisition 


Throughout the field study, wind farm met and turbine data was manually supplied by 
weekly emails.  While automated weekly emails were able to be generated by the 
end of the filed study, it was not possible to assess the reliability of this data or, more 
ideally, to obtain a real-time stream of wind farm data.  While it is recognised that the 
access to wind farm data will vary from site to site it is stressed that any long term 
continuous wind farm noise monitoring system would depend critically on an 
automated supply of wind farm data. 


5.3.3 Effect of wind induced noise 


As detailed in Section 3, data points were removed from the analysis when local wind 
speeds at the microphone exceeded 5 m/s in order to reduce the potential effect of 
wind induced noise on measured noise levels.  While this method is commonly used 
in some jurisdictions, the filtering can results in limiting the analysed hub height wind 
speed range, particularly at very windy sites.  As discussed in other works [15] [16] 
and as recommended in the UK Institute of Acoustics [13], use of secondary wind 
shields has been shown to reduce the effect of wind induced noise on the 
microphone. 
 
For a portion of the field study a second 01dB DUO noise monitor fitted with a 
secondary wind shield was installed at IL1.  The second unit was installed for 
approximately six weeks between May and July 2014 (referred to as ‘reduced data 
set’ below).  Data collected at the second noise monitoring was analysed as per the 
details above to investigate the influence of monitoring with a secondary wind shield. 
 
Noise levels from the IL1 noise monitor with the secondary wind shield exhibited a 
systematic level difference of approximately 1.2 dB at low wind speeds when 
compared with the original IL1 monitor. For ease of comparison, the noise levels in 
Figure 12 for the noise monitor with the secondary wind shield have been 
arithmetically adjusted by 1.2 dB to account for this observed offset.  It is noted that 
this adjustment does not affect the conclusions drawn in this section as the observed 
difference in noise levels between the two noise monitors at hub height wind speeds 
above 11 m/s are up to 5 dB. 
 
Figure 12 below shows noise levels measured at the intermediate location IL1 for the 
noise monitor with the secondary wind shield (green data points and red bin 
averages) and for the noise monitor with standard proprietary wind shield (orange 
data points and purple bin averages).  The figure shows data points from the reduced 
data set, without filtering for local wind speed at the microphone. 
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Figure 12: Measured noise levels using standard wind shield vs. secondary wind 
shield 
 
It can be seen from Figure 12 that measured noise levels at IL1 from the monitor with 
the secondary wind shield are typically lower than the noise levels from the monitor 
with the standard wind shield at higher wind speeds, by up to approximately 5 dB at 
19m/s. 
 
In Figure 13 below, the same measured noise levels at IL1 from the monitor with the 
secondary wind shield are compared with noise levels at IL1 from the monitor with 
the standard wind shield including filtering for wind speeds at the microphone above 
5m/s (orange data points and purple bin averages).  The data points are again from 
the reduced data set. 
 


 
Figure 13: Measured noise levels using standard wind shield vs. secondary wind 
shield 
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It can be seen from Figure 13 that, for this particular survey, using a secondary wind 
shield extends the potential range of assessable hub height wind speeds beyond that 
determined using a standard wind shield.   


6. Discussion 


The research project has investigated an alternative approach to wind farm noise 
measurement and presentation of results that goes beyond conventional compliance 
requirements.  The approach promotes the use of intermediate monitoring locations 
where wind farm noise is more likely to be a significant contributor to the ambient 
noise environment.  Through the use of secondary monitoring positions at locations 
representative of residential dwellings, the intermediate location method has been 
shown to be suitable for a realistic evaluation of wind turbine noise at a known 
separation distance.  The observed sound level differences between intermediate 
locations and more distant locations representative of residential dwellings is 
generally consistent with predicted wind farm sound level difference, once account 
for local ambient noise conditions is made.  The basic approach of comparison 
measurement was also easy to explain to non-technical audiences who (generally) 
quickly grasped the reason for two (or more) measurement points.   
 
The capacity to set up, and use a web-based interface to monitor the equipment and 
data has also proved useful and leveraged the increasing capability of smart and 
wireless technology in general and improved communications capacity at the 
research site. Given general directions in web-interfacing, cloud computing and data 
processing capabilities, as well as the intellectual property gained through this 
research project, there is potential for future projects to be managed or monitored in 
this way.   
 
There are potential avenues for this type of measurement to assist in operational 
monitoring and maintenance schedules given the potential to track and identify times 
of higher noise that may relate to particular operations (unwinding or searching for 
wind in low wind/low background noise conditions) and/or to investigate concerns 
form wind farm landholders or operators. This could include the possibility of 
automated objective assessment of special audible characteristics.  
 
The project results indicate that specific geographic and location features (in this 
case being near to a coastline, waves and where strong winds are a feature of the 
existing natural environment) will have an impact on the results that are measured, 
with this influence increasing with increasing distance away from turbines. Regulatory 
authorities, or other researchers, may wish to conduct further studies at different wind 
farms and in different terrain to further evaluate the robustness of the approach and 
improve on the equipment set-ups used in this study. 
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The research project's connection to public presentation and non-technical 
understanding also led to a more informative way to present data points than is used 
in current practice in compliance-based approaches. It also shows higher wind and 
low background times of day much more clearly to a lay-audience. From the 
community’s perspective, an ability to request data which is presented in a way that 
is (reasonably likely to be) understandable and uses familiar terms is likely to be 
seen as an improvement on the current settings.  Moreover, from the government’s 
perspective, an improvement to community access to information is likely to be seen 
as an improvement on the present status. 
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Abstract   


Increased knowledge of cause and effect of amplitude modulation in wind turbine noise 
has also increased the likelihood of using penalty scheme during noise verifications 
processes. In Finland, officials and research bodies are currently planning to set up such a 
penalty scheme for additional annoyance factors in wind turbine noise especially to be 
used during verifications process post analysis. However the use of such schemes after 
the commissioning of a wind farm brings additional, unknown risks to the project, which 
should be avoided by careful testing, planning and design. But the current state of 
international standards and recommendations gives no direct advice on how to estimate 
such risks especially regarding excess amplitude modulation (EAM) character. 
 
This paper describes few risk assessment methods for estimating risks regarding EAM 
which could be used in noise assessment phase during the different planning stages of a 
wind farm. This includes a new way of using generally accepted sound propagation 
models for mapping visually the high modulation interference areas and estimation of 
possible EAM risks from the site specific wind measurement data. This type of data is 
typically available during the planning stage of the wind farm project and thus could be 
used by developers and/or consultants during that project stage. 
 
Lowering the possibility of real EAM creation by using these additional assessment 
procedures before the wind farm erection could also increase the general acceptance of 
the whole project. However, due to the many factors which influence the formation on EAM 
character in wind turbine noise, without general and internationally accepted procedures, 
assessing it during the planning stage remains currently very challenging with high 
assessment uncertainty. 
 


1. Introduction 


In the end of 2013 there were 211 wind power plants in Finland, which capacity combined 
was 448 MW and produced electricity 777 GWh. Finland has agreed to increase the 
proportion of renewable energy production to 38 percent by 2020. Wind power production 
goal is set to 6 TWh and requires about 800-1000 turbines. According to the latest energy 
and environmental strategy the proportion would rise to 9 TWh by 2025. In 2014 the total 
capacity of announced wind power proposals was 10 000 MW. Only a part of them is 
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under active development. Some proposals have come to stop because of administrative 
obstacles and declining statements by the defensive forces. [1] 
 
Environmental protection laws, land use and building laws in addition with health 
conservation laws apply to planning and operation of wind farms. In 2012 the reference 
noise level values were divided into wind turbine noise and rest of industry, for it was 
discovered that former thresholds lead to too great noise disturbance. In general 
residential areas the A-weighted equivalent LAeq noise level threshold is set to 45 dB 
during the day and 40 dB night-time. In areas used for holiday purposes outside the rural 
areas the thresholds are 40 dB day time and 35 dB at night. If the noise is excessively 
amplitude modulated (EAM) an addition of +5 dB is added to the calculated of measured 
value. Determination whether the noise is excessively amplitude modulated or not is not 
included. 
 
As new studies have been published about annoyance caused by special characteristics 
of wind turbine related noise, new guidelines for noise assessments are about to be 
published. These guidelines would include a sanction procedure for excess amplitude 
modulation (Later “EAM”) and a definition how it is determined from measurement data. A 
proposal states that the EAM procedure would be based on modulation depth, which was 
defined in 2013 by Hünerbein et al. [2]. The threshold is suggested to be 3 dB. It is yet not 
certain whether the addition will always be + 5 dB, or would it depend on the severity of 
the perceived amplitude modulation. 


2. Wind farm EIA and planning processes in Finland 


The effects of a wind farm are greatly dependent on the location, size of the turbines and 
the environmental values of the surrounding area. Impacts on nature and on people are 
tried to be minimized by locating new farms on areas where existing operations can co-
exist. Best wind conditions for power production are on the coast and on the hills of 
Lapland. 
 
Basically every wind farm project has to go through an environmental impact analysis, if it 
has at least 10 turbines or the combined power is at least 30 MW. The actual two phased 
procedure starts with an evaluation programme. This includes a review on which projects 
alternatives will be evaluated and how the process will be carried out. In the second phase 
the actual impacts are determined according to the programme and a statement 
established by the local environmental authorities. 
 
Sound pressure level estimation with modeling software is quite reliable nowadays. 
Nevertheless the most significant causes of annoyance are low frequency noise and 
amplitude modulation. When constant noise level can be fairly high without major concern, 
special characteristics of sound may induce annoyance even at relatively low sound 
pressure levels. The consideration of excess amplitude modulation in planning of a wind 
farm has not been possible yet. 
 
Because completely uninhabited areas that have consistent enough wind conditions are 
extremely rare, it is needed to optimize the spread of noise close to dwellings. In that case 
any additions due to sanction procedures to the calculated or measured values would lead 
to exceeding the threshold noise level. Fixing the problem afterwards might end up being 
costly.  
 







Since AM has been found to be a combination of wind profile, siting geometry and turbine 
design, the estimation and selection of optimal turbine for prevailing conditions would lead 
to more profitable farms and more seamless environmental impact assessments and 
follow-up. 
  
There is no guideline for assessing EAM in the planning phase of a wind farm. So far it has 
only been possible to determine the existence from measurements of already erected 
turbines. 


3. Estimating amplitude modulation in wind turbine noise 


Noise assessments typically include a sound propagation model, where sound pressure 
levels are calculated to a digital terrain model. ISO 9613-2 [3] and Nord2000 [4] sound 
propagation model are used in Finland in all wind farm project development phase 
calculations [5]. After commissioning of the wind farm, noise measurements are 
sometimes conducted but it is not an obligatory part of the process if no noise complains 
arise after the start-up of the wind farm. The most important part of noise estimations are 
still conducted during the planning phase of the project, which is confirmed by applying a 
building permit [6] to it. Since EAM penalty sanctions may be included in the forthcoming 
statutory order of noise from wind turbines [1], an EAM risk assessment comes as a 
natural part of noise assessments. 
 


 
Figure 1. New national good practice guides for wind farm project EIA/planning phase (published 
during 2012-2014) [5],[6],[7],[8] 


Since EAM has multiple factors influencing its depth and overall strength, it was decided to 
split the main factors into three major factors from which the final EAM estimate should be 
assessed. These are 1) Turbine type depended EAM factors, which require either IEC type 
test evidence from the emission measurement or evidence from existing wind farms 
(measured results), 2) site depended factors mainly from the micrositing phase which 
include interference of AM from other turbines and 3) site environmental conditions, which 
may be the most important but also most difficult part of the assessment. 
 


 







 
 


Figure 2. To estimate EAM in a real project, all three factors effecting EAM should be assessed 


The processes presented above are discussed below in more detail and some new 
assessment methods are proposed by using publicly available environmental data and the 
same sound propagation models used in the current EIA/Planning phase. 


3.3 Site environmental conditions 


The local stall effect discussed in RUK AM study [9] and other sources [10] is one the main 
sources of EAM. The driver is of course a sudden and steep wind speed profile change 
which cannot be controlled easily by using the blade pitch controller due to the inertia and 
balancing of the system. Since many coastal areas in Finland may experience high wind 
gusts during high wind speed periods (forests causing turbulence, cold sea causing low 
level jets), it would be necessary to obtain information related to wind gusts, turbulence 
intensity and general wind shear statistics at the very early stage of development to 
support risk assessment of EAM. This however, seems to be completely missing from the 
overall good practices guides of wind turbine noise [5]. Wind developers usually have 
measured wind data before the final permitting phase, but planning and EIA studies may 
be done even before there’s enough measured annual wind data available. 
 
The Finnish Wind Atlas, a project developed by The Finnish Meteorological Institute, has a 
database of calculated values of many wind related parameters up to 400m height (250m 
and 2500m grids) from the whole country, like Weibull constants, turbulence intensity and 
even post-calculated wind gusts [11]. However, especially wind shear data or any data 
mentioned above are not split into day and night time statistics (like noise guideline values, 
LAeq,07-22 and LAeq 22-07) in Wind Atlas. The usable data and publicly available data that can 
be derived from the system is presented only as monthly average values. 
 







 
 


Figure 3. Example image from the Finnish Wind Atlas, wind speeds from 100 m height from the 2,5 x 
2,5 km grid calculations [11] 


Below is a graph presenting average monthly wind speed profiles from the Wind Atlas data 
on January in two different locations in Finland. In both locations, wind turbine noise 
measurements were performed including detailed analysis of AM and EAM. Case A 
represents a location with higher average wind speed but both locations are situated about 
4km inland from the coast line each having over ten large wind turbines with 140m hub 
heights. Both locations are also surrounded by fairly dense spruce forests. 
 
Logarithmic wind profiles can be calculated from the initial Wind Atlas data and the 
different between calculated “real” profiles seems to be very large and indicate a possible 
higher occurrence risk of either local stalling or EAM in general due to steep wind profile. 
This was also the measurement result in case A, which clearly revealed that the wind was 
more gusty in case A. 
 







 
Figure 4. Wind profiles in two wind farm site from the national wind atlas database [x] 


Despite the EAM measurement results from the field, Wind Atlas data surprisingly showed 
that wind gust factors may in fact be lower in case A during the most windy month. 
Weather prediction models do not automatically calculate wind gust values and these 
values were calculated only by Wind Atlas only to some particular heights and atmospheric 
stability states. Turbulence intensity is typically included in the models and a comparison 
indicates that case A should in general have lower turbulence intensity values indicating 
higher EAM [12] occurrence. This may also explain the results of wind gusts since those 
values are calculated directly from the turbulence kinetic energy, wind profile and from 
atmospheric stability distributions.[11] 
 
 


 
Figure 5. Wind gust and turbulence intensities from the national wind atlas in two wind farm sites [x] 


Wind Atlas mainly gives the frequencies of the wind speeds at several heights from the 
average ground height from the site. Below in a graph is presented calculated downwind 
situations to both cases at 150 m height and to wind speeds exceeding 8 m/s. Downwind 







situations are previously been discovered to be important part in EAM detection and 
strength. [12], [13]. 


 
Figure 6. Calculated downwind statistics (from the national wind atlas of winds > 8 m/s at 150m 
height, January [x] 


A conclusion from the publicly available wind data from the Finnish Wind Atlas would be 
that EAM occurrences may be very difficult to predict simply by using monthly average 
values of wind profiles or turbulence intensities. Therefore EAM risks should always be, if 
possible, calculated from the measured wind data which gives more freedom to separate 
the diurnal statistics and stability occurrences at the site. This however clearly increases 
the complexity and time consumption of the noise calculations as it brings meteorology 
related information to the process which also may require involvement of such 
professionals in the assessment phase. For large projects this is probably not an issue to 
be taken into account but may be problematic for many small sized projects with lower 
level of detailed engineering in the EIA/planning phase.  
 


3.4 Interference of other turbines 


Interference patters of modulation from several turbines may give sudden rise to abnormal 
SPL peaks or also may develop over short periods of time to the maximum SPL and then 
fade away. These patterns are typically chaotic in nature and vary from location to another. 
van den Berg realized in his study from 2007 [14] that the highest peaks or highest 
probability of occurrence would be created if receiver location is more or less situated in 
the middle of a turbine row. 
 
Modern turbines are nowadays mostly pitch regulated variable speed turbines which may 
complicate the interference pattern in time domain, but does not necessarily completely 
remove its effect. Since turbine SPLs are calculated by using sound propagation models, it 
became logical to expand the propagation modelling processes to visualize locations, 
where individual wind turbine SPLs are close to each other in a more complex terrain 
areas. 







 
Below is an example graph (figure 7) from a real wind farm location, where wind turbine 
noise and AM related measurement were performed few years ago [13]. The site has all 
together five stall regulated turbines but these example calculation situations has 
maximum three turbines each in a row at the top of a small hill about 300 meters above 
the far field terrain level. 
 


 
Figure 7. First three turbines 


This graph above represents locations in darker colours where 2-3 turbines have sound 
pressure levels close to each other. These images also reveal locations (no colour), where 
a single turbine is dominating the SPL levels and this way may create enhanced EAM 
effect due to the lack of other turbines destructive interference (only a single AM pattern is 
perceived). A second possibility was calculated with 3 other turbines in the same turbine 
row in a graph below. 


 
 







 
Figure 8. Next three turbine group 


One can make calculation to N number of turbine groups but it may be wise to optimize the 
number to 2-3 turbine groups due to the separation distance and placing of individual 
turbines inside the single row. Both options (same or single SPL results) can be useful 
when searching interference and thus EAM risk areas in the surrounding areas. 
 
This type of modelling, developed in Pöyry, is still under some development, but will be 
implemented in the future noise assessment projects if found to be useful. The example 
project modelled above had encouraging results from the real world measurements and 
points marked as red dots had clearly enhanced AM compared to yellow dot locations with 
hardly detectable AM. The modelling also revealed locations which can be difficult to 
predict by simply using geometrical separation distances calculated directly from the 
turbines.  


3.5 OAM from noise emission data 


Noise emission measurement results either from IEC 61400-11 measurements [15] or 
guarantee verification measurements typically from national level best practice 
guides/manufacturers own guidance [7] provides the basis for sound power level and 
tonality assessments. Current IEC standard revision however does not specify any 
methodology for EAM detection nor penalty scheme. This leaves all EAM related 
information to be assessed only during the commissioning phase of the wind farm. 
 


  







National level best guidance, like in Finland [5-8], may advice AM penalty to be added to 
the reference sound power level if modulation is found to be EAM. This situation creates a 
conflict between national level requirements and the IEC test based noise guarantees. 
When noise assessment are conducted during the EIA and/or permitting phase, AM or 
EAM information is typically not implemented to the emission levels in sound propagation 
models unless there is clear evidence from a particular turbine model type problem found 
from previous studies [5]. A penalty level, like +5 dB, used in the current Finnish noise 
legislation [16], would be added to the measured sound power level if EAM is found. This 
situation would then lead to environmental permitting phase and possibly also costly noise 
optimization processes. This can be seen clearly as a risk factor in the wind farm siting 
processes and should be avoided by careful planning and micrositing work phase. 
 
Current situation, where noise guarantee data does not give any information related to the 
occurrence of EAM at any situation, does not support the national guidance and increases 
the risk/demands for automatic implementation of the 5 dB penalty without even 
recognising the generally lower LAeq noise limits for wind turbine noise at the residents.  
 


4.0 Conclusions 


This paper describes three basic assessment methods for estimating risks regarding EAM 
which could be used in noise assessment phase during the different planning stages of a 
wind farm in Finland. This includes a new way of using generally accepted sound 
propagation models for mapping visually the possible sound interference areas, estimation 
of possible EAM risks from the site specific wind measurement data and finally turbine 
type dependent noise guarantee data for general AM, which is currently not available 
internationally. 
 
Accurate EAM depth levels or occurrence statistics cannot be estimated by using the 
methods presented in this paper, however some degree of EAM risks may be revealed. 
Since the current statutory order of noise from wind turbines in Finland is still under 
governmental decision making process, there is no full certainty if the EAM penalty 
scheme is going to be included in the Finnish legislation. If fully implemented (as a +5 dB 
penalty), EAM measurement methods and modeling principles need to be revised. 
However EAM risk assessments are typically never included in such national levels 
guidance and therefore this assessment is only given directly to the project developers 
during the planning phase by consultants. It is therefore important to find a common EAM 
risk assessment methodology for professionals used in future wind farm projects to lower 
the risk of wind turbine related noise nuisance and to increase the reliability of wind turbine 
related noise assessments in general. 
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Summary   


One of the most challenging aspects to wind turbine noise compliance measurements is the 


subtraction of background sound to calculate a turbine-only sound level. In the United States, a 


variety of methods have been used, including concurrent measurements at proxy background, 


using a monitor that is shielded from wind turbine noise with barriers or buildings, and shutting 


down the turbines. In our experience, as related in this paper, the most accurate method is 


shutting down turbines near to the monitoring location, so long as background wind and sound 


conditions are similar between the turbine-on and turbine-off periods. The shielding method can 


be accurate under circumstances where the building or barrier is large enough to block a 


substantial portion of sound, only the A-weighted level is of interest, and there are few localized 


sources of background sound. The shielding method increases in accuracy with increasing 


wind turbine sound. The proxy location method is the least accurate, especially for standards 


based on the equivalent average, as it is very difficult to find two locations spaced several 


kilometers away that have concurrently similar background sound levels. 


1. Introduction  


When sound levels from wind turbines are regulated by absolute limits within a community, it is 


important to accurately assess the background sound level during turbine operations to isolate 


the wind turbine sound levels and test for compliance with the absolute limits. It is typically the 


case that the absolute sound level limits are applicable to only sound levels generated by the 


wind power project since background sound levels in a community will vary greatly depending 


on weather conditions, transportation noise sources, other land uses, and natural sounds. 


 


In the United States, a variety of methods are used to assess background sound levels while a 


project is in operation and the scientific community has not settled on favoring one specific 


method at this point in time. Some of these assessment methods include: 







 Proxy background monitoring at distant locations with similar site conditions (proxy 


method), 


 Shielding background monitors from wind turbine noise with barriers or buildings 


(shielding method), 


 Shutting down the turbines (shutdown method), and 


 Using pre-construction background sound level measurements as a baseline. 


None of these methods are perfect in that they all have a spatial or temporal disadvantage.  


 


In addition, some monitoring protocols do not require quantification of background sound levels, 


but instead rely solely on measurements conducted under a strict set of meteorological and 


project operational conditions meant to produce the worst-case sound propagation and noise 


exposure within a community. The difficulty of this type of procedure is that it is quite difficult to 


predict and catch the precise conditions without continuous monitoring for extended periods of 


time, sometimes months at a time. Complicating this type of procedure further is the 


requirement that when the precise conditions do arise, the collected sound data must be free of 


extraneous noise sources. 


 


This paper provides an overview of the proxy, shielding, and shutdown methods, details a 


procedure for analysing data gathered using the shielding and shutdown methods, and 


provides a comparison of some results from the shielding and shutdown methods. 


2. Overview of Methods to Assess Background Sound Levels                                                                            


2.1 Proxy Method  


One background sound level determination method involves use of a “proxy” background 


sound level monitoring location, located far enough away from a project that turbine noise is 


negligible. The proxy location should have a sound environment similar to monitoring 


location(s) near the turbines (without turbines operational).  


 


To determine if a location is sufficiently similar to be used as a proxy location, the standard 


error is calculated between the primary and proxy locations, requiring extensive sound 


measurements in advance of project operations. For a location to be used as a proxy location, 


the standard error of sound levels between the primary and proxy locations should be within 2 


dB or better. This requires matching locations for flora, fauna, meteorological conditions, 


nearby roadways with similar traffic, residential noise sources, and commercial/industrial noise 


sources. There are further descriptions of this method in the literature (Hessler 2011).  


 


Advantages of this method include the ability to measure turbine-only sound levels at any time, 


with concurrent background sound levels, and without disruption of project operations. This 


makes the method relatively inexpensive to implement from the wind farm operator’s 


perspective, and capable of capturing project sound emissions at any time, making it ideal for 


both compliance and complaint testing. 


 


Limitations of the proxy method are mostly due to difficulties in finding suitable proxy locations. 


A project where RSG implemented this method included monitoring at four primary locations, 


and four proxy locations. Of the four proxy locations tested, none met the 2 dB criteria, with 


only one even approaching sufficient similarity for use.  


 







Matching all necessary parameters is quite difficult if the project area has many diverse 


soundscapes. This may not be as difficult in the Midwestern United States, or Great Plains 


region which have more uniform wind conditions, uniform land use, uniform flora and fauna, 


and flat roads that are arranged in a uniform grid. In contrast, a mountainous region, where we 


implemented this method, can have different meteorological conditions valley by valley, flora 


and fauna that change by valley and/or elevation, constantly changing land use, and roads that 


are not flat and not uniformly spaced. Another challenge in our case was the existence of an 


equivalent average sound level (Leq) standard, allowing increased influence on levels by short, 


loud, intermittent sounds.  


 


To determine appropriate proxy locations, measurements need to be performed in advance of 


project operations, with potentially several alternate proxy locations being tested, an expensive 


and time consuming process since, to get a decent sample size, each test monitoring session 


lasts about two weeks. A further limitation is that if lower frequency sound needs to be 


measured, the distance from the project would need to be increased. 


2.2 Shielding Method  


The shielding method involves the use of two microphones at a sensitive receptor or area of 


compliance. One microphone is exposed to the wind power facility (open monitor), preferable 


with line-of-sight to the wind turbines, while the other is placed behind a shielding mechanism 


to block sound from the project (shielded monitor). The basic principle of the shielding method 


is that the open monitor is collecting sound level data that is representative of the wind power 


facility with background sound while the shielded monitor is only collecting sound level data that 


is representative of background sound. If the principle were an entirely accurate representation 


of the environment, then one just needs to energetically subtract the sound of the shielded 


monitor from the open monitor and the result would be the wind turbine sound levels. 


 


In order for the shielding method to work, the shielding mechanism must block line-of-sight to 


the wind turbines and be of substantial construction to sufficiently attenuate noise from the 


project. This may only work on the edge of a project. For compliance areas located within a 


project area and surrounded by wind turbines, this method is more problematic. Some 


examples of potential shields include noise barriers, residences, or outbuildings. It is important 


that the open monitor and shielded monitor be placed close enough to one another so that the 


shielded monitor most accurately represents the background sound levels present at the open 


monitor. In addition, the open monitor and shielded monitor must be time synchronized and log 


the same acoustical parameters.  


 


The benefit of the shielding method is that one is able to collect background sound levels at the 


same time as gathering operational sound levels. This gives the method a temporal advantage. 


That is, if there are extraneous sources of noise such as insects, inclement weather, traffic, 


airplane overflights, or farm equipment, they will theoretically be logged by both monitors. With 


this, compliance can be tested for any interval for a continuous monitoring period. If continuous 


monitors are installed for two weeks, one could look at ten minute or one hour compliance 


intervals for the entire monitoring period. It is also advantageous that most sites of interest for 


compliance have structures that can be used as a shielding mechanism. 


 


There are, however, several clear theoretical flaws to this method. The first is that it is a difficult 


task finding a perfect shield to block wind turbine sound. Most structures that are available at 







compliance sites are sufficient in blocking high and mid frequencies, but are not typically large 


enough to attenuate low frequencies. Where a good portion of the A-weighted acoustical 


energy of wind turbines is located in low frequencies this could be problematic and may result 


underestimating sound levels attributable to a wind power project.  As a result, the method is 


best used when only overall A-weighted sound levels, rather than spectral levels, are of 


interest. 


 


Another issue with this method is a spatial disadvantage. It is too easy to assume that the 


background sound levels logged at the shielded monitor are representative of the background 


sound levels at the open monitor. While the shield blocks sound from the wind turbines, it may 


also block sound from other sources of background noise that the open monitor may be 


exposed to such as roadway noise or foliage noise where there is line-of-sight to the open 


monitor, but not to the shielded monitor. This would result in an over-estimation of sound levels 


attributable to a wind power project. In addition, depending on the location of the source of 


background sound, it may be possible for the background levels to be amplified by reflections 


off the shielding mechanism which would not be an accurate representation of the background 


sound levels at the open monitor resulting in an under-estimation of sound levels attributable to 


a wind power project. It may also be possible for the shielding mechanism itself to create noise 


with either wind blowing over the surface or breakout noise from sources located indoors if the 


shield is a building. It is for these reasons that careful site selection is necessary if this method 


is to be used, and any potential issues with the site must be documented and recognized when 


reporting data.  


 
2.3 Shutdown Method 


The shutdown method is one of the more common methods used to assess background sound 


levels at an operating wind power project. It involves just one microphone at a sensitive 


receptor or area of compliance. At either regularly scheduled intervals or when conditions are 


favourable for high sound power output and good propagation, wind turbines are shutdown to 


measure background sound levels for a period of time, typically 10 to 30 minutes before they 


are allowed to operate again. To determine the sound levels due to the wind turbines, one 


would then energetically subtract the sound level measured during the shutdown period from 


the operational periods immediately before and after the shutdown period. 


 


There are a few procedural issues to work out when using the shutdown method. The first is 


determining which turbines need to be shutdown in order to get an accurate assessment of 


background sound levels. Depending on the location of the compliance monitor and the wind 


turbines, some or all of the turbines need to be shutdown. Secondly, due to potential changes 


in background sound level with time, it is important to determine the appropriate amount of 


operational time before and after a shutdown for which the measured background sound levels 


are valid. This will depend on site conditions and weather. Lastly, wind turbine operators 


typically need some advanced noticed that turbines will need to be shutdown which requires a 


fixed schedule or a signal from monitoring and forecasting systems that favourable conditions 


will occur for some period of time. 


 


The benefit of the shutdown method is that it is spatially consistent and, for the most part, is 


temporally consistent provided that there are no significant changes in background sound 


levels between the shutdown period and the operational periods immediately before and after 


the shutdown period. One downside to this method, however, is that it is entirely possible for 







background sound levels to change between the operational periods and the shutdown periods.  


The entire period of analysis between the starting operational period, shutdown period, and 


ending operational period may be 30 minutes to 2.5 hours. In that time, it is not uncommon for 


wind conditions to change, rapid increases or decreases of biogenic sounds, or anthropogenic 


sources to fluctuate. For example, someone may decide to mow their lawn during one of the 


operational periods, but stop during the shutdown period. We recommend at least the 


concurrent measurement of wind speed to assure similarity between test periods for wind-


induced background sound. 


 


There are other negative factors with this method including the operational and financial burden 


it poses on the wind power operator and the potential problems of fluctuating the power supply 


to the grid at peak power output. To mitigate the burden on the operator, it would be ideal if it 


were possible for shutdowns to only occur when the operational and background sound levels 


exceed the applicable noise limits, but the technology to protocols to implement this have not 


been widely implemented at this point in time.   


 


Perhaps the biggest flaw when compared to the shielding method is that the shutdown period 


does not allow for continuous compliance monitoring. Instead the shutdown method only allows 


for discrete compliance determinations on either side of a shutdown period. Depending on 


project requirements, this may or may not be acceptable. 


3.0  Shielding Method: Setup and Analysis Procedure 


This section describes the setup and analysis that RSG has used in implementing  the 
shielding and  shutdown methods.  
 


3.1 Data Collection for the Shielding Method 


RSG’s typical data collection setup for the shielding method includes ANSI/IEC Type 1 sound 


level meters at both the open and shielded monitors. Each meter is set to log 1/3 octave band 


sound levels at one second intervals, and the frequency range is at least 20 Hz to 10 kHz. The 


open monitor either has audio recording incorporated into the sound level meter, or an audio 


recorder is used with audio output from the sound level meter. The shielded monitor may or 


may not have audio recording capabilities enabled depending on whether there are privacy 


concerns. Microphones are installed at a height of 1.5 meters and are typically covered with 


178 millimetre hydrophobic wind screens. 


 


Weather sensors are installed at the open monitor to log average and gust wind speeds, 


precipitation, and temperature. If available, hub height wind speed, wind direction, and power 


output from the project’s SCADA system may be provided by the project’s operator. 


 


3.2 Data Collection for the Shutdown Method 


RSG’s setup for the shutdown method is typically the same setup that is used for the open 


monitor setup described in the previous section. 


 
3.3 General Analysis Procedure 


It is first important to recognize that the analysis procedure for any method depends to some 


extent on the applicable noise limits for a project. One must consider what acoustical metric is 


to be used, what the time interval is, and what procedural standards are recommended or 


required. 







 


The first step in the analysis process for either the shutdown or shielding method is to convert 


the 1/3 octave band data into spectrograms which when coupled with the audio files are helpful 


in source identification.  Developing spectrograms from 1-second 1/3 octave band sound level 


data rather than audio files is one reason for collecting a fine interval of acoustical data and 


allows one to process the spectrograms more quickly and view large quantities of data at once. 


Some examples of spectrograms that RSG has developed are presented in Figure 1. 


 


 
Figure 1: Sample Spectrograms with Source Identification Notations 


 


 







3.4 Analysis Procedure for the Shielding Method 


For the shielding method, one-second data from both the open monitor and the shielded 


monitor are then condensed into ten-minute periods consistent with the typical logging interval 


for turbine SCADA systems. Typically when the data is condensed into ten-minute periods, 


there is an initial data exclusion process that disregards time periods with: 


 Rain, 


 Wind speeds at microphone height in excess of five meters per second,  


 Temperatures below instrumentation limits, and 


 No wind turbine operation. 


A screenshot of the tool that RSG developed and uses to condense one-second data into 


various time intervals and exclude invalid data is shown in Figure 2. 


 


 
Figure 2: Screenshot of RSG’s Data Processing Tool 


 
Once these periods have been excluded and the data has been condensed into ten-minute 


periods, it is analysed to detect extraneous or anomalous sound sources that are not consistent 


with turbine operations. If compliance with the standard is only of interest, then only the periods 


that approach or exceed the standard need to be reviewed. Some examples sources that may 


be detected include dog barking, periodic machinery use such as chain saws, lawn mowers, or 


tractors, vehicle passbys, air planes, or sounds from wildlife. The time periods in which these 


extraneous noise sources occur are identified by looking at the spectrograms and for anomalies 


in the ten-minute data. When needed, the recorded audio files are used to listen to the 


soundscape and confirm source identification. Once all of the extraneous noise sources have 


been identified and time stamped, the data is reprocessed into ten-minute intervals 


disregarding the periods of extraneous noise. In the end some of the ten-minute intervals may 


represent data that is not a full ten minutes in length if less than ten minutes of data was 


removed from that interval due to any of the exclusions previously discussed. 


 


With a clean dataset, the ten-minute data from the shielded monitor are energetically 


subtracted from the ten-minute data from the open monitor resulting in a ten-minute sound level 


that is attributable to the wind power project. Depending on the applicable limits, the ten-minute 


sound levels can then be further processed to estimate the sound level over longer periods of 


time such as an hourly equivalent continuous sound level (Leq1-hr) and this could be done using 


a moving average to determine the sound level from 10:00 AM to 11:00 AM, from 10:10 AM to 


11:10 AM, etc.  







 


3.5 Analysis Procedure for the Shutdown Method 


For the shutdown method, one is only interested in sound level data during a shutdown and the 


operational periods before and after the shutdown. Since these are discrete periods of some 


number of shutdown samples, one-second data can be used to calculate the sound level 


before, during, and after shutdown periods. 


 


As shown in Figure 1, the shutdown period may be quite apparent in spectrograms, but if there 


is too much background sound, it may not be. To process the data, first, shutdown periods 


must be identified and time stamped. One can rely on spectrograms and SCADA data to 


determine the start and end time of the shutdown periods. The one-second data must then be 


processed to exclude time periods with: 


 Rain, 


 Wind speeds at microphone height in excess of five meters per second,  


 Temperatures below instrumentation limits, and 


 No wind turbine operation. 


Once these periods have been excluded, a more detailed assessment of the one-second data, 


spectrograms, and audio files is necessary to identify and timestamp extraneous sound 


sources that are not consistent with turbine operations. These extraneous sound sources are 


then removed from the one-second data, and the sound levels for the time before, during, and 


after the shutdown period can be calculated. The sound level from the shutdown period is then 


energetically subtracted from the operational period before and after the shutdown resulting in 


a before and after sound level that is attributable to the wind power project. 


4.0 Comparison of Results from the Shielding and Shutdown Methods 


For some measurement periods and monitoring sites, RSG has used both the shielding and 


shutdown methods simultaneously to assess background sound levels and calculate the sound 


levels attributable to the wind power projects. This allows us to compare the results for both 


methods to get a sense of how consistent results are. Shown in Table 1 are the average 


differences in wind power sound levels (dBA) between the shutdown method and shielding 


method for three different sites.  


 







Table 1: Comparison of Results from the Shutdown and Shielding Methods 


Site Statistic 


Difference in 
Wind Power 


Sound Levels 
(dBA): 


Shutdown 
Method Minus 


Shielding 
Method 


 Number 
of hours 


(n) 


X 
Average 0 


150 
Stdev 3.3 


Y 
Average 3.1 


142 
Stdev 3.2 


Z 
Average 2 


289 
Stdev 3.5 


All 
Average 1.7 


581 
Stdev 3.5 


 
As shown, the average difference between the shutdown method and shielding method is 1.7 


dB with a standard deviation of 3.5 dB across all sites. The site with the smallest difference 


between the two methods is Site X, with an average difference of 0 dB and a standard 


deviation of 3.3 dB. The site with the greatest difference between Methods 2 and 3 is Site Y 


with an average difference of 3.1 dB and a standard deviation of 3.2 dB. 


 


We then compared the differences as a function of the shutdown method sound level. Figure 3 


shows that, at the higher sound levels, the variance between the shutdown method and 


shielding method decreases. The shielding method is thus most accurate when the turbine 


sound is higher. This may be because the effect of localized sound sources is minimized. When 


sound levels are low, the short-term contaminating events, such a wind gusts, car passbys, and 


biogenic sounds have a greater impact.   


 


 
Figure 3: Shutdown Minus Shielding Method Differences vs Shutdown Method Sound Levels 


As discussed above, Site X appears to have the best shielding method precision, based on 


using the shutdown method for comparison. One reason for this may be that the shielding 
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mechanism at Site X does better at blocking sound than at the other sites. To evaluate this, we 


plotted the difference in sound level at the shielded monitors between when the turbines were 


on and shutdown. Ideally, the background sound levels will not change at the shielded monitors 


when the turbines are turned off.  


 


The results, presented in Table 2, show that, on average, the sound levels drop by 2.2 dB when 


the turbines are turned off. The standard deviation is 4.0 dB. This indicates that, on average, 


there is some turbine sound at the shielded monitor. However, since the range of one standard 


deviation from the average also drops below zero, it is also the case that, at times, the shielded 


monitor is picking up sounds that do not exist at the open monitor which would lead to an 


overestimate of wind turbine sound levels. Site X has the lowest change at 1.2 dB with a 


standard deviation of 4.0. This would indicate that, among the sites analyse here, the shielding 


mechanism at Site X does a good job at blocking turbine sound. 


 


The effect of these differences has a smaller impact on the resulting wind turbine sound levels 


than the value of the difference. For example, suppose the measured sound level at the open 


monitor with the turbines on is 39.0 dBA and the background sound level at the shielded 


monitor is 32.0 dBA. The shielded method wind turbine sound level would be calculated as 38.0 


dBA. If the true background level is 1.2 dB lower, or 30.8 dB, this would change the wind 


turbine sound level from the shielded method to 38.3 dB, a 0.3 dB difference. 


 


Table 2: Difference in Sound Levels at Shielded Monitors between Turbine-on and Turbine-off  


Site Statistic 
Turbine-on 


minus Turbine-
off 


 Number 
of hours 


(n) 


X 
Average 1.2 


150 
Stdev 4 


Y 
Average 2.1 


142 
Stdev 3.3 


Z 
Average 2.9 


289 
Stdev 4.1 


All 
Average 2.2 


581 
Stdev 4 


 


Based on the above analysis, we have found that the shielding method can provide reasonable 


estimates of wind turbine sound levels at some locations, on average. However, because of the 


variability in sound from other sources, individual time periods used for compliance 


determinations must be reviewed carefully to determine whether the measured background 


sound is representative of true background sound. 


 


Given the differences and standard deviations in wind turbine sound levels between the 


shutdown and shielded methods, careful selection and evaluation of a shielding mechanism is 


critical to the accuracy of the final results. And while the shielding method provides a 


reasonable estimation of wind turbine sound levels, it does not appear to be as good as the 


shutdown method. Understanding the differences between the two methods for a given site, 


may allow for regular use of the shielding method with periodic validation via the shutdown 


method. 
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Summary 


Several studies have shown that the sound from wind turbines can be divided into mechanical 
noise and aerodynamical noise. Mechanical noise is generated by different component in the 
hub, whereas the aerodynamical noise is generated by air movements on the blades and is the 
dominant noise source of modern large wind turbines. Although those primary noise sources 
are distributed at several locations (e.g. rotor location for mechanical sources and air blades for 
aerodynamical sources), current engineering methods for the prediction of wind turbine noise 
usually consider a wind turbine as an equivalent point source located at the hub location. The 
experimental practices and some theoretical studies show that this assumption is satisfactory 
for predicting global value of sound levels for distance larger than double blade length. 
Nevertheless, we show that this assumption is no longer valid if we consider the spectral 
content of the noise. The effect of the ground effect associated to the rotation of the main 
sources located on the blade can induce amplitude modulation of sound levels of several dB in 
some audible spectral bands. This phenomenon is not confined only in the vicinity of the wind 
turbine but can also be significant at distances of several hundred meters. 


1. Introduction   


 
The sound coming from wind turbines can be divided into mechanical noise and aerodynamical 
noise (Bowdler et al. 2012). Mechanical noise is generated by several components in the hub, 
whereas the aerodynamical noise is generated by air movements on the blades and is the 
dominant noise source of modern large wind turbines (Oerlemans et al. 2007). Although those 
primary noise sources are distributed at several locations (e.g. rotor location for mechanical 
sources and air blades for aerodynamical sources), many engineering studies for the prediction 
of wind turbine noise usually consider a wind turbine as an equivalent point source located at 
the hub. Using an analytical calculation, Makarewitz (Makarewitz 2011) has shown that this 
assumption is satisfactory for predicting global value of sound levels for distance larger than 
double blade length. Nevertheless, this calculation only treated global values of sound pressure 
level, without considering spectral aspects, and the influence of ground reflections was not 
taken into account. 
Ground effect is well known for modifying the spectral content of the sound at a receiver 
because of the interferences created by the combination of direct and reflected rays 
(Attenborough  et al. 2007). This effect is very sensitive to source and receiver positions: the 
distance, the height of receiver and of source are key values for predicting the location of 
ground dip interferences due to the ground effect. The main noise sources of a wind turbine are 
mainly located at the blade tip (Oerlemans et al. 2007) and the height of sources is constantly 
changing within a significant range. This induces a constant change of the interference pattern 
created by the ground effect, which can also induce amplitude modulation in some spectral 
band, only due to ground effect. We call here this phenomenon 'amplitude modulation by 
ground effect' (AM-GE). The aim of this paper is to investigate if this continually shift of 







interferences by ground effect is significant enough to be perceived, and if the assumption of a 
unique point source is still sufficient for predicting the noise from a wind turbine, taking into 
account AM-GE. 


2. Numerical setup 


The aim of the simulations is to predict the time fluctuations of sound level spectrum at a 
receiver at 2m height, for several distances from the wind turbines and several meteorological 
downward conditions. 


2.1 Source model 


We consider the sound emitted by a unique wind turbine which the nominal electric power is 2 
MW. The hub of the turbine is located at a height of 80m, and the rotor consists of 3 blades of 
length 45m. Only aerodynamical sources located on the blade are taken into account. As a first 
approximation these sources are modelled by three omnidirectional point sources located at the 
three blade tip. The sound power spectrum of each source consists of a broadband noise with 
a spectral characteristic of -4dB/octave (Møller  et al. 2011, Botha 2013, Tachibana  et al. 
2014). The sound power level of each source is set at 100 dB(A), so that the combination of the 
three sources gives a sound power level of 105 dBA for the whole wind turbine, which is in 
agreement to data given by (Møller  et al. 2011) for this kind of wind turbine. All sources are 
rotating together at 20 rpm. 


LwA


20


30


40


50


60


70


80


90


100


10 100 1000 10000


Frequency (Hz)


d
B


A


 
Figure 1: Sound power level of one aero dynamical source 


2.2 Propagation model 


The noise at the receiver is due to the broadband noise emitted by the three rotating point 
sources after propagating in a refracting atmosphere and above a flat ground. 
The sound propagation is modelled with the sound rays model described by Salomons 
(Salomons 2001). This model can take into account ground reflections effects and also the 
effect of a refracting atmosphere due to downward meteorological conditions. This model has 
been chosen because of a satisfactory compromise between relevant results for ground and 
meteorological effects, and fast calculations for the propagation of a broadband noise in a 
downward refracting atmosphere. This geometrical acoustics model consists of i) calculating 
the path's characteristics of all sound rays between one source and the receiver  (length, travel 
time, ...) ; ii) calculating the receiver sound pressure contribution of one source by summating 
the contributions of all sound rays between one source and the receiver, taking into account the 
phase difference between each ray ;  iii) calculating the total sound pressure level at the 
receiver by summating the sound pressure contribution of all the sources. 
The complex acoustic pressure due to one source can be written at the receiver as (Salomons 
2001): 
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where raysN  is the total number of rays between source and receiver. The phase m  of ray m is 


given by 
 dszctmm )(1 , where s  is the curvilinear position along the ray,   is the 


pulsation, and )(zc  is the sound speed that depend on the elevation above the ground. The 


amplitude mA  of ray m is given by 
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matmmm  , (2) 


where S  is the source amplitude, and 1R  is the length of the direct ray between the source and 


the receiver. mQ  is the spherical reflection coefficient of  the ground for the ray m (see below) 


and mN  is the number of reflections of the ray m. mf  is a focusing factor that accounts for the 


fact that in a refracting atmosphere with curved sound rays, some concentrations of sound rays 


can occur (Salomons 2001). atmA  accounts for the atmospheric attenuation and is calculated 


using data from ISO 9613-1:1993 for 20°C and a relative humidity of 60%. The meteorological 
effect is taken into account through the gradient of a linear vertical profile of the sound speed. 
Linear profile is not the most realistic one, but it is sufficient here as a first approximation for 
introducing realistic situation due to meteorological effect downwind the wind turbine. 


2.3 Ground 


The spherical reflection coefficient of eq. (2) is given by   


)()1( wFRRQ ppm  . (3) 


pR  is the plane wave reflection coefficient 
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 is the incidence angle of the reflected ray on the ground. erfc is he complementary error 


function and can be computed using (Poppe and Wijers 1990). cZ  is the characteristic 


impedance of the ground. The model of Miki (Miki 1990) is adopted here: 
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with the specific flow resistivity 300 kNsm-4  for grass. f is the acoustic frequency. 


2.4 Methodology of numerical calculations 


We simulate the sound emitted by the wind turbine by calculating the total sound emitted from 
the 3 sources at the receiver at instants separated by 12,5 ms and during a period that 
corresponds to a 1/3 rotation of the rotor. The influence of distances from 100m to 800-1000m 
is investigated. The influence of meteorological downward conditions is also investigating by 
changing the sound speed gradient from 0 to 0.5s-1. 


3.  Results 


3.1 Sound levels 


Mean sound pressure levels are presented on Figure 2 for 3 distances from the wind turbine 
and several meteorological downward conditions. The influence of the ground can be seen in 
the modification of the spectra. As expected, the influence of the meteorological effect is 







negligible close to the wind turbine (100m), but it is influencing the spectrum shape in different 
ways at larger distances. 
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Figure 2: Spectra of sound level at a receiver located at 3 distances from the wind turbine (100m, 500m and 1000m), for 5 meteorological conditions (linear 


sound peed gradient from 0 to 0.5 s-1). The receiver is at 2m high. 


 
Figure 3 shows that the amplitude modulation caused by ground effects (AM-GE) is smaller 
than 0.2dBA for global sound levels, even at short distances. The AM-GE is decreasing with 
the distance and is negligible at neighbours usual distances. We can conclude  here that AM-
GE is negligible when considering global sound level, and that a unique equivalent point source 
can be used for modelling the sound propagation when only a global value of sound level is 
required. 
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Figure 3: Linear and A weighted sound pressure level at 2 distances from the wind turbine and for a moderate meteorological effect. 


 
3.2 Spectral amplitude modulation by ground effect 


The evolution of the sound level spectrum is presented in Figure 4 for 3 distances and for a 
moderate meteorological downward condition. Non negligible changes in the shape of the 
spectrum can be noticed in the audible range [250 Hz-1000 Hz], up to a distance of 500m. 
Those changes are due to the modification of the continuous change of sources height. 
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Figure 4: Normalized sound level at the receiver for three distances and for all instants from 0s to 1s. 


 
The spectrograms obtained in the same conditions are presented in Figure 5. for a complete 
rotor rotation They show that maximum and minimum sound levels can shift from one 1/3 
octave band to another along with time. This phenomenon is weak at large distance, but it is 
not negligible up to 500m. 
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Figure 5: Spectrogram of normalized A weighted sound level at three distances and for a complete rotor rotation. 


 
The sound energy in 1/3 octave bands can vary with time, and fluctuations of several dBA can 
be noticed for mid-frequencies bands (Figure 6). These periodic shift of energy from one 1/3 
octave band to an adjacent band may be perceived by wind turbine neighbours and the 
induced spectral modulation could contribute to noise annoyance. 
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Figure 6: Time fluctuations of third octave bands from 315Hz to 1000Hz, at 3 distances from the wind turbine and for a moderate meteorological effect.  


 







3.3 Influence of the distance and of the meteorological effect on the AM-GE 


In order to quantify the significance of the AM-GE, the depth of the amplitude modulation 


GEAM   is estimated for each 1/3 octave band using the difference between the maximum and 


the minimum of the sound level during 1/3 period of the rotation of the rotor. Figure 7 shows the 
AM depth for 4 distances and 4 downward meteorological conditions. 1/3 octave bands sound 
levels lower than 20dBA have been skipped in order to keep only sound levels that could 
emerge from a background noise. 
The AM-GE depth is negligible for frequencies below 100Hz, except in the vicinity of the wind 
turbine (d=100m). The AM-GE can be significant in the frequency range [200Hz-1kHz] with 
spectral sound level fluctuation from 2dBA to 6dBA. For each meteorological condition, 
frequencies with maximum AM-GE depth are shifting to increasing frequencies with increasing 
distances. Moreover, the AM-GE depth is decreasing with increasing distances: no more AM-
GE is significant at large distances (from 800m). Similarly, the AM-GE depth tends to decrease 
with increasing meteorological downward conditions. 
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Figure 7: AM depth for several from the wind turbine and several downward meteorological conditions. 


4. Conclusions 


The constant movement of the aerodynamical noise sources of a wind turbine induces constant 
change of the interference pattern of sound levels at a receiver, only by ground effects. This 
has no influence on the global sound level and a single equivalent point source for wind turbine 
is enough for predicting global sound level at neighbourhood. It is not the case when 
considering the spectral content of the noise: 1/3 octave sound level fluctuations from 2dBA to 







6dBA can be observed in the frequency range [200Hz-1kHz], up to 500m from the wind turbine. 
This effect decreases with the distance and becomes negligible from 800m (10 times the hub 
height). Meteorological effect tends to lower the AM-GE. As the permanent cyclic shift of 
interferences concerns audible frequencies, it could be a source of specific annoyance. It is not 
possible to predict this effect when considering a single equivalent point source at the hub. 3 
point sources located at the end of each blade may be recommended if one want to predict 
AM-GE for distances lower than 800m (here 10 times the hub height). An alternative and more 
simple solution to characterize this effect may be to make two calculations, each one with a 
single point source located at the minimum and maximum height of the blade tip. Beyond 
800m, the hypothesis of a unique equivalent point source located at the hub is still satisfactory 
as no amplitude modulation by ground effect remains.  
Further work with more realistic meteorological effects (lin-log vertical sound speed profile for 
example), and a more accurate propagation model (PE (Lihoreau et al. 2006) or TLM 
(Guillaume et al. 2014) for example)  will be considered in the future in order to extend and 
confirm those results for different positions of receivers and for different sizes of wind turbine. 
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Summary 


Wind turbines can cause harmful effects by noise on the environment resp. humans in the 
neighbourhood. Sound propagation calculations for wind turbine projects in Germany are 
usually carried out by using the alternative calculation method of DIN ISO 9613-2. 


Within the research project “Metrological validation of the DIN ISO 9613-2 propagation model 
concerning wind turbine noise” reliable data was collected and evaluated to figure out the 
difference between the calculated and the real sound propagation of wind turbines in order to 
consequently improve the forecast quality. 


Two wind turbines of the two megawatt class with a hub height of 100 metres and a rotor 
diameter of 80 metres were used as emission source. All sound pressure level measurements 
at distances between about 500 metre and 1000 metre to the wind turbines were performed 
synchronously to the emission measurements at the wind turbines. 


The calculations of the sound propagation were performed according to the alternative method 
of DIN ISO 9613-2 for A-weighted sound pressure levels by taking all relevant parameters such 
as temperature, humidity and geometrical data in account. 


The investigations show that the calculation methods of DIN ISO 9613-2 do not reflect the real 
sound propagation situation concerning the noise of high wind turbines. Further consideration 
are needed to adapt the calculation methods of DIN ISO 9613-2 concerning noise exposure of 
modern wind turbines. 


 


1. Introduction 


Wind turbines can cause harmful effects by noise on the environment resp. humans in the 
neighbourhood. In Germany, the Federal Immission Control Act [1] lays down by law that wind 
turbines have to be build and operated without causing these harmful effects. 


Criteria concerning the determination of the noise immissions in Germany are described within 
the Technical Instructions on Noise Protection, TA Lärm [2]. Due to this guideline, calculations 
of sound propagation have to be done according to DIN ISO 9613-2 [3]. 


The scope of DIN ISO 9613-2 is limited to ground near noise sources thus information on the 
accuracy is just related up to an average height between sender and receiver of about 







30 metre. Consequently, modern wind turbines whose hub-heights meanwhile exceed 100 
metre are not included. 


Sound propagation calculations for wind turbine projects in Germany are usually carried out by 
using the alternative calculation method of DIN ISO 9613-2. This implies a non-frequency-
selective approach concerning the attenuation due to the atmospheric absorption Aatm and the 
attenuation due to the ground effect Agr. 


By taking the standard deviation of the propagation model within DIN ISO 9613-2 with 1,5 dB in 
combination with a significance level of 10 % into account, the confidence interval is calculated 
to be 1,9 dB. 


The North Rhine Westphalian State Agency for Nature, Environment and Consumer Protection 
invited tenders for the research project “Metrological validation of DIN ISO 9613-2 propagation 
model concerning wind turbine noise”. The project wanted to collect reliable data to figure out 
the difference between the calculated and the real sound propagation of wind turbines in order 
to consequently improve the forecast quality. 


 


2. Measurement Concept 


2.1 Measurement mode 


Basically, a metrological validation of the propagation conditions of wind turbine noise is 
influenced by multiple parameters which are motivated by the typical noise characteristics of 
wind turbines. 


The central point is the fact that wind turbines reach their maximum sound power level at wind 
speeds at about 8 m/s at a height of 10 meters. This wind speed comes along with a high 
amount of background noise. Measurements at large distances to wind turbines therefore face 
the problem of an insufficient signal-to-noise ratio. 


In cooperation with the manufacturer of the wind turbines, the rotor speed was increased by 
manipulating the blade pitch angle which led to fairly high sound power levels in the 
“measurement mode” even at low wind speeds. Thereby, the measured wind speeds met the 
scope of DIN ISO 9613-2. 


2.2 Meteorology and weather conditions 


In addition to the factor wind speed, meteorological conditions have a substantial influence on 
the sound propagation in the considered distance range. Using a SODAR-RASS system, 
average readings of the wind vector, the wind speed, the diffuseness and the temperature in 
heights between 30 metres and 300 metres above ground level were collected. 


Near the ground temperatures varied from 5 °C to 10 °C. There was at no time the risk of soil 
frost. Air pressure was measured between 100,0 kPa and 102,0 kPa, humidity between 70 % 
and 90 %. The weather conditions largely correspond to the framework of DIN ISO 9613-2. 







2.3 Layout 


Two wind turbines of the two megawatt class with a hub height of 100 metres and a rotor 
diameter of 80 metres were used as emission source. The apparent sound power levels were 
determined by parallel emission measurements according to IEC 61400-11 [4]. 


Synchronously measurements concerning sound pressure level and wind speed were carried 
out in down- and upwind direction at distances of about 500 metres, 750 metres and 
1000 metres to the wind turbines at a height of five meters (Figure 1).  


 


 


Figure 1: Exemplary measurement constellation on site 


 


The investigation site is located within a region which is characterized by agricultural land 
(fields and meadows) as well as small pieces of forest. In addition to agricultural roads, main 
roads run at distances of about two kilometres and county road are a fair way off, too. If a piece 
of forest prevented the setup of a measuring point, it was moved slightly aside. This procedure 
leads to measured values between 450 metres and 1100 metres to the wind turbines. 


2.4 Data sets 


The measurements were performed in ten nights. In the years 2012 and 2013, investigation 
periods were realized in October and November with five nights each period. Within every night 
the data sets contain 30 minutes background noise measurements and 30 minutes of total 
noise measurements. The averaging time was set to 10 seconds. 


 


3. Evaluating the measurements 


3.1 Acoustical emissions by the wind turbines 


For the determination of the sound power levels of both wind turbines the measurement 
positions were established in accordance with the requirements of IEC 61400-11. An 







interaction between both emission measurement positions could not be excluded due to the 
short distance between them. 


 


 


Figure 2: Reference measuring point RMP (WT1) 


 


Consequently, immediately preceding performed non-parallel measurements provided data 
concerning this interaction. Subsequently, measured sound pressure levels on the 
measurement board got corrected if necessary (Figure 2, Figure 3). 


 


 


Figure 3: Reference measuring point RMP (WT2) 


 


As can be seen in the exemplary shown figures, the sound pressure level caused by wind 
turbine 2 at the measurement board 1 (WT2@RMP1) is about 10 dB below the sound pressure 
level caused by wind turbine 1 at the measurement board 1 (WT1@RMP1). On the other hand, 
the sound pressure level caused by wind turbine 1 at the measurement board 2 (WT1@RMP2) 
is only about 6 dB below the sound pressure level caused by wind turbine 2 at the 
measurement board 2 (WT2@RMP2). In this case, it is necessary to correct the sound 
pressure level to prevent an overestimation of the sound power level of each wind turbine. 


The sound power level of each wind turbine is calculated as follows: 







LWA,WT1 = 10*log[10^(0.1*LpWT1&2@RMP1)- 10^(0.1*LpWT2@RMP1)- 10^(0.1*LpBG@RMP1)]-
6+10*log(4*π*R1²/S0) 


with: LWA,WT1:  sound power level wind turbine 1 in dB(A) 
LpWT1&2@RMP1: sound pressure level of both wind turbine at reference measurement 


position 1 (WT1) in dB(A) 
LpWT2@RMP1: sound pressure level of wind turbine 2 at reference measurement 


position 1 (WT1) in dB(A) 
LpBG@RMP1: sound pressure level of background noise at reference 


measurement position 1 (WT1) in dB(A) 
R1:    slant distance from rotor centre to actual measurement position in m 


 S0:    reference area = 1 m² 
 


3.2 Acoustical immissions at the measuring points 


All sound pressure level measurements at distances between about 500 metre and 1000 metre 
to the wind turbines were performed synchronously to the emission measurements at the wind 
turbines. All microphones were equipped with a primary and a secondary windscreen to reduce 
wind-induced noise. 


In addition to the sound pressure level of background and total noise the wind speed was 
documented at a height of 5 m at every measuring point. Based on these wind speeds, the total 
noise measurements during the wind turbine operating time could be linked with appropriate 
background noise data. 


In a first step of the analysis, all gathered data, total noise and background noise, are 
presented as a function of the wind speed at the measuring points. Secondly, both types are 
described with linear regressions (Figure 4). 


 


 


Figure 4: Total Noise and background noise at immission measuring point 


The calculation of the sound pressure level caused by the wind turbines is done by taking 
account of the sound power level of both wind turbines plus the attenuation term for 
geometrical divergence Adiv and an iteratively determined constant DConst. 


 


 







Lp,WT1&2,calc = 10*log[10^(0.1*(LWA,WT1-Adiv,WT1-DConst))+ 10^(0.1*(LWA,WT2-Adiv,WT2-DConst))] 


with: Lp,WT1&2,calc: calculated sound pressure level caused by both wind turbines in dB(A) 
LWA,WT1: sound power level wind turbine 1 in dB(A) 
Adiv,WT1: attenuation term for geometrical divergence in dB [3] 
DConst: iteratively calculated constant in dB 


 


In this case the propagation constant describes unspecified attenuation beyond geometrical 
divergence. It is calculated providing that the mean square error between the measured and 
calculated total noise at the measuring points runs to zero. 


The calculated level of total noise which occurs at the measuring point is determined by the 
energetic addition of the linear regression data from the background noise plus the calculated 
sound pressure level Lp,WT1&2,calc. 


 


4. Calculations of the sound propagation 


4.1 Calculation procedure 


The calculations of the sound propagation were performed according to the alternative method 
of DIN ISO 9613-2 for A-weighted sound pressure levels. 


LAT = 10*log[10^(0.1*(LWA,WT1+DΩ,WT1-Adiv,WT1-Aatm,WT1-Agr,WT1))+ 10^(0.1*( LWA,WT2+DΩ,WT2-
Adiv,WT2-Aatm,WT2-Agr,WT2))] 


with: LAT:  average A-weighted sound pressure level in dB(A) 
LWA: metrological defined sound power level of wind turbine 1/2 in dB(A) 
DΩ: to take account of apparent increase in sound power level [3] 
Adiv: attenuation term for geometrical divergence in dB 
Aatm: attenuation due to atmospheric absorption in dB 
Agr: attenuation due to ground effect in dB 


The calculation is performed for every 10 seconds average. Within the calculation all relevant 
parameters were taken in account such as temperature, humidity and geometrical data.  


A meteorological correction Cmet is not applied which means that only the average A-weighted 
sound pressure level for downwind situations is calculated. 


In a subsequent calculation process the frequency-selective calculation method according to 
the DIN ISO 9613-2 was used. The metrological determined spectra of the sound power level 
of both wind turbines were taken into account as well as different ground factors. 


4.2 Comparison between measurements and calculations 


The comparison of the metrological collected with the calculated immission values bases on the 
10-second intervals data. For this purpose all 10 second values out of one measurement period 
were arithmetically averaged. In addition, the standard deviation was calculated. For the 
respective data points, the logarithmic regression was calculated either. 


 







 


Figure 5: Measured and calculated sound pressure levels in the downwind sector 


 


As shown in figure 5 the metrological collected immission values in the downwind sector and 
according to the different methods of the DIN ISO 9613-2 calculated, average A-weighted 
sound pressure level, decrease within the investigated distance. 


At small distances of approximately 400 metre to the wind turbines all methods including the 
measurements provide nearly the same results. With an increasing distance to the wind 
turbines, the difference between the calculated values and the measured values increases, too, 
wherein the calculated values are always below the measured values. 


At the end of the investigation area at a distance of about 1100 metre to the wind turbines, the 
difference concerning the alternative method of the DIN ISO 9613-2 grows to about 5 dB while 
the difference concerning the general method of the DIN ISO 9613-2 (hard ground) stagnates 
at about 1 dB. 







 


Figure 6: Measured and calculated sound pressure levels in the upwind sector 


 


Figure 6 deals with the upwind sector. 


At the beginning of the inspected area calculations according to the alternative method of the 
DIN ISO 9613-2 provide data which are congruent to the measured values. With the help of the 
general method of the DIN ISO 9613-2 (hard ground) calculated values are about 1 dB above 
measured values. With an increasing distance to the wind turbines, the difference between 
alternative calculated values and the measured values increases, wherein the calculated 
values are always below the measured values. The difference between the general method of 
the DIN ISO 9613-2 (hard ground) and the measured values remains nearly the same 
throughout the entire investigation area. 


At the end of the investigation area at a distance of about 1100 metre to the wind turbines, the 
difference concerning the alternative method of the DIN ISO 9613-2 grows to about 4 dB and 
thus slightly smaller than in the downwind sector. 


 







5. Conclusions and prospect 


Within the research project “Metrological validation of the DIN ISO 9613-2 propagation model 
concerning wind turbine noise” reliable data was collected and evaluated to figure out the 
difference between the calculated and the real sound propagation of wind turbines in order to 
consequently improve the forecast quality. 


The investigations show that a confidence interval of 1,9 dB as it is often used in Germany to 
take the uncertainty of the propagation model of the DIN ISO 9613-2 into account covers the 
difference up to 550 metre between the wind turbines and the immission points while using the 
alternative calculation method. 


Different reasons lead to the assumption that the alternative method of the DIN ISO 9613-2 is 
often seen as the preferred calculation method to calculate the sound propagation. An 
important factor here is in some circumstances the non-frequency selective calculation within 
this method. 


Further consideration therefore should include how to adapt the alternative calculation method 
of DIN ISO 9613-2 concerning noise exposure of modern wind turbines. In particular it must be 
determined which parameters such as hub-height, distance between source and receiver and 
the on this basis calculated attenuation due to the ground effect influence the shown difference. 
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Summary 


Despite careful design of wind turbines, unwanted tonalities can occur during 
operation. An “Active Damping Device (ADD)” is developed, which can be retrofitted 
and used to reduce vibrations in wind turbines. This way the disturbing tonalities are 
diminished and the legal or contractually defined limit of sound emission can be met. 
Taking measurements and FE-simulations are necessary for dimensioning the 
actuators, sensors and controller, and also for the development of a technology 
prototype, which has proven its functionality in field tests and enabled to initiate the 
product development process.  
 


1. Introduction 
When considering wind turbines in relation to noise, tonal components are critical, 
since they cause a particular disturbance for the hearing impression. This fact is 
supported by the assignment of tonality surcharges in the assessment of noise 
emissions according to IEC 61400-11 [1] and national counterparts. Despite careful 
design of the wind turbine, unwanted tonalities can still occur during operation. Their 
removal can be very complex, especially if a speed dependency of the tonalities is 
present. 
Tonalities have their origin in the gearbox of a wind turbine. The meshing forces of 
one or several gear stages vary periodically with the respective meshing frequency. 
This constitutes a dynamic vibration excitation in the audible frequency range, mostly 
from approx. 80 Hz up to several hundreds of Hertz. As a consequence to this 
excitation, the gearbox reacts with vibrations in the excitation frequency. The gearbox 
vibrations are then transferred into the wind turbine and spread up to the rotor blades 
and the tower. During this transfer, they might be further increased by part 
resonances. In many cases, common gearbox supports cannot reduce the vibrations 
sufficiently, because the cutoff frequency of the isolation cannot be set low enough. 
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With their huge surface, the tower and the rotor blades transform the mechanical 
vibrational energy into acoustic energy and emit this energy as audible sound. 
 
The acoustic quality of wind turbines is evaluated on the basis of the sound power 
level, which is to be determined according to IEC 61400-11. The noise of a turbine is 
mainly caused by air flowing around the rotor blades. This leads to audible 
broadband noise consisting of many frequencies, none of which stands out 
particularly. If gearbox tonalities occur, a noise with a fixed frequency, i.e. a tone, 
mixes with this broadband noise. It is known from psycho-acoustics that tonal noises 
(tonalities) are particularly unpleasant for people; therefore, the standards assign a 
so-called tonality surcharge to the determined broadband sound power level for tonal 
components, which can be up to +6 dB. With this surcharge, the authorized limits for 
noise emissions or the contractually agreed noise levels are often exceeded. 
 
One possibility to reduce the sound of wind turbines is to prevent the propagation of 
gearbox vibrations - especially in the direction of the tower. This is achieved by 
compensating the present vibrations by a precisely applied counter-vibration before 
they can spread. For tonalities with fixed frequencies this can be realized with tuned 
mass absorbers, which are built up as spring-mass systems. These systems are 
adjusted to the tonality frequency and countervail the vibrations. 
Another approach to mitigate emerging tonalities is the use of distributed active 
vibration absorbers. By means of appropriate control strategies and suitable 
positioning of absorbers and sensors, the entire speed range of the turbine can be 
addressed and reduction of sound at several frequencies is achieved. 
 


2. Measurements and FE-simulation 
Positioning the absorbers requires knowledge of the sound radiating components. 
This can be determined by structure-borne and airborne sound measurements in 
combination with finite-element-simulations of the system. 
Initially the wind turbine is analysed via measurements and subsequently FE-
Simulations are used to find the best positions of the active absorbers and to 
compare their efficiency with passive absorbers efficiency. 
 


2.1. Measurements of structure- and air-borne sound 


The structure-borne sound is obtained with acceleration sensors which are placed on 
specific components of the wind turbine at several measurement points. The velocity 
of vibration is measured over the entire speed range. Measuring points are located at 
the rotating and the stationary part of the wind turbine. Typical measurement curves 
are shown in figure 2.1 at a position of the rotating part. 
 
The sound energy is recorded behind the wind turbine at the reference point. The 
distance between this point and the axis of the tower is equal to the maximal height 
of the turbine. The results show a significant increase over the entire speed range of 
the turbine: the frequency of the emitted sound follows the order of the rotational 
frequency, see figure 2.2.The same speed dependency of the maximal vibration level 
can be seen in the measurement data. 
 







 


 
Since the sound measurements are not sufficient to find the components which 
cause the highest sound pressure level, it is required to identify these components 
via FE-simulations. 
 


0
20


40
60


80
100


120
140


40


50


60


70


80


90


100


20


25


30


35


40


45


50


 


normalized frequency [%]


sound@reference-point; Lp [dBA]


normalized speed [%]


 20


25


30


35


40


45


50


Figure 2.2 Measured sound pressure level at the reference point behind the wind 
turbine 
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Figure 2.1 Exemplary presentation of vibration measurements  







2.2. FE-simulation (structure- and airborne noise) 


FE-simulations are used to find the components which are emitting the largest part of 
sound pressure and how the audible tonalities are generated. Furthermore, two 
aspects are analysed: the actuator forces which are necessary to apply the 
countervailing vibrations and the optimal positioning of the absorbers to achieve the 
best efficiency. This information is the basis of developing a retrofittable solution to 
reduce sound emission of wind turbines. 
 
With a structural dynamic model of the wind turbine (see figure 2.3 a.), first the 
structure-borne noise of potentially radiating components is calculated according to 
their material properties. Therefore the simulation of vibration is implemented using a 
defined excitation for each relevant direction of the turbine’s drivetrain. The frequency 
range is equal to the measured one. By means of the measurement data, the 
vibration response is calibrated via superposition and scaling the simulation results. 
For selected points the results of measurement and simulation are compared, to 
evaluate if a sufficient concordance is achieved. 
 
The calculated structure-borne noise is transferred to an appropriate airborne noise 
model. This transfer is carried out sequentially for each part of the wind turbine: 
blades, nacelle, hub and tower. The sound pressure is distributed over several layers 
behind the wind turbine. By a subsequent extrapolation of these results to the 
reference point (see figure 2.3 b.), the respective contribution of each component to 
the tonality level can be determined.  


 
The simulation results show that in this case the highest sound pressure level is 
achieved by the rotor blades, which means a difference of 5 to 25 dB in comparison 
to the other components of the wind turbine, see figure 2.4. 
The next step is the integration of active vibration absorbers into the simulation 
model to determine the power requirements and the optimal placement of the 
absorbers. Therefore, the active absorbers are mounted in several combinations onto 
the rotating and the stationary part of the wind turbine in order to analyze their 


Figure 2.3 a. FE-Model to calculate the structure-born sound  
b. FE-Model for airborne sound 







respective efficiency and the required dynamic forces. For each actuator a power 
demand of about 3 kN is determined. The use of passive absorbers is not reasonable 
because of the pronounced speed dependency of the tonalities. 


 
A comparison of the calculated sound level with and without absorbers, as shown in 
figure 2.5, allows an assessment of the achievable noise reduction. Field tests have 
confirmed the predicted reduction and the development of the retrofittable absorber 
ADD.Sound® as a standard product can be initiated. 
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Figure 2.4 Comparison of sound radiation of the different components of the wind 
turbine 
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Figure 2.5 Comparison of sound pressure level with and without active absorber  







3. Results of field tests 
Field tests are performed with absorber prototypes which have a system mass of 
approximately 110 kg and a dynamic power range of up to 5 kN. Symmetrically 
positioned, multiple absorbers can generate adequate counter-vibrations which are 
transferred into the wind turbine, decreasing vibrations and obtaining significant 
reduction in the emitted sound. 
The functionality of the prototypes has been proven and the predicted values used 
for dimensioning the absorber were confirmed (see figure 3.1). Furthermore, 
optimization steps could be identified. 
 


 


4. Design of Active Damping Device ADD.Sound
®
 


An optimised design implementation of the active damping device (ADD) is based on 
the examination of the prototypes. This leads to hardware components and mounting 
techniques which are in compliance with the requirements of operational safety and 
cost efficiency. 
The ADD consists of an actuator, sensor, electronics and a stationary frame which 
ensures the mechanical coupling to the wind turbine, see figure 4.1. The actuator is 
mounted on springs and consists of two electromagnetic drives. The total force of 
one ADD is in the range of approximately 4 to 5 kN with a system mass of about 110 
kg. 
To enable data evaluation and actuator control a decentralized line topology is 
implemented, whereby an easy assemblage of a variable number of ADDs is 
possible. A schematic illustration of the connection options is shown in figure 4.2. 


Figure 3.1 Comparison of sound pressure level at the reference point 
with installed ADD.Sound


®
, switched on and off 







 


 
An actively controlled absorber compensates several orders of tonal gearbox 
vibrations at variable speed over the entire speed range of the wind turbine, which is 
the main advantage over passive solutions. Compact dimensions of absorber and 
electronics are another advantage of the retrofittable ADD.Sound®. 
 


5. Conclusion 
The combined usage of measurements and simulations enables to identify the rotor 
blades as the component which causes the highest sound pressure level emission. 
To reduce vibrations of the wind turbine, active absorbers (ADD.Sound®) are installed 
and used to compensate several tonalities over the entire speed range. 
With the introduction of ADD.Sound®, the sound emission of the wind turbine is 
significantly reduced and the legal requirements are met. 
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Bild 4.1 Darstellung der Komponenten des aktiven Tilgers ADD.Sound
® Figure 4.1 Photographic and schematic illustration of the components 


of the active absorber ADD.Sound
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Figure 4.2 Schematic illustration of the connection options of multiple absorbers 
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Summary   


Wind turbine noise is composed of aerodynamic noise produced by the blades rotating through 
the air and mechanical noise associated with components such as the gearbox and generator. 
Currently more focus is afforded to aerodynamic noise as this typically dominates the noise 
emission from a turbine, but mechanical noise requires consideration particularly as it can 
result in low frequency tonal emissions. This paper presents an analysis of noise emissions 
from several different makes of wind turbines that exhibit tonality when measured at the turbine 
in the frequency range from 50 to 200 Hz. In each case, the tone emitted by the turbine was 
found to modulate at the blade pass frequency and was often more prominent under upwind 
and crosswind conditions. Furthermore, the tones could also be detected as audible at 
residences at relatively large distances from the wind farm. The application of the different tonal 
assessment methodologies contained in IEC 61400-11 and the Simplified and Reference 
methods in ISO 1996-2 to the wind turbine noise is discussed, as well as the potential for these 
audible tones to cause annoyance at residences. Improvements to wind turbine noise 
guidelines are suggested to assist with the analysis of tonal noise, and improve the 
implementation of mitigation of mechanical noise during the design stage of turbines.  


1. Introduction   


Wind turbine noise is composed of aerodynamic noise produced by the blades rotating through 
the air and mechanical noise associated with components such as the gearbox and generator. 
Aerodynamic noise generally controls the overall noise levels and is the source of amplitude 
modulation from turbines, but mechanical noise also requires consideration particularly where it 
may result in tonal noise from the turbines. 
 
Generally much more focus has been afforded to aerodynamic noise in recent years, as 
evidenced by investigations into amplitude modulation by both RenewableUK and the Institute 
of Acoustics. Typically, tonal noise has been considered to an issue largely confined to the past 
(Moorhouse et al, 2007) and to be not a significant issue for modern wind turbines based on 
turbine sound power test reports (Tonin, 2012). 
 
Sound power test reports for modern wind turbines, including tonality tests, are conducted 
based on the procedures outlined in IEC 61400-11 Edition 2.1 (IEC, 2006) or the more recent 
IEC 61400-11 Edition 3 (IEC, 2012). As evidenced by a recent study of tonality at Hallett Hill 
Wind Farm, IEC 61400-11 only requires tonality from wind turbines to be assessed across 
limited wind speed and direction ranges (Cooper et al, 2013). In this instance, a tone occurred 
at ~124 Hz which was audible at the residence but not under the downwind conditions for which 
IEC 61400-11 requires a tonality test to be conducted. 
 
This paper presents an analysis of noise emissions from several different makes of wind 
turbines that exhibit tonality when measured at the turbine in the frequency range from 50 – 
200 Hz. The tones were related to mechanical noise from the turbines and, in many cases, the 
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tone emitted by the turbine was found to modulate at the blade pass frequency and was more 
prominent under upwind and crosswind conditions. Findings of the tonality assessment at 
residences at a distance from the relevant wind farms are also presented and discussed. 
 
The implications of current tonality assessment methodologies for these wind turbine tones are 
discussed, and improvements to current procedures suggested. 


2. Tonality assessment procedures 


A brief overview of the primary tonality assessment procedures or tonality tests applied to wind 
turbines is provided in the following sections. 


2.1 IEC 61400-11 


IEC 61400-11 defines the standard test procedure for both determining sound power levels and 
tonal audibility (ΔLa) for wind turbines. Tonal audibility is a measure of how audible a tone is, 
with an audibility of 0 dB indicating a tone is just audible to the average listener. 
 
The IEC 61400-11 methodology involves calculation of the tone level for possible tones in 
selected 10-second spectra and calculation of the masking noise level within the critical 
bandwidth around the tone. For low frequencies, the critical bandwidth is 100 Hz wide. Tonal 
audibility is then calculated as the difference between the tone level and the masking noise 
level, adjusted by a frequency dependent audibility criterion. 
 
IEC 61400-11 Edition 2.1, which was the applicable standard from 2006-2012, has specific 
data collection requirements that limit the data to be assessed at the turbine. The two one-
minute periods nearest to each integer wind speed from 6 to 10 m/s (at standardised 10 m 
height) are assessed. Additionally, only downwind (±15°) measurements are considered in the 
assessment. For every possible tone, the tonal audibility determined for each of the 12 10-
second periods at each integer wind speed are then energy-averaged to determine the overall 
tonal audibility for the tone at that wind speed. 
 
The IEC 61400-11 methodology is intended for application during a sound power test of a 
turbine and the assessment is carried out during measurements at an approximate distance of 
hub height plus half rotor diameter downwind of the turbine. Despite this, it is possible to apply 
the tonal audibility calculation methodology specified within the standard to data collected at 
other locations, such as residences (Cooper et al, 2013). In that study, a method was described 
where tonal audibility was determined for each consecutive two-minute period. 
  
The updated version of IEC 61400-11 (Edition 3) was released in 2012. The key difference in 
tonality assessment procedures between Edition 2.1 and Edition 3 is that Edition 2.1 only 
considered the two minutes of downwind data gathered nearest to integer wind speeds of 6 to 
10 m/s, while Edition 3 considers all downwind data gathered over a similar wind speed range 
(0.8 to 1.3 times the wind speed at 85% rated power). The use of all data within this wind speed 
range, rather than only a small sample of data to determine the tonal audibility, is an 
improvement in the new version of the standard. The average level of tonal audibility over a 
large number of measurements provides a far more consistent and repeatable measure of the 
tonal noise emissions. However, IEC 61400-11 Edition 3 still only requires the assessment to 
be conducted over downwind (±15°) conditions and over a limited wind speed range. 
 
Neither version of IEC 61400-11 specifies an acceptable level of tonal audibility or a penalty to 
apply to audible tones. Both require reporting of tones with a tonal audibility of greater than or 
equal to -3 dB.  


2.2 ISO 1996-2  


Annex C of ISO 1996-2:2007 (ISO, 2007) details another narrowband tonality assessment 
methodology for the calculation of tonal audibility, referred to as the objective method. This 







methodology is broadly similar to that specified in IEC 61400-11 although differs slightly in 
practice including through the consideration of noise pauses which are local maxima with a 
probability of a tone. 
 
Unlike IEC 61400-11, ISO 1996-2 does provide guidance on acceptable levels of tonality 
audibility and the associated penalty to be applied to tonal noise. For tonal audibilities greater 
than 4 dB, the applicable penalty is the audibility less 4 dB up to a maximum penalty of 6 dB. 
No tonal penalty is applicable where the tonal audibility is less than 4 dB. 
 
The objective method from Annex C of ISO 1996-2 is specified as the reference method for the 
assessment of tonality in NZS 6808:2010 (Standards New Zealand, 2010), used throughout 
New Zealand and in the state of Victoria, Australia. 
 
Annex D of ISO 1996-2 also includes a simplified method for the assessment of the audibility of 
tones, comparing the level difference between a one-third octave band where a possible tone 
exists and each adjacent one-third octave band. Annex D states possible level differences for 
the detection of a prominent discrete tone as: 


 15 dB for low frequency one-third octave bands (25 Hz to 125 Hz) 


 8 dB in middle-frequency bands (160 Hz to 400 Hz) 


 5 dB in high-frequency bands (500 Hz to 10 kHz). 
 
The simplified method from Annex D of ISO 1996-2 is specified as the reference tonal 
assessment method in the New South Wales Draft Planning Guidelines: Wind Farms (NSW 
DPI, 2011). 


2.3 Joint Nordic Method Version 2 


The Joint Nordic Method Version 2 (Pedersen et al, 1999) is another narrowband method for 
the calculation of tonal audibility. Version 2 was the basis for, and is practically identical to, the 
objective narrowband method from Annex C of ISO 1996-2 and specifies the same sliding tonal 
penalty scale. 


2.4 ETSU methodology 


The UK guideline ETSU-R-97 (DTI, 1997) advised caution on tonal noise from wind farms 
stating “it had been our experience, confirmed by the survey reported in Chapter 5, that where 
complaints have been made over noise from existing wind farms the tonal character of the 
noise has been the feature that has caused greatest annoyance.” It reviewed methods for 
assessment current in 1997 and recommended a narrowband assessment methodology largely 
based on the Joint Nordic Method Version 1, which was current at the time. 
 
Peaks in the spectrum are classed as a tone if the level is more than 6 dB above the 
logarithmic average of the sound pressure levels of the rest of the lines within the critical band, 
excluding the line either side of the peak. The audibility is determined on the basis of the 
difference between the tonal and masking energy as per other methodologies, with the 
distinction that the tone level used is the arithmetic mean of the top 10% of tone levels rather 
than the energy averaged level. This will result in a higher tonal audibility level being calculated 
for time-varying tones. 
 
ETSU-R-97 specifies penalties to be applied depending on the tonal audibility, as per Figure 1. 
The maximum applicable penalty is 5 dB for tonal audibilities of 6.5 dB and greater. 
 







 
 
Figure 1 – Tonal penalty to be applied, taken from ESTU-R-97 


3. Wind turbine tests 


Detailed tonality assessments were carried out during sound power tests of seven wind 
turbines (A to F) from three different manufacturers. The turbines have a rated power between 
2 and 3 MW and a hub height between 70 and 90 m, and are installed at Australian wind farms. 
 
The measurements and assessment were carried out in general accordance with IEC 61400-11 
Edition 2.1 with a sound level meter installed on a circular acoustically reflective ground board 
at a distance within 20% of the turbine hub height + ½ rotor width. The important distinctions 
from the IEC 61400-11 methodology were that: 


 The measurement period was extended, with measurements duration from two days up 
to 20 days. 


 All periods have been assessed for tonality, not just downwind conditions for wind 
speeds of 6 to 10 m/s at standardised 10 m height. 


 Rather than selecting the two one-minute periods closest to each integer wind speed, 
the tonal audibility of each consecutive two-minute period during the measurements has 
been assessed as per IEC 61400-11 Edition 2.1 using a 2 Hz bandwidth. 


3.1 Overall tone occurrence 


Figure 2 presents the percentage of the measurement time for which an audible tone was 
detected in accordance with IEC 61400-11. An audible tone has been taken to be a tone with 
audibility greater than 0 dB. Specific frequencies are not shown on Figure 2 for commercial 
reasons but the horizontal axis covers a frequency range from approximately 50 to 200 Hz, with 
each point representing a 2 Hz step as per the bandwidth. 
 
From Figure 2, it can be seen that each of the turbines tested exhibit audible tones for a 
reasonably large percentage of the time. Each of these tones is related to a mechanical feature 
of the turbine, with a gear tooth meshing frequency commonly matching the frequency of the 
audible tone. Because of this, the audible tones occur across varying frequencies as rotational 
speeds change and this should be noted in interpreting Figure 2. For example, the highest tonal 
peak for WTG B occurs 12% of the time within a particular 2 Hz band but occurs for a total of 
28.6% of the time across the 8 Hz range at which it may be detected. 







 
 
Figure 2 – Percentage of time for which audible tone detected at turbine 


Of interest, WTG E and WTG F are the same model of wind turbine with the same gearbox but 
installed at different sites. The frequencies at which audible tones occur are identical, and the 
percentage of time for which they occur are similar when considering the different wind 
conditions that may occur during two separate tests. This indicates that the tones are a feature 
of the design of the turbine and are not a result of a maintenance issue related to a particular 
turbine. WTG D is also the same turbine type as WTG E and WTG F but has an older variant of 
the same make of gearbox. This turbine produces an audible tone at a slightly lower frequency 
than the other two turbines, corresponding to a slightly lower gear tooth mesh frequency of this 
gearbox. 
 
Figure 3 presents the distribution of tonal audibility for the main detected tones at six of the 
turbines for which extended data was available. It can be seen that the tonal audibility of each 
tone can vary quite significantly between two-minute periods. While the majority of two-minute 
tonal audibilities are below 8 dB, there is a wide variation in levels below this and occasional 
periods of higher tonal audibility. 
 
This variation in tonal audibility at the turbine highlights a shortcoming of the tonal assessment 
methodology specified in IEC 61400-11 Edition 2.1, as assessing only the two one-minute 
periods closest to each integer wind speed may have markedly different results between two 
assessments. The approach specified in IEC 61400-11 Edition 3 whereby the determined tonal 
audibility of each 10-second spectrum is averaged is therefore more likely to provide a 
repeatable result. 
 







 
 
Figure 3 – Distribution of tonal audibility at the turbine 


3.2 Wind speed and direction dependence 


A common feature of the audible tones detected at each WTG was that they were all highly 
dependent on wind speed and direction. This is consistent with the findings of our previous 
investigation into an ~124 Hz tone at a residence near a wind farm where the highest levels of 
audibility occurred under crosswind and upwind conditions, and at relatively low wind speeds 
(Cooper et al, 2013). 
 
As an illustration of this, tone occurrence (taken to be where the tone was detected with 
audibility greater than 0 dB) is shown against wind speed and direction for tones at WTG B and 
WTG E in Figure 4 and Error! Reference source not found.Figure 5 respectively. Note that 0º 
corresponds to upwind conditions with respect to the measurement location, 180º downwind 
and ±90º crosswind on either side of the nacelle. 
 
The tone occurrence shown in Figure 4 for WTG B is for the lowest frequency tone at the WTG 
in Figure 2. While Figure 2 indicates that this tone may only have an overall occurrence during 
the measurements of 5%, Figure 4 demonstrates that this tone regularly occurs under wind 
speeds greater than 10 m/s. The reason that this tone was only detected for 5% of the total 
measurement period was due to a general lack of higher wind speeds during the monitoring, 
indicating that an understanding of the wind conditions during an assessment is important. 
 
The tone occurrence for WTG E in Figure 5 shows a high dependence on both wind speed and 
wind direction. The tone does not occur under downwind conditions and is more prevalent 
under crosswind than upwind conditions. It is also generally limited to lower wind speeds, 
although it does occasionally occur under higher speed crosswind conditions. 







 
 
Figure 4 – Tone occurrence with wind speed and direction for WTG B 


 


 
 
Figure 5 – Tone occurrence with wind speed and direction for WTG E 


Due to this high dependence of tone occurrence on wind speed and wind direction, the current 
IEC 61400-11 Edition 3 requirement to only assess tonality under downwind ±15º and for wind 
speeds across a range of approximately 8 – 14 m/s (depending on power curve) may not result 
in identification of audible tones. In our experience with the seven WTGs tested and reported in 







this paper, it is likely that a test under the IEC 61400-11 required wind speed and direction 
range would have failed to detect an audible tone at all but one of the WTGs. 


3.3 Modulation of tones 


In our previous study of a tone at a residence near Hallett Hill Wind Farm (Cooper et al, 2013) it 
was identified that the tone was not steady in nature and, when assessed at the turbine, the 
tone was modulated at blade pass frequency, although with some randomness in level that was 
possibly due to variation in loading on the gearbox due to wind gusts. The blade pass 
modulation of the tone, a small degree of Doppler shift, as well as its directivity, indicated that 
the tone was radiated off the turbine blades. The modulation of the tone is shown by the 
multiple side bands of the tonal peak at 122.5 Hz in Figure 6, with the side bands spaced at 
blade pass frequency. 
 


 
 
Figure 6 – Power Spectral Density for tone at Hallett Hill Wind Farm turbine showing multiple side bands 


This same pattern of modulation was identified for the main low frequency tones from each of 
the WTGs in this paper. As an example, Figure 7 shows the same blade pass frequency side 
bands for the audible low frequency tone produced by WTG D. 
 


 
 
Figure 7 – Power Spectral Density for tone at WTG D turbine showing multiple side bands 







 
The modulation of the low frequency tones at the turbine indicates that, for each low frequency 
tone, the blades are the main emission paths.  


4.0 Tonality at residences 


4.1 Propagation to and occurrence at residences 


While the level of tonal audibility at the turbine is of interest, it is of little practical concern if 
these tones are not audible at residences. Audible low frequency tones at residences may 
result in annoyance for residents, as well as introducing a potential risk of non-compliance with 
local regulations for wind farm operators. Measures to mitigate audible tones from wind 
turbines, such as tuned mass dampers (Cooper et al, 2013), can be difficult and costly to 
implement. 
 
In the absence of background noise, the level of tonal audibility is unlikely to significantly 
attenuate with distance from the turbine. The level of the tonal peak is likely to attenuate at 
largely the same rate as the level of the critical masking bandwidth that, for low frequency 
tones, is approximately 100 Hz wide and centred on the tonal peak. Therefore, as long as the 
tonal peak remains above the hearing threshold, the difference between the tone and the 
masking level will remain largely the same with distance. In reality, ambient noise at the 
residence within the critical masking bandwidth will mean that the level of tonal audibility will 
decrease compared to the level at the turbine. As the level of ambient noise at the residence 
will depend on a wide range of factors including time of day and wind speed, it makes it difficult 
to predict the level of tonal audibility at a residence even when the level of tonal audibility at the 
turbine is known. 
 
At most of the wind farms containing the turbines WTG A to WTG G, long-term (10 days or 
greater) tonality assessments have been conducted at adjacent residences. The procedure for 
these long-term tonality assessments is defined in our previous paper (Cooper et al, 2013) but 
consists of assessing the tonal audibility of each consecutive two-minute period in accordance 
with IEC 61400-11 Edition 2.1. Tonal frequencies at the residence are compared to tonal 
frequencies at the turbine, and audio recording used to determine the source of the tone at the 
residence where there is a potential that it was caused by the turbine. 
 
The results of the assessment of tonality at residences indicates that audible low frequency 
tones in the frequency range of approximately 50 – 200 Hz are likely to occur at distances of up 
to two kilometres from the nearest turbines. In one case, an audible tone was detected at a 
distance of three kilometres from the nearest turbines but at a low level of tonal audibility.  
 
As for the tones at the turbines, wind speed and direction is a key factor in tone occurrence at a 
residence. In addition, time of day becomes an important factor as there tends to be less 
masking noise at night time. Figure 8 presents the tone occurrence (audibility greater than 
0 dB) with wind speed and time of day at a residence approximately 800 metres from the 
nearest wind turbine. The wind turbines installed at the wind farm are of type WTG D as shown 
in Figure 2. It is clear that occurrence is significantly greater under night time conditions, a 
finding consistent with our previous study at a different residence near a different wind farm 
(Cooper et al, 2013). While the tone may not be a regular occurrence at the residence on an 
overall basis, it can occur 50 to 60% of the time at night under low wind speed conditions. 
 
Wind speed and direction were also important determinants of the tone at the residence, with 
the tone more prominent under low wind speeds and upwind through crosswind directions. 
These conditions were consistent with the periods at the turbine for which the tone occurred 
more regularly. 
 







 
 
Figure 8 – Tone occurrence with wind speed and time of day for residence 


To provide temporary mitigation of the tone, the wind farm operator switched off several of the 
nearest turbines at night. The nearest remaining operating turbines were over two kilometres 
away. Figure 9 presents the level of tonal audibility at the residence both when all turbines were 
operating (day) and when the nearest turbines were shutdown (night). It is apparent that the 
tonal audibility during the daytime is markedly higher than night despite more masking noise. 
The tonal audibility at the residence is clearly controlled by the nearest turbines. 
 


 
 
Figure 9 – Level of tonal audibility at residence during shutdown and non-shutdown periods 


Similar results were obtained from tonality assessments at other residences adjacent to the 
tested wind turbines. Figure 10 presents tone occurrence with wind speed and time of day at a 
residence 1700 m from a wind farm comprised of WTG A. A similar pattern can be seen with a 
tone occurring more often at night. In this case the tone was more regularly detected at higher 
wind speeds at the turbine, and this is reflected in the occurrence at the residence. 
 
While the low frequency tone detected at this residence was relatively low in audibility (less 
than 4 dB), the tonal audibility at the turbine was typically only 1 to 2 dB higher, indicating a 
relatively low level of attenuation of the tone level above the masking noise across the 1,700 m 
distance to the residence. 
 







 
 
Figure 10 – Level of tonal audibility at residence at 1700 m from WTG A 


4.2 ISO 1996-2 


The tonal audibility methodology used for this paper has primarily been the methodology 
specified in IEC 61400-11 Edition 2.1 with specific changes as required to allow the 
methodology to be applied over extended periods during testing at either a turbine or a 
residence. As part of our previous study we compared the tonality assessment results at a 
residence located approximately 1.5 kilometres from a wind farm, assessing the change in 
tonal audibility between the IEC 61400-11 methodology and the ISO 1996-2 methodology for 
the same dataset. Figure 11 presents the results of this comparison. 
 
It can be seen that, despite small changes between the two methods, the results are largely 
equivalent. The ISO 1996-2 methodology actually results in a higher level of occurrences at the 
residence of tones with audibility greater than zero. This suggests that the results presented in 
this paper can be broadly applied to the ISO 1996-2 methodology and, by extension, the Joint 
Nordic Method Version 2. 
 


 
 
Figure 11 – Level of tonal audibility at residence for IEC 61400-11 and ISO 1996-2 methodologies 


It is worth noting that application of the simplified one-third octave band method for tonality from 
Annex D of ISO 1996-2 would not result in a tone being detected at any of the turbines included 
in this paper, let alone at any residences near the wind farm. At a wind turbine where a tonal 







audibility of 7 to 8 dB was detected, the corresponding minimum emergence of the one-third 
octave band above both adjoining one-third octave bands was 5 to 6 dB, well below the 15 dB 
level difference specified for low frequencies by Annex D of ISO 1996-2. This is consistent with 
findings of a study of tonal transformer hum in the low frequency region, where the audibility of 
the hum was found to be clearly audible even where the 15 dB level difference was not 
achieved (Gange, 2011).  


4.3 Modulation at residences 


At the turbines, the low frequency tones were regularly found to modulate at blade pass 
frequency. At the residences, the tone modulated but typically in a more random manner as: 


 A number of out-of-phase turbines contributed to the audible tone at the residences 
meaning that modulation from the individual turbines resulted in more random total level 
at the residence.  


 Relatively small differences in frequency in the tonal contributions from each turbine 
could contribute to a more rapid beating effect in the tone level at the residence. For 
example, a tone at 122 Hz from one turbine and at 124 Hz from another turbine could 
potentially result in a 2 Hz modulation at the residence. 


 
When reviewing audio data collected at each residence, these effects contributed to variations 
in modulation at the residence. While the tone would never be described as steady at any of 
the residences, at various times it could modulate at blade pass frequency, or beat with a semi-
regular frequency or was randomly modulated. This contributed to a noise that could be 
described as droning and, in some cases, could be mistaken for distant bass music. 
 
The modulation of the low frequency tones could contribute to increased annoyance. In a study 
into subjective reactions to steady and beating low frequency tones, Moorhouse et al (2005) 
suggested that subjects were “more tolerant of the steady tones than of the corresponding 
beating tone by 3-5 dB.”  


5.0 Discussion 


The data presented in this report indicates that wind turbines have the potential to produce low 
frequency tonal noise from mechanical components at residential locations adjacent to the wind 
farm. This may occur even where a turbine test report prepared in strict accordance with 
IEC 61400-11 Edition 2.1 or Edition 3 indicates that no audible tones were present during the 
test. These seven turbines are the only seven that we have tested in this manner and yet each 
demonstrates an audible tone that may not have been detected during a test in accordance 
with IEC 61400-11. This introduces two key risks for wind farm operators.  
 
The most obvious risk is that the presence of low frequency audible tones, particularly from 
sources that fluctuate in level and are in otherwise quiet environments, have the potential to 
result in annoyance. As Leventhall noted in response to an Australian Senate enquiry into wind 
farms “nearly every low frequency environmental noise problem has been caused by audible 
tones” (Leventhall, 2012).  
 
The second risk is that acoustic guarantees provided to wind farm operators by wind turbine 
suppliers are often provided on the basis that noise from the wind turbine is not tonal when 
assessed in accordance with the relevant version of IEC 61400-11. This effectively limits any 
tonality assessment of a turbine to only downwind conditions over a limited wind speed range, 
which may not be the wind speed range over which an audible tone actually occurs. If an 
audible tone were detected at a different wind speed or wind direction, then a tonal penalty may 
still be applicable under local regulations even though the acoustic guarantee has not been 
failed. 







5.1 Potential for annoyance 


As described in this paper, low frequency audible tones detected from the wind turbines have 
been measured at residences at up to three kilometres from the nearest wind turbine. The 
overall occurrence of the tones at residences was typically relatively low, but they could last all 
night given the right conditions.  
 
The overall tonal audibility at the residences is generally low, with occurrences of tonal 
audibility greater than 6 dB relatively rare in most cases. These tones would attract penalties of 
2 to 4 dB under the methodologies outlined in Annex C of ISO 1996-2 and ETSU-R-97. 
However, the modulating nature of these low frequency tones has the potential to result in a 
somewhat higher level of annoyance than the steady tones on which these Standards are 
based. The frequencies at which the tones were detected as audible, generally in the range of 
50 to 150 Hz, also potentially correspond to typical room mode frequencies within residential 
homes. The presence of room modes could result in increased annoyance indoors relative to 
outdoors. 
 
While this paper is not able to conclude that low frequency audible tones in the range of 50 to 
200 Hz are a source of annoyance in all cases where wind farm noise complaints occur, we 
note that we are aware of complaints from residents at some of the sites at which the tested 
turbines are installed. In these cases, the residents identified the noise as being worse under 
weather conditions which are likely to result in audible tonality based on testing at the site. 
However, in no instance did the resident specifically use the word “tonality”, instead ascribing 
complaints instead to low frequency noise and, in one case, infrasound.  
 
Wind farm noise has gathered attention over recent years and claims of health effects from 
infrasound have been raised by interest groups in Australia (Chapman et al, 2013), but current 
evidence suggests that this is a largely psychological effect driven by fears around wind farms 
and infrasound (Crichton et al, 2013). Notwithstanding the above, where actual complaints do 
occur around noise from wind farms, low frequency audible tones are a much more plausible 
cause of annoyance than infrasound that has been shown to be many orders of magnitude 
below established thresholds (Evans et al, 2013). Despite this, there continue to be studies in 
Australia in response to wind farm complaints that are focussed on infrasound and do not 
examine more plausible causes. While it is not clear whether these audible low frequency tones 
are in fact a source of significant annoyance for residents in all cases where complaints occur, 
it is suggested that there would be benefit to improving tonality assessment procedures around 
wind farms given the increased scrutiny that wind farm noise is under in some countries. 


5.2 Suggested improvements to assessments 


The main issue that arises with regards to tonality assessments of wind turbines is that the 
current IEC 61400-11 Edition 3 only requires testing under a narrow range of wind directions 
and a limited range of wind speeds. As shown in this paper, these conditions do not necessarily 
correspond to those conditions where audible low frequency tones tend to occur. Therefore, an 
improvement to the Standard to require testing under a wider range of conditions, at least 
during turbine design and development, is considered to be of great benefit. An understanding 
among wind farm operators of the current limitations on test reports advising on tonality for 
turbines according to the IEC Standard, as well as potential variations between the same 
turbine make with different gearbox types, is also important. 
 
Currently, one wind turbine manufacturer has commenced the ALARM project in partnership 
with component manufacturers, with the aim of eliminating tonal noise from components in the 
concept and design phase of turbines (Vanhollebeke, 2014). Improved testing procedures 
through the IEC 61400-11 would assist in providing detailed feedback on the outcomes of these 
improvements in turbine design. Improvements in turbine design to reduce these audible low 
frequency tones is important because, as well as potentially causing annoyance to residents, 







the difficulty in retrofitting treatments to operating wind turbines producing an audible tone can 
be significant (Cooper et al, 2013). 
 
In addition to improvements in the testing of wind turbines during the design stage, 
improvements are also possible in the assessment of potential tonal noise issues at 
residences. Where a tone is believed to be a potential cause of a complaint, some conclusions 
that have arisen from our assessments to date are: 


 The assessment has to take account of different conditions and different times of day. 
This makes attended subjective measurements difficult and often impractical. New 
sound monitoring equipment is making unattended high-quality audio monitoring more 
practical, and this provides a mechanism to undertake tonality assessments across 
reasonable durations (Cooper et al, 2013). 


 As some of these tones occur in the lower frequency range, appropriate windshields are 
important for outdoor monitoring. Wind-induced noise at these frequencies on a 
microphone can overestimate the masking noise that is actually present in an 
environment. 


 Simplified one-third octave band assessments do not appear to provide sufficient rigour 
to the assessment of low frequency tones from wind turbines. 


6.0 Conclusions 


This paper presents the findings of detailed tonality assessments conducted on seven different 
wind turbines from three manufacturers. In each case, the turbine was found to emit an audible 
low frequency tone in the range of 50 to 200 Hz.  
 
The tones were typically modulated at blade pass frequency and predominantly occurred under 
wind speeds and directions not tested under the current IEC 61400-11 Standard. These tones 
were also detected at residences at up to three kilometres from the wind farm and, while the 
audibility was not always at a high level, the modulating nature of the tone may have the 
potential to result in annoyance for some residents. 
 
Improvements to current methodologies are suggested to assist in more accurate assessment 
of tonality from wind turbines. It is hoped that improvements in these assessment 
methodologies would improve the identification of tonal noise during the turbine design phase, 
where mitigation measures are likely to be much easier to implement than on site.   
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Summary   
An experimental characterization of the noise of a wind turbine in Switzerland is described with 
the aim to answer questions about the generation and collection of low-frequency noise of wind 
turbines. The secondary goal here is to determine to what extent the current Swiss rules allows 
to effectively assess this type of noise.  
The equipped wind site is representative of an alpine Valley (villages, roads, highway, railways) 
and it allows studying the propagation of the sound for two opposite regimes of wind in a valley 
with a marked relief. The time dependent noise footprints of a 101-m diameter wind turbine are 
measured over three periods lasting 10 days for three seasons with collection of data from four 
sound level meters, one meteorological station, one LIDAR and an array of microphones. 
Turbine operations parameters are recorded with mean values (10 min.) for the entire 
campaign. 
The time series and statistics of noise levels and amplitude modulations in the bands of third 
octave (50 Hz to 125 Hz) are presented and compared with Doppler frequency shift analyses of 
recorded sounds. Spectro-temporal sound analysis related to turbine operation parameters 
presents strong correlations validating the Doppler low-frequency shift hypothesis of three tonal 
acoustic sources located on the blades. This campaign characterizes the amplitude modulation 
depth of low-frequency of the wind turbine and it allows extracting a generic proposal for low-
frequency noise mapping at different angular azimuthal locations around the wind turbine.  
This study helps to deepen a methodology for campaigns of wind turbine noise measurements 
and analysis. At a longer term the obtained database will permit to study and to evaluate noise 
models against field measurements. It will give some recommendations on how to apply them 
to wind projects and to define the constraints of implementation of wind farms in Switzerland. 


1. Introduction   
 
1.1. A brief history of energy in Switzerland [1.1] 


Following the Fukushima accident, the Swiss energy program has been reviewed with a view to 
reduce and close nuclear plants in Switzerland in the horizon 2050 ([1.5]). This strategy aims to 
reach a long term energetic supply, integrating first the use of existing resources such as 
hydraulic energy, which is wide spread in Switzerland, and renewable energy. The second 
phase would aim to replace the existing encouragement system by an incentive one. 







In 2013, the yearly native energy production had a part of 60% of renewable energy, mainly 
produced by hydraulic energy dams. The energy supplied by solar energy, biomass, biogas 
waste and wind turbine only reached 3 % of the national production, against 37% for the 
nuclear plants, the rest being produced by classical thermal plants and long-distance heating. 
[1.1] 


The energy potential for renewable energy has been estimated to 24,2 TWh at the horizon 
2050, whose: 


- 11,1 TWh for photovoltaic solar energy; 


- 4,3 TWh for wind turbine energy; 


- 1,2 TWh for biomass energy; 


- 4,4 TWh for geothermal energy; 


- 3,2 TWh for waste water, incinerators and biogas energy. 


 
1.2. Wind turbines in Switzerland: 


Nowadays, Switzerland has 55 wind turbines installed on 32 sites, providing a total of 93,9 
GWh in 2014 for a total installed power of 60,3 MW, mainly consisting of individual wind 
turbines and few parks : 


Site types Nb sites Wind turb. 2014 prod. 


Individual wind turbines 26 26 19,1 GWh 


Wind turbine park with 2 wind turbines 3 6 6,0 GWh 


Wind turbine park with 3 wind turbines 1 3 12,9 GWh 


Wind turbine park with 4 wind turbines 1 4 5,4 GWh 


Wind turbine park with 16 wind turbines 1 16 50,5 GWh 


Total 32 55 93,9 GWh 


Table 1: Wind turbine sites in Switzerland.  


 
Figure 1 : Installed wind turbines in Switzerland [1.4] 


 







The Swiss 2004 wind turbine energy concept gathers 128 potential planning sites with 12 
prioritary sites. The average wind speed at 70m over ground level on these potential sites is 
around 5,6 m/s (min: 4,5 m/s; max: 8,4 m/s). These sites were identified regarding  the wind 
turbine potential, as well as land planning and environmental exlusion criteria. 


 
Figure 2 : Potential wind turbine sites [1.4] 


 


1.3. Constraint, limits and the noise problem within legislation and population: 


Facing many constraints as well on land planning as on environmental and social acceptance, 
the wind turbine planning is logically a matter of national planning in a Swiss context which has 
a strong decentralized planning philosophy. The national planning program and potential sites 
identification concept supports this fact. To be considered of general interest, hence have a 
chance of being realized, any wind turbine project needs to ensure in between 5 to 20 MW. 


 


The Swiss democratic system opens possibilities for the population to react through legal 
procedure and form opposition to the project. Hence, the actual legislation on noise protection 
follows the precautionary and prevention principles and assimilates wind turbines to industrial 
noise [1.2]. That means wind turbine  immission equivalent level (Leq) should be adapted by a 
temporal correction and three level correction factors. The main correction factor (K3 = 4) takes 
into account the impulsiveness components audibility at the immission place. This aspect is not 
only defined by the purely acoustic impulsiveness such as in typical industrial settings but 
integrates also well perceptible rhythmic-based discomforts (e.g. noise amplitude 
modulation).[1.3] Predicting the noise impact of a whole wind turbine project is nowadays one 
of the most challenging task for an acoustician: metrics, experience and some good 
understandings of physical phenomenon at stake miss.  


 


 


  







1.4. Experimental characterization of the noise of a wind turbine 


 
The primary objective is the experimental measurement of noise from a wind turbine 
ENERCON E-101 for the purpose of validating the usual acoustic models. The understanding 
of the noise generated by a wind turbine of this type and the knowledge of the performance of 
acoustic models should allow a controlled noise modeling of future wind farms. 
In order to answer questions about the modeling and measurement methodology of noise from 
a wind turbine, the study is based on a detailed analysis of acoustic data collected for weather 
and wind different seasons of the year. The secondary objective is to determine to what extent 
the current Swiss rules effectively assess this type of noise. 
 
The initial project is composed of two distinct parts: 
 


• A series of seasonal measurements of an existing wind turbine. 


• The analysis of experimental data and their comparison with modeling. 


 
As part of the evaluation of noise emission, the study focus only with the following points in the 
order of importance: 


1. The amplitude modulations and taking them into account in the evaluation 


2. The low frequencies and their origins; taking them into account in the assessment 
 
Starting from scratch, this study has been defined from state of the art related in [2] and 
observations of different federal and cantonal swiss offices that want to enhance their 
knowledge about amplitude modulation of low frequencies and want to develop know-how 
about the monitoring of this kind of noise sources.  


2. Wind turbine site and descriptions 
 
The equipped wind site is representative of an alpine Valley (villages, roads, highway and 
railways) and it allows studying the propagation of the sound for two opposite regimes of wind 
in a valley with a marked relief.  
 
The time dependent noise footprints of a 101-m diameter wind turbine are measured over three 
periods lasting 10 days for three seasons with collection of data from four sound level meters, 
one meteorological station, one LIDAR and an array of microphones. Turbine operations 
parameters are recorded with mean values (10 min.) for the entire campaign. 
 
The experimental data were collected for the following periods: 
 


• From 16 to 28 May 2014, 


• From 6 to 17 August 2014, 


• From 9 to 22 December 2014. 


 
Sound level meters are arranged on both sides of wind (two upstream, two downstream) as 
shown in yellow and blue in the following Figure 3; red place of the wind turbine. This minimum 
configuration is used to collect noise data in upwind and downwind for the two principal 
directions of wind. Sound level meters synchronized by the GPS clock, are programmed to 
collect noise data for the duration of the campaign; intermittent sound recordings complement 
noise data for subsequent acoustic analysis. The wind profiler is located upwind of the turbine 
for controlling the wind direction near the receiver DUO n°1 (sound level meter).  
 
 







 


N° DUO 01dB Distance Wind reference 


1* 150 m Upwind 


2 480 m Upwind 


3 270 m Downwind 


4 550 m Downwind 


Table 2: Location of sound level meters to the mast of the turbine.  


 


 


Figure 3 : Location of wind turbine (red), soundlevel meters (upwind: yellow, downwind: blue). The mountain 


relief is on bottom side. (credit Google Earth) 


3. Wind turbine operations parameters 
 


Turbine operations parameters are recorded with mean values (10 min.) for the entire 
campaign and they are collected after each period of measurements. 
 
Figure 4 illustrated the different characteristics of power delivered by the wind turbine in 
function of wind speed and wind direction. Operational data of the turbine are composed of: 
 


• Wind speed at the nacelle (max, min, mean) 


• Rotation speed of blades (max, min, mean) 


• Power of the turbine (max, min, mean) 


• Direction 


 


As depicted in Figure 4, the wind turbine is operational for two major wind regimes delivering 
two regimes of power.  


 







 


Turbine type Enercon E-101 
Number of turbines 1 
Number of blades 3 
Rotor diameter [m] 101 
Hub height [m] 99 
Cut-in speed [m/s] 2 
Nominal wind speed [m/s] 13 
Cut-off wind speed [m/s] 34 
Capacity [kW] 3'000 


Table 3: Wind turbine technical specifications 


 


 


Figure 4: Wind Turbine statistics (12 days / May 2014) 


4. Sound level and third octave spectral analysis related to wind turbine 
parameters 


 
The whole data base covering the three periods of measurement imposed to develop an 
automation process based on synchronization of the different devices; this last authorizes to 
have a global control on quality and quantity of noise and wind data. Table 3 gives the time 
resolution of the listed devices used during the experiment. 
 
 







4 sound level meters type DUO 01dB with 
audio recordings – GPS clock 


LeqA, Leq 3rd octave 
 
Audio files 


Leq T = 125 ms 
 
Audio Fs = 12800 Hz 


 
1 wind profiler LIDAR ZephIR 300 


Wind spec. 11 heights, 
meteo. Data @1m 


 
T = 20 s approx. 
 


 
1 Meteorological station VAISALA XT520 


Meteo. Data @ 10 m  
T = 1.25 s 
 


Table 4 : Type of apparatus and time resolution of measured physical parameters 


 
The noise data base is systematically analyzed in the third octave bands to assess the quality 
of the noise measurement but also to assess the presence of specific acoustic signatures 
related to the wind turbine and/or related to parasitic noise sources.  
 
In addition, audio sequences are recorded every 30 minutes with one minute or ten minutes 
duration to process a precise spectral analysis so as to track spectral components with a higher 
time-frequency resolution based on a Short Time Frequency Transformation (STFT).  
 
For each period of operation of the wind turbine, a report is delivered as depicted in Figure 5 
and Figure 6. This report sheet contains time series (from top to bottom): 
 


a) Wind speed measurements from the nacelle anemometer and from wind profiler (z = 
nacelle height) 


b) The rotation speed of the blades (rotation per minute) 


c) The third octave band spectrogram for the first audible frequencies (16 Hz to 125 
Hz), colors are representative of the dB in the range [0 80].  


d) The sound level Leq (dBA) 


 


Nacelle anemometer delivers minima, maxima and mean values of wind direction and speed 
for duration of ten minutes while the wind profiler delivers data every 20 seconds 
approximately. 


 


1.1 First Observations on these two periods 
a) The rotation speed is correlated to the wind speed as depicted in Figure 4. 


b) The LeqA time series is strongly correlated with the rotation speed of the WTN and 
the wind data. 


c) The 3rd octave bands spectrogram figures out that some tonal components are 
dominant in the [50 Hz- 100 Hz] third octave bands and they seem to be related to 
the rotation speed of the turbine. 


 


2.1.1 Observations on the 3rd octave spectrogram 
 
For the both periods illustrated in Figure 5 and Figure 6 some tonal components are dominating 
the 50 Hz-125 Hz bands of frequencies. 
 
In regards to time series of wind speed and rotation speed of the wind turbine, the energy is 
these 3rd octave bands seems to be directly correlated with the wind speed and the rotation 







speed of the wind turbine. This phenomenon is observed for the three periods of 
measurements when the wind turbine is in operation and for the two major wind directions. 
 
Since the study is interested in the understanding of LeqA modulation and low-frequency 
modulation, some detailed analysis of the whole data base is undertaken so as to model this 
kind of noise modulation. 
 


 
Figure 5 : Time series for the 60 degres wind direction.  


 
Figure 6 : Time series for the 220 degres wind direction 







5. Leq (dBA) amplitude modulation and low-frequency tonal components 
amplitude modulation 


 
The analysis of amplitude modulations of the overall sound level is separated into two parts:  


• the first is interested in understanding the beats of the medium and high frequency 
significant of the LeqA amplitude modulations (AM); 


• the second is the analysis of AM in the first bands in the third octave spectrum 
characterizing the modulation of low frequency tonal components. 


Figure 7 illustrates sound level time series for a 30 seconds measurement. Amplitude 
modulation of 100 Hz and 125 Hz 3rd octave bands are of an order of two to three than those of 
Leq(A) and Leq 400 Hz.  


Figure 8 illustrates the 3rd octave spectrum for a 10 minutes measurement indicating the 
emergence of tonal noise in the 100Hz and 125 Hz 3rd octave bands of frequency, emergences 
of 10 dB and 5 dB respectively for AM of 15 dB and 10 dB approx.  


Since these amplitude modulations are pseudo-periodical and their periods are approximatively 
the one of the rotation speed of blades, the study has been oriented to the research of the 
source of these AM for the 3rd octave bands of frequencies related to the rotation speed of the 
wind turbine. 


 
Figure 7 : Leq  et Leq(A) time series of 30 seconds noise measurement (resolution 125 ms). 


 
Figure 8 : Left, 3rd octave spectrum of 10 minutes of stationnary noise signal;  


Right, histograms of Leq (100 Hz, 125 Hz, 800 Hz) and Leq(A) 







6. Tracking tonal components in spectrograms 
 
For purposes of understanding the origin of these amplitude modulations in the low 
frequencies, an acoustic analysis using Short Time Fourier Transform (STFT) spectrogram is 
applied on audio recordings [3].  
 
Figure 9 illustrates the STFT spectrogram of one 10 minutes duration recordings and its 
associated 3rd octave spectrogram for the 20-120 Hz band of frequency. In regards to the 3rd 
octave analysis two tonal components at 50 Hz and 100 Hz dominates the spectrum with 
beating emergences of order ~6 dB and more than 10 dB respectively. The STFT 
decomposition permits to figure out that the 100 Hz 3rd octave band of frequency is composed 
of a central frequency shifting between 90 Hz and 110 Hz.  
 


 
Figure 9 : Top: STFT spectrogram of one 10 minutes duration recording with the tracking of the central 


frequency. Bottom: 3rd Octave spectrogram of the recording 


 


The analysis of the third octave time series for frequencies between 315 Hz and 800 Hz 
permits to estimate the rotation speed based on the calculation of the periodic emergence of 
the “swish” sound of rotating blades components. A direct relation is found between the central 
frequency and the rotation speed of the blades (figured in black on the figure). This frequency 
tracking permits to extract most of the dates for which the spectral components are to be 
evaluated in terms of sound levels and amplitude modulation; it gives also instantaneous 
information on operational parameters of the turbine. 







7. Explaining amplitude modulation of low frequency tonal components 
 
Using adequate parameters to process a tracking of the fluctuating central frequency 
dominating the sound signal, the STFT authorizes to figure out that the 3rd octave tonal 
component is composed of three tonal components.  


Figure 10 shows that the three tonal components present the same central frequency which is 
shifted cyclically. In regards to the rotation speed of the blades it appears that the period of 
frequency modulation is the period of revolution of the blades.  


Based on our observations and the detailed analysis of the recordings, we made the 
assumption that these mono-tonal sound sources are located on the blade. The cause of this 
frequency modulation is assumed to be the Doppler Effect. The simulation of three single-
frequency point sources in revolution permit to assess the sound recorded at the receivers 
(sound level meters). 


 


 
Figure 10: STFT spectrogram of a 60 seconds audio recording 


The Doppler Effect may result from motion of the source, motion of the observer, or motion of 
the medium. So as to confirm this assumption, a simple model has been created based on 
experimental data (location of receiver and operational turbine parameters). The modelization 
of three sound sources located on blades is done by the calculations of the Doppler Effect with 
hypothesis on the following parameters: 


a) Central Frequency calculated from the rotation speed of the blades 


b) Range and azimuth of the receivers and the discrete positions of sources on blades 


c) Period of revolution of the blades  (rotation speed of the blades) 


d) The medium is considered without motion at this first stage. 


 


The result of this analysis can explain experimental observations; Doppler pattern of three 
single-frequency sources revolution movement to justify the frequency modulations observed. 
Figure 11 illustrates the spectrogram of a short sequence of a recording (left) and of the 
simulated (synthetized) sound signal extracted by real physical parameters: 


a) Central Frequency is set to 80 Hz 


b) Period of revolution is set to 5.35 seconds (11.2 rpm) 


c) Location of the source is set to 41 m far from the nacelle 


d) The medium is considered without motion first approx). 


e) Sound sources are defined as monopoles with modulated amplitudes (first approx). 







 
Figure 11: Left: STFT of a real signal; Right STFT of a synthetized signal. White lines are figuring the 


modelled instantaneous frequency of the sound source located on a blade for four complete revolutions. 


 


Regarding the amplitude modulation of the 3rd octave band of the central frequency (80 Hz), 
Figure 12 illustrates that amplitude and their modulations of the real and the synthetized sound 
signals are of the same order and present similar temporal fluctuations.  


The differences in their energy are explained by the assumptions on: 


• sound radiation of sound sources located on the blades,  


• propagating medium considered as homogeneous and static,   


• background noise defined on a posteriori statistics. 


 


 


Figure 12: Time series of 3rd octave Leq (80Hz) for real (red) and synthetized (black) signals. 


8. Doppler azimuthal mapping for AM and FM of low frequencies 
 
A first validation of the Doppler Effect hypothesis consists in analyzing the STFT spectrogram 
of the signal recorded synchronously at two different locations (receivers are quasi in-line in the 
upwind).  
 
Figure 13 illustrates that the Doppler Effect related to the modulation of frequency is attenuated 
for the receiver n°2 more distant to the wind turbine than the receiver n°1 as predicted by the 
theory. This specificity of the Doppler Effect will permit to fit the parameters of the physical 
parameters affecting the frequency shift by the analysis of noise monitoring using adequate 
locations of microphones around the wind turbine.  
 







 
Figure 13: Left: STFT of a real signal at receiver n°1; Right of a real signal at receiver n°2. 


 
Figure 14 illustrates the amplitude modulation of the 3rd octave central frequency at 80 Hz for 
both receivers. In contrary to the FM modulation, the receiver the farthest from the wind turbine 
presents higher amplitude modulation (AM1 = 14.5 dB, AM2 = 19.4 dB). It can be explained by 
the interference of the three dopplerized tonal frequencies which are dependent of the sound 
radiation of the acoustic source located on the blade and the position of the blade during one 
complete revolution. 
 


  
Figure 14: Time series of 3rd octave Leq (80Hz) for receiver n°1 (black) and n°2 (black). 


 


This hypothesis of an acoustic source with a periodic movement of revolution allows thus to 
generate an azimuthal mapping around the turbine of the frequency dilatation coefficient due to 
the Doppler Effect and thus to understand the low frequency amplitude modulations for 
azimuthal distribution of receivers around the wind turbine.  


This mapping depends on the position of the sound source on the blade and the emitted 
frequency; the latter depending on the period of revolution of the blades. For illustrative 
purposes, Figure 15 shows the range-azimuth dependency of the frequency dilatation 
coefficient for a static medium of propagation around the turbine for different azimuths and 
different distances of the location of the receiver given one location of the sound source on the 
blade. This mapping could be enhanced by considering the vertical sound speed profile 
affected by wind, pressure and temperature.  


However it indicates that the frequency dilatation coefficient is: 


• Reduced at large range in the wind direction, 


• Maximized in plane of blades. 


This type of azimuthal mapping gives first explanation on observed low frequency amplitude 
modulations with hypothesis on sound radiation of sources located on blades. Following the 







literature, these acoustic sources could be modeled as dipole under some assumptions given in 
airfoil noise research. 


 
Figure 15: Example of an azimuthal mapping of the frequency dilatation coefficient due to the Doppler 


Effect for different ranges and and angles of the receiver around the turbine. The plane of the turbine is 


on the 90°-270° axis. 


9. Ongoing work on this experiment data base 
 
In order to answer questions about the modelling and measurement methodology of noise from 
a wind turbine, the study is based on a detailed analysis of acoustic data collected for weather 
and wind different seasons of the year. The secondary objective is to determine to what extent 
the current Swiss rules effectively assess this type of noise. This projects benefits of several 
identified acoustic signatures which could be useful for a deeper understanding of their 
generation and useful to evaluate their consideration by the Swiss rules. 


The whole noise data base presents different operational parameters of the wind turbine for 
different climatic conditions when the blades radiate dopplerized frequencies. The undertaken 
work has permit to identify and to locate tonal noises components in low frequencies between 
50 Hz and 125 Hz affected by the Doppler Effect due to the revolution of the blades. These 
tonal components can now be tracked from wind speed data collected from the wind profiler 
and/or from the spectral decomposition of the noise collected with one to few sound level 
meters.  


The location of the low frequency tonal sound sources is actually studied considering the 
climatic effects affecting the Doppler shift. At mid-term it can be envisaged to locate precisely 
theses low frequency sound sources for the different regimes of the wind i.e. for different power 
of the wind turbine. By considering the sound radiation of located sound sources on blades and 
the wind speed data, it can be envisaged in the near future to have a sound synthesis of wind 
farms equipped with this type of wind turbine. 
 







The statistical analysis of the different period and regime of operation of the wind turbine will 
then permit to address some reference noise scenarios to be compared with acoustic 
modelization in regards to wind profiles and meteorological parameters.  
 


10. Conclusions 
 


An experimental characterization of the noise of a wind turbine in Switzerland is described with 
the aim to answer questions about the generation and collection of low-frequency noise of wind 
turbines. The time series of noise levels and amplitude modulations in the bands of third octave 
(50 Hz to 125 Hz) are presented and compared with Doppler frequency shift analyses of 
recorded sounds. Spectro-temporal sound analysis related to turbine operation parameters 
presents strong correlations validating the Doppler low-frequency shift hypothesis of three tonal 
acoustic sources located on the blades.  


This campaign characterizes the amplitude modulation depth of low-frequency of the wind 
turbine and it allows extracting a generic proposal for low-frequency noise mapping at different 
angular azimuthal locations around the wind turbine.  


This study helps to deepen a methodology for campaigns of wind turbine noise measurements 
and analysis. At a longer term the obtained database will permit to study and to evaluate noise 
models against field measurements. It will give some recommendations on how to apply them 
to wind projects and to define the constraints of implementation of wind farms in Switzerland. 
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Summary   
An experimental characterization of the noise of a wind turbine in Switzerland is described with 
the aim to answer questions about the generation and collection of low-frequency noise of wind 
turbines.  


The time dependent noise footprints of a 101-m diameter wind turbine are measured over 
periods lasting 10 days for each season with collection of data from four sound level meters, 
one meteorological station, one LIDAR and an array of microphones. Turbine operations 
parameters are recorded with instantaneous values (0.5 sec.) for short sequences and with 
mean values (10 min.) for the entire campaign. The study focuses on the fine analysis of 
recordings presenting tonal sounds with Doppler frequency shift in the 50 Hz to 125 Hz band of 
frequency.  


The Doppler frequency shift and inverse Doppler processing are described by using time-
frequency decomposition of the recordings to determine the nature of the tonal sound sources 
and to locate them. In regards to the variable turbine operation parameters, the sound sources 
located on the three pales are sliding along the blades depending on the rotation speed of the 
turbine. A strong correlation is found between the location and central frequency of the tonal 
sounds with turbine operational parameters. As a result, amplitude modulations are described 
and explained by using a simple model of dipole sound sources located near by the blades 
which could be related to the stall noise.  


These data characterizes the amplitude modulation depth of low-frequency of the wind turbine 
and it allows extracting a generic proposal for low-frequency noise mapping at different angular 
azimuthal locations around the wind turbine. These results allow to define strategies for 
observation of wind turbine noise for these frequency bands and to offer useful guidance to the 
reduction of the low-frequency noise generated by the wind turbine. 


1. Introduction 
 
PLEASE CONSIDER THAT IT WILL BE A POSTER EPLAINING METHODS USED TO GET 
THE RESULTS GIVEN IN THE PAPER “20150205_Paper_01_W TN2015_Falourd.docx” 
 
I put number of pictures figuring the context and t he obtained results. The poster will 
contain information on the signal processing and si mulations of inverse Doppler 
analysis to fit the experimental data. Please do no t consider as finished the black text 
extracted from the paper. 







 


2. Wind turbine site and descriptions 
 


N° DUO 01dB Distance Wind reference 


1* 150 m Upwind 


2 480 m Upwind 


3 270 m Downwind 


4 550 m Downwind 


Table 1: Location of sound level meters to the mast of the turbine.  


 


 


Figure 1 : Location of wind turbine (red), soundlevel meters (upwind: yellow, downwind: blue). The mountain 


relief is on bottom side. (credit Google Earth) 


3. Wind turbine operations parameters 
 


Turbine type  Enercon E -101 
Number of turbines 1 
Number of blades 3 
Rotor diameter [m] 101 
Hub height [m] 99 
Cut-in speed [m/s] 2 
Nominal wind speed [m/s] 13 
Cut-off wind speed [m/s] 34 
Capacity [kW] 3'000 


Table 2: Wind turbine technical specifications 


 







 


Figure 2: Wind Turbine statistics (12 days / May 2014) 


4. Noise monitoring, meteorological parameters 
 


 







5. Correlation between wind parameters and 3 rd octave low frequencies 


 


 
 







6. Locating the swish sound / estimation of the rot ation speed on the 3 rd 
octave time series 


a. Tetrahedric microphone array (5.35 m) for “swish ” tracking 


 
Figure 3 : Localization of the swish from the descending blade – proof of reliability to use the swish 


sound to estimate the RPM.  


 


b. Low-frequency tonal components amplitude modulat ion related to the 
rotation speed estimated by the “swish” tracking 


 


 


7. Tracking tonal components in spectrograms 
 


a. Empirical relation between RPM and Dopplerized c entral frequency 
 







 
Figure 4 : Top: STFT spectrogram of one 10 minutes duration recording with the tracking of the central 


frequency. Bottom: 3rd Octave spectrogram of the recording 


8. Amplitude modulation of low frequency tonal comp onents 
 


 
Figure 5: STFT spectrogram of a 60 seconds audio recording presenting 3 central frequencies with 


Doppler shift. 


 


 


 







9. Comparison of real data and synthetized data 
 


Inputs of the model: 


a) Central Frequency calculated from the rotation speed of the blades 


b) Range and azimuth of the receivers and the discrete positions of sources on blades 


c) Period of revolution of the blades  (rotation speed of the blades) 


d) The medium is considered without motion at this first stage. 


 
The result of this analysis can explain experimental observations; Doppler pattern of three 
single-frequency sources revolution movement to justify the frequency modulations observed. 
Figure 6 illustrates the spectrogram of a short sequence of a recording (left) and of the 
simulated (synthetized) sound signal extracted by real physical parameters: 


a) Central Frequency is set to 80 Hz 


b) Period of revolution is set to 5.35 seconds (11.2 rpm) 


c) Location of the source is set to 41 m far from the nacelle 


d) The medium is considered without motion first approx). 


e) Sound sources are defined as monopoles with modulated amplitudes (first approx). 


 







 
Figure 6: top to bottom: STFT spectrogram, 3rd octave spectrogram and inverse Doppler STFT  of a real 


signal; Figure 10: idem for a synthetized signal 


 
 







 


Right: spectrograms for the synthetized signal. 


10. Dedopplerization to fit physical parameters  
 


Audio signal processing methods to dedopplerize the signal 
Function of maximisation to find solution by tracking the central 
dedopplerized central frequency 
 


• Location of the sound source on the blade (precisio n, error mapping) 


• Estimation of the rotation speed of the blades and their orientation 


• Estimation of the sound radiation of the sound sour ce on the blade 


• Doppler Effect due to wind  


Error mapping for identified parameters � available soon! 


 
 


11. Doppler azimuthal mapping for AM and FM of low frequencies – 
Medium static 


 
A first validation of the Doppler Effect hypothesis consists in analyzing the STFT spectrogram 
of the signal recorded synchronously at two different locations (receivers are quasi in-line in the 
upwind). Figure 7 illustrates that the Doppler Effect related to the modulation of frequency is 
attenuated for the receiver n°2 more distant to the wind turbine than the receiver n°1 as 
predicted by the theory. This specificity of the Dopplet Effect will permit to fit the parameters of 
the physical parameters affecting the frequency shift by the analysis of noise monitoring using 
adequate locations of microphones around the wind turbine.  
 







 
Figure 7: Left: STFT of a real signal at receiver n°1; Right of a real signal at receiver n°2. 


 
Figure 8 illustrates the amplitude modulation of the 3rd octave central frequency at 80 Hz for 
both receivers. In contrary to the FM modulation, the receiver the farthest from the wind turbine 
presents higher amplitude modulation (AM1 = 14.5 dB, AM2 = 19.4 dB). It can be explained by 
the interference of the three dopplerized tonal frequencies which are dependent of the sound 
radiation of the acoustic source located on the blade and the position of the blade during one 
complete revolution. 
 


  
Figure 8: Time series of 3rd octave Leq (80Hz) for receiver n°1 (black) and n°2 (black). 


 


This hypothesis of an acoustic source with a periodic movement of revolution allows thus to 
generate an azimuthal mapping around the turbine of the frequency dilatation coefficient due to 
the Doppler Effect and thus to understand the low frequency amplitude modulations for 
azimuthal distribution of receivers around the wind turbine.  







 
Figure 9: Example of an azimuthal mapping of the frequency dilatation coefficient due to the Doppler 


Effect for different ranges and and angles of the receiver around the turbine. The plane of the turbine is 


on the 90°-270° axis. Medium of propagation considered static 


 


12. Doppler azimuthal mapping contracted by wind 


Available soon ! 


 
 
 







13. Conclusions 
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Summary   


Wind energy is the world’s fastest-growing renewable energy source and, thus, the number of 
people exposed to wind farm noise pollution is increasing. Due to its broadband amplitude 
modulated characteristic, wind turbine noise (WTN) is more annoying than others common 
community/industrial sources. As higher frequencies are attenuated by air absorption and 
building transmission, the noise from modern large wind farms is mainly below 1000 and 500 
Hz for outdoor and indoor conditions, respectively. Many WTN complains are for indoors and 
during night time when background levels are lower. As recently reported, indoor noise has the 
potential to cause sleeping disorders. Human annoyance response studies to amplitude 
modulated WTN have been mainly focused on the outdoor case were an abundance of 
measured data exits. This is not the case for indoor where it is much harder to gather data. 
Thus, there is a need to understand the transmission of WTN into dwellings and develop indoor 
annoyance metrics. In this work, the transmission of WTN into residential type structures is 
investigated. Using a wind turbine outdoors noise recording and structures with different 
properties/configuration, a series of computer simulations for indoor noise predictions were 
made. These indoor results were assessed using several metrics conventionally used for WTN, 
e.g. spectral content, modulation depth, and overall levels. In general, the indoor noise levels 
are higher and the average modulation depth is similar as compared to outdoors recording. In 
addition, there is a significant change in the spectral shape.  These results could potentially 
explain WTN indoor annoyance. 


1. Introduction  
Power production by renewable wind energy has risen sharply in recent years. During the last 
20 years, wind energy has developed very successfully all over the world. This energy source 
has the highest growth rate of all renewable sources at >20% increase of installations annually. 
Most of the onshore wind turbines are subjected to noise constraints and ever more stringent 
regulations. Additionally, wind turbines are continuously increasing in size to achieve higher 
outputs per unit for profitability and efficiency. Thus, these larger turbines are louder and 
potentially more annoying to the people living nearby.  
 
The blade broadband aerodynamic noise is the dominant noise source in modern large wind 
turbines. Moreover, it is also responsible for the amplitude modulation (AM) observed in mainly 
large turbines, i.e. pulsating broadband sound (Stigwood et al. 2013). This AM, commonly 
referred as “swishing”, “whooshing” or “pulsating noise”, is currently considered as the main 
cause of annoyance for residents nearby wind farms (Van den Berg, 2005; Bolin et al., 2011). 
Recently, infrasound from wind turbines has also received significant attention (Leventhall 







2006; Bolin et al. 2011). However, the generation of this noise component is not well 
understood and very limited number of conclusive measurements is available.  


 
Turbines aren’t typically as loud as other sources of industrial or transportation noise at a 
similar distance. The AM quality is what makes wind turbine noise (WTN) more annoying than 
other types at the same sound level. Very quiet rural communities without the masking of 
nighttime traffic noise are particularly affected. Amplitude modulated (AM) noise is perceived as 
more annoying than a constant amplitude sound containing the same spectrum and average 
noise level (Fastl and Zwiker, 2007; Lee et al., 2011). Thus, WTN is commonly more 
aggravating than other industrial and community noise source (Lee et al., 2011; Janssen et al., 
2009; Pedersen et al., 2009). For example, it was found that 10-20% of residents are annoyed 
outdoors (6% very annoyed) by AM WTN at A-weighing equivalent immission levels between 
35 and 40 dBA (Bolin et al. 2011). This is about twice the annoyance rate for industrial noise at 
the same levels (Janssen et al., 2009).  
 
Broadband AM noise is typically defined by the modulation depth (∆L), difference between the 
peak and trough sound pressure levels (SPL), and the modulation frequency (fmod). For WTN, 
modulation depths of up to 10 dB have been observed and the modulation frequency is in the 
0.5 to 1.5 Hz range, e.g. turbine blade passing frequency. The swishing AM sound of wind 
turbines is stronger in the mid-frequency range (400 to 1000 Hz) and in the downwind 
directions (Di Napoli, 2011; Bowdler and Leventhall, 2011). Though the SPLs decrease with 
distance, the modulation depth doesn’t until background noise levels began to reach the WTN 
levels. This effect has been demonstrated in several noise measurement studies (Di Napoli, 
2011; Bowdler and Leventhall, 2011; Van den Berg, 2006). When AM is present at lower 
frequencies (20-300 Hz), it is often described as a thumping noise. 
  
In psychoacoustics, sounds with modulation frequencies below 20 Hz provoke hearing 
sensation of fluctuating sound strength. Moreover, modulation frequency of about 4 Hz 
matches the normal speaking rate of 4 syllables/second (Fastl and Zwiker, 2007). The 
perception of amplitude modulated sound can be quantified using the fluctuation strength 
metric, developed to measure the human perception of amplitude modulation in sounds (Fastl 
and Zwiker, 2007).  
 
Several metrics has been suggested for assessing WTN annoyance (Bowdler and Leventhall, 
2011). In one of the first reported studies, indoors annoyance from low frequency (< 300 Hz) 
WTN was determined using 6 weighted overall noise levels, including the conventional A-
weighting (Kelley, 1987). In this study, it was confirmed that people indeed perceive and are 
annoyed by low frequency WTN.  Based on the results, it was suggested to use LSL or C-
weighting and to stablish a 67 and 76 dBC level criteria for the perception and annoyance 
thresholds, respectively. It was also concluded that A-weighting is not an adequate indicator of 
annoyance. There is an international standard that defines limits for infrasound and low 
frequency levels (ISO 7196, 1995). It stablishes that G-weighted sound pressure levels below 
90 dBG won’t be normally significant for human perception or disturbance. Being stricter the 
Danish guidelines stablish a limit of 85 dBG using this metric (Jakobsen, 2001). Though 
fluctuation strength was originally develop to quantify perception, it has recently been 
investigated for outdoors WTN annoyance in several studies (Di Napoli, 2011; Bowdler and 
Leventhall, 2011; Van den Berg, 2006; Lenchine, 2009; Legarth, 2007). They found good 
correlation between fluctuation strength and annoyance. However, these studies cannot be 
applied for indoor WTN since the contextual and attitudinal aspects are completely different 
(Hünerbein et al., 2013).   
 
A few European countries such as the Netherlands and Denmark have regulations for WTN. 
Danish regulation for WTN stablishes an outdoors noise limit of 44 dBA at a wind speed of 
8m/s no more than 15 meters from dwellings (Jakobsen and Mogensen, 2013). However, a 
Swedish and Dutch study found that about 20% of people were very annoyed at WTN levels of 







40-45 dBA (Pedersen et al., 2009). This again confirms the inadequacy of the A-weighting for 
WTN.   
 
Many WTN complains are for indoors and during night time when background levels are lower 
(Van den Berg, 2006). As recently reported, indoor noise has the potential to cause sleeping 
disorders (Bolin et al., 2011; Kantarelis and Walker, 1988; Fastl and Zwiker, 2007; Pedersen et 
al., 2009; Di Napoli, 2011; Bowdler and Leventhall, 2011; Van den Berg, 2006). The problem of 
WTN indoors is more complicated due to the effect of the structural and room dynamics, 
particularly at low frequencies where resonant modal response dominates. Typically, the 
structure provides significant transmission loss at the mid and high frequencies. At lower 
frequencies (< 400 Hz), however, the system resonances can result in actual increase in 
indoors noise levels as compared outdoors (Bolin et al., 2011). Though some recent studies 
have shown that indoors levels from wind farms comply with guidelines, it was concluded there 
could be low frequency WTN problem in some cases (Bolin et al., 2011). Some people prefer to 
sleep with the windows open or slightly open, and is recommended by the World Health 
Organization (WHO) that noise regulations should permit for this condition (Moller and 
Pedersen, 2011; World Health Organization, 2009). Denmark takes this into account, and 
stablished for the low-frequency noise regulation that measurements should be made with open 
windows but only if the complainant asks for it (Moller and Pedersen, 2011).  
 
With the increasing use of wind turbines around the world, the number of people exposed to 
WTN is also rapidly increasing. The use of a metric that takes AM into account for assessing 
the potential of community annoyance from WTN is needed and overdue, and each year 
becomes more urgent to define proper guidelines and standards.  As stated in the New South 
Wales Wind Farm Guidelines (2011), suitable models must be developed to predict the ‘worst-
case’ scenario at all relevant receivers, both outdoors and indoors. These tools are of critical 
importance for manufactures, regulators, and operators to predict and avoid the detrimental 
effect of WTN. Human annoyance response studies to amplitude modulated WTN have been 
mainly focused on the outdoor case were an abundance of measured data exits. This is not the 
case for indoor situations where it is much harder to gather data. Thus, there is a need to 
accurate predict and understand the transmission of AM WTN into dwellings and develop 
indoor annoyance metrics.  
 
In this work, a fluid-structural computational model to predict the indoor acoustic response due 
to AM WTN is presented. This numerical model was developed to investigate transmission and 
assess the indoor annoyance of sonic booms from future commercial supersonic aircrafts into 
typical residential structures (Burdisso, 2013). It is proposed to use this code for the study of 
indoor annoyance from AM noise from wind turbines and farms. The accuracy of this code for 
this AM WTN application is presented here. Using a wind turbine outdoor AM noise recording 
and a realistic structure, a series of computer simulations for indoor noise predictions were 
made. Since WTN amplitude modulated noise is mainly below 1000 Hz, the simulations were 
performed for the 0-1000 Hz range. The indoor predictions were then processed to compute 
various metrics conventionally used for WTN, e.g. spectral content, modulation depth, etc. 
These predicted metrics were compared to the measured results to assess the accuracy and 
validity of the computer model.  


 


2. Vibro-acoustic Prediction Model                                                                            
The simulation tool used for this research was developed for the vibro-acoustic response of 
structures subjected to aircraft generated sonic booms. The code is referred as Vibro-Acoustic 
Response of buildings to Sonic booms or VARS (Burdisso and Corcoran, 2013). The computer 
program has the capability to solve the exterior-to-interior transmission of sound through three-
dimensional, thin-walled, elastic structures over 0 to 6000 Hz frequency range. The model has 
three main modules. The first module computes the pressure loading on the structure from the 
incident wave generated by a source using an image source method with edge diffraction 







developed by Peter Svensson (Svensson et al., 1999; Svensson and Calamia, 2006). There 
are several orders of diffraction depending on the number of edges a ray encounters when 
propagating from the source to the receiver. The linear structural and interior acoustic 
responses over the full frequency range are computed using two modelling methods for low 
and high frequencies, respectively. These predictions are then mixed together using digital 
filters.  
 


For low frequencies, the fully coupled vibro-acoustic response of the interior fluid-structure 
system is computed in the time domain using a truncated modal-displacement expansion 
approach. The coupled dynamic equations of the problem include an equation for the whole 
structural motion with source terms corresponding to the interior and exterior pressures and 
wave equations (one equation per room) with source terms corresponding to the structural 
motion. The structural displacement is decomposed onto the in vacuo normal modes of the 
structure and the pressures inside the rooms are decomposed onto the normal acoustic modes 
of the cavities with perfectly reflecting surfaces (acoustically rigid boundaries). The structural 
modes are computed with the finite-element (FE) method using thin-shell theory where the shell 
elements are derived from the degenerated solid approach. A four node quadrilateral shell 
element was specifically derived to model the structural components of typical residential 
buildings, e.g. plaster-wood walls, windows, and doors. Acoustic modes are computed 
analytically assuming rectangular geometries of the rooms. Using the structural and acoustic 
modes, the modal vibro-acoustic responses are solved by numerical integration and then 
transformed to the physical domain (Burdisso, 2013).  
 


At high frequencies, the vibro-acoustic responses are solved in successive steps. Each loaded 
exterior surface of the structure is taken in isolation from the other surfaces and assumed to be 
infinite in dimension. These assumptions are typically valid at high frequency because 
wavelengths of the incident acoustic waves are short in comparison to the dimensions of the 
structure and the structure will not exhibit individual low global modal behavior due to the high-
modal density. In other words, the responses of individual modes of vibration are not seen due 
to the significant modal overlap. Analytical expressions are used to predict the interior velocity 
response of various types of partitions due to incident plane waves. To this end, the exterior 
pressure loading on a partition can be decomposed into a number of incident plane waves at 
high frequency. Each of these plane waves can then be transmitted through the partitions using 
the analytical expressions implemented.  The structurally transmitted sound is modelled as a 
distribution of equivalent monopole sources. To accomplish this, the exterior loaded surfaces 
transmitting sound into the interior rooms of interest is divided into a number of elements. Then, 
the volume velocity response for each incident wave over each element is computed. Adding 
the effect for each incident wave, total volume velocities are computed. Monopole sources 
inside the room are then defined to have the same volume velocities. The commercial pyramid 
tracing software package, Ramsete, is used to predict the interior acoustic response (Farina, 
1995). 
 


For validation purposes, the code predictions were compared to real measurements for four 
test structures subjected to simulated and actual booms (Burdisso, 2013). The accuracy of the 
predictions is shown here from results obtained in the NASA Interior Effect Room (IER) shown 
in (Klos, 2012). This structure is an indoor listening environment to enable systematic study of 
parameters that affect psychoacoustic response to sonic booms. The single-room facility, built 
using typical residential construction methods and materials, is surrounded on adjacent sides 
by two arrays of loudspeakers in close proximity to the exterior walls. The arrays, containing 52 
subwoofers and 52 mid‐range speakers, have a usable bandwidth of 3 Hz to 5 kHz and 
sufficient output to allow study of sonic boom noise. The vibration of the building components 
also induces non-linear vibro-acoustic responses due to rattle (intermittent loss of contact 
between two structural components), friction (relative motion of two components with rough 







surfaces), and so forth. Unique to the IER facility is the capability to isolate the linear vibro-
acoustic responses. 


 


Figure 1: Schematic of NASA Interior Effect Room IER and pictures of facility. 


 


Illustrative time domain and 1/3rd octave band spectrum validation results are shown in Figure 
2 for an accelerometer mounted on the window and a microphone near the room centre, 
respectively. The time domain predictions, which are dominated by the low frequency 
components, show very good agreement. The 1/3rd octave band spectra show good accuracy 
in the predictions, in particular at low frequency (< 500 Hz). At higher frequencies (> 500 Hz), 
the errors are more important, in general increasing with frequency. Note that at higher 
frequencies, the excitation boom didn’t have significant content potentially contributing to the 
poorer agreement (Burdisso, 2013). For these tests, the loudness level for five microphones 
using the measured and predicted data was determined. The agreement for this metric is very 
good with an average absolute and maximum error of 0.7 and 1.4 dB, respectively.   


(a) Accelerometer response 


(b) Interior microphone response


Figure 2: Illustrative comparison of predicted and measured vibro-acoustic responses for a 
sonic boom excitation: Acceleration of widow and (b) Interior pressure near centre of room  


(——  measured and  —— predicted). 
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The results here show that the vibro-acoustic model VARS is a reasonable accurate tool to 
predict indoor noise due to sonic booms. However, this type of impulsive loading is significantly 
different than the broadband amplitude modulated characteristic of WTN. Thus, the accuracy of 
this tool for AM WTN must still be determined and it will be discussed in the next section. 


3.0  Simulation and Validation 
In this section, the VARS code is used to simulate indoor responses to AM WTN in a realistic 
structure. The simulations are validated using experimentally measured impulse response 
functions that are in turn used to predict the interior responses due to the AM WTN. The AM 
WTN input signal, the test structure, and the result of the validation are described next. 
 
3.1 Input Signal The AM WTN signal used in the simulations is the data collected by Bowdler 
(www.dickbowdler.co.uk) at about 50 meters downwind from a modern turbine. The noise 
signal contains clear AM thumping noise on the second half of the recording. The duration of 
this signal in the simulations was 10 seconds, corresponding to this second half of the original 
recording. For the sake of consistency, the AM WTN input signal was adjusted to have an 
equivalent A-weigthed SPL of 45 dBA. This level was selected since it has the highest 
proportion of annoyance as shown in the Swedish and Dutch study (Pedersen et al., 2009). 
Since the structural analysis is linear, any gain applied to the input signal applies equally to the 
interior acoustic responses. Since the AM is most dominant at low frequencies and the 
structure provides significant transmission loss at higher frequencies, the simulations were 
limited to the low frequencies, e.g. below 1k Hz.  
 
Since modulation frequency and depth have been used to describe AM WTN (Bowdler and 
Leventhall, 2011), they are computed here for both the input and indoor responses. The 
modulation frequency and depth were calculated using the approaches described by Lundmark 
(2011) and Cooper and Evans (2013). The overall A-weigthed and C-weigthed sound pressure 
levels, LAeq and LCeq, were obtained for 125 ms time windows, selected so as to be comparable 
to the integration time of the human ear. To compute the equivalent levels, a Hanning filter was 
applied to the 125 ms time windows, the narrowband spectrum computed using Fast Fourier 
Transform (FFT) with no overlap applied, and the spectral energy added. The magnitude of 
spectrum of LAeq(t) and LCeq(t) is then obtained taking a single FFT of the entire signal. This 
spectrum is referred as the amplitude modulation spectrum (AMS).  From this spectrum, the 
frequency of the dominant peak indicate the modulation frequency, fmod, and the peak level is 
the modulation depth, L , average over the whole signal duration. This approach works well 
when there is a single dominant peak in the spectrum of LAeq(t). Another approach to find the 
modulation depth was determined by identifying the local maximums and minimums in LAeq(t) or 
LCeq(t) and computing the difference between the mean maximum and minimum levels (Cooper 
and Evans, 2013). Both approaches to compute modulation depth yielded very similar results 
for the outdoor input signal. To gain insight into the frequencies showing amplitude modulation, 
the average narrowband and 1/3rd octave band spectrums corresponding to the maximum and 
minimum were also computed. 
 
The signal processing described was applied to the input signal and results are shown in Figure 
3. The input time signal is shown in Figure 3a where the amplitude modulation is obvious. The 
A-weigthed equivalent 125 ms time signal, LAeq(t), is plotted in Figure 3b with local maximums 
(red) and minimums (green) indicated with symbols. The figure shows an average and 
maximum modulation depth of 9.1 and 12.5 dB, respectively. The modulation frequency was 
estimated to be ~0.8 Hz. Figure 3c shows C-weighted average 1/3rd octave band spectra for 
the maximums, minimums, and all 125ms time windows. These results provide a clear insight 
into the frequency components contributing to the AM. For the WTN input, strong AM are 
observed in the range of 63 to 500 Hz 1/3rd octave band with a maximum modulation depth of 
14.3 dB in the 160 Hz band. 
 







An important consideration in the estimation of the modulation depth in Figure 3b is that the 
signals were A-weighted significantly reducing the impact of the low frequencies.  However, in 
WTN the majority of the modulated sound occurs at low frequencies as shown in Figure 3c. 
This fact in conjunction with the unsuitability of the A-weighting to assess annoyance (Kelley, 
1987) potentially indicates that modulation depth as computed is not an appropriate metric, in 
particular for indoor responses where mid and high frequencies are significantly reduced. Here, 
the modulation depth is also computed by applying the C-weighting.  The C-weighted 125 ms 
equivalent time signal, LCeq(t) is plotted in Figure 3d. The average and maximum modulation 
depth using C-weigthed levels is 7.5 and 14.1 dB, respectively. The average noise level is 61.6 
dBC. 
 


 


Figure 3: Amplitude modulated WTN input signal used in simulations (Bowdler, 
www.dickbowdler.co.uk). (a) Time history, (b) A-weighted equivalent 125 ms time signal, (c) C-
weighted 1/3rd octave band spectra for WTN signal of maximums, minimums, and all 125 ms 
windows  and (c) C-weighted equivalent 125 ms time signal  CeqL t . 


 
3.2 Structure The structure used for the simulations was a wood frame construction typically 
used in dwellings in the United States (Burdisso, 2013).  The structure consists of a single room 
made of plaster-wood wall with two double-pane windows and a door. This room was 
constructed, instrumented and tested at Virginia Tech. The room dimensions are 2.7 x 4.8 x 2.7 
[m]. This structure is shown in Figure 4a and it is referred as the VT single room structure. 
Figure 5a shows the finite element mesh of the structure used for the calculation of the modal 
properties. The structure was discretized into 3048 quad shell elements with 3024 nodes. The 
relative rotation between partitions was relaxed by reducing the bending stiffness of the edge 
quad elements. For the low frequency predictions, 1300 structural modes were computed, 
which covers a frequency range of 0 to 738 Hz. The fundamental frequency of the structure is 
12.3 Hz. The modal damping ratios are assumed the same for all modes at 5%. The sound field 
in the room and window cavities is modeled with 1686 and 20 modes, respectively. The 
acoustic modal damping ratios are set to 0.4 and 0.1% for the room and window cavities, 
respectively. Thus, a total of 3006 coupled modal differential equations were numerically 
integrated. For the high frequency predictions, the mesh used to define the number and 
location of the virtual monopole sources used to model the transmission of the exterior 
pressure into the volume is shown in Figure 5b. A total of 594 monopoles were used to model 


0 2 4 6 8 10
-0.3


-0.2


-0.1


0


0.1


0.2


0.3


Time (seconds)


P
re


ss
u


re
 (


P
a


)


0 2 4 6 8 10
35


40


45


50


55


Time (Seconds)


S
P


L
 (


d
B


A
)


10
1


10
2


10
3


20


30


40


50


60


70


Frequency (Hz)


S
P


L
 (


d
B


C
)


 


 


0 2 4 6 8 10
50


55


60


65


70


75


Time (Seconds)


S
P


L
 (


d
B


C
)


(a) (b) 


(c) (d) 


63.8 dBC 


56.3 dBC 


48.9 dBA 


39.8 dBA 


∆L = 9.1 dB 


∆L = 7.5 dB 







the interior sound field. The high and low frequency predictions were combined using high-pass 
and low-pass filters with cut-off frequency at 500 Hz. 
 
As shown in Figure 4b, the structure was experimentally excited by a simulated sonic boom 
generated at 91 m from the structure using explosives. The sound wave arrived nearly normal 
to the front wall of the structure. In an effort to fully understand the vibro-acoustic 
characteristics of the structure, the interior and exterior of the structures were extensively 
instrumented with 102 microphones and 127 accelerometers. In addition, the excitation’s 
propagation path was instrumented with 20 high quality B&K microphones (Haac et al., 2009).  
The signals from all sensors were recorded simultaneously with a sampling frequency of 50 
kHz.  
 
 


(a) 


 
 


(b) 


 


Figure 4: (a) Structure used for interior acoustic response to the AM WTN signals and  
(b) the explosive technique used to simulate the sonic boom input. 


 
 


 
Figure 5: (a) Finite element mesh for the low frequency predictions and (b) mesh to define 


monopole sources for interior noise predictions at high frequency. 
 
 
Both structural and interior pressure monaural and binaural time responses were obtained as 
outputs. For this work, only the monaural responses were used for analysis. The binaural 
responses can be used in the future for human response studies. The indoor acoustic response 
and the outdoor recording were analyzed for the metrics and methods typically used for 
amplitude modulated WTN.  
 
2.3 Model Validation As mentioned before, the VARS simulation code was validated using 
sonic boom inputs. To assess the accuracy of the code for AM WTN, experimentally measured 
indoor response of the structure is needed but unfortunately it doesn’t exist. To obtain 
“experimental” data for the AM thumping noise input, experimentally determined impulse 
response functions between an outdoor microphone and the interior microphones were used. 


(a) Low frequency mesh (b) High frequency mesh


Boom direction 


Explosives


Structure







Briefly, in these transfer functions the outdoor signal is assumed to be the pressure produced 
by the WTN in the absence of the structure (but accounting for ground reflection) at the sensor 
located where the structure is. Thus, the exterior microphone used to compute the transfer 
functions was located on the ground at a distance of 30 meters from the structure so reflection 
effects from it are not significant. The response where the structure was located (but ignoring 
its effect) was estimated by correcting the microphone signal for ground reflection and spherical 
spreading. Then, the measured exterior (corrected) and interior microphone signals due to the 
simulated sonic booms were Fourier Transformed and the transfer functions computed 
(interior/exterior FFTs). Taking the inverse Fourier Transform of the transfer functions rendered 
the experimentally determined impulse response functions which were then convolved with the 
AM thumping noise input signal described in section 2.1. These signals are referred in the rest 
of the manuscript as measured responses and considered the experimental data used to 
validate the VARS predictions for the same AM WTN input.  
 
The validation results are presented in detail in Figures 6 through 10. Figure 6 shows the time 
history of the interior microphone pressure over a second duration to easily compare the 
measured and predicted responses. From simply visual inspection, it is clear that the two 
signals are very similar. To gain more insight, the predicted and measured average narrowband 
spectrums are compared in Figures 7a and b. In these plots, the spectrum for the exterior 
microphone is also shown as reference. It is clear that the interior response is dominated by a 
number of structural and acoustic cavity resonances. To illustrate this fact, an experimental 
modal testing revealed that the resonance at 22.3 Hz is associated to the first mode of the wall 
with windows. The resonance at 37.6 Hz corresponds to the first acoustic cavity mode (Figure 
7b). It is observed that the interior noise levels are higher than the exterior noise at these 
system resonances, in particular below 300 Hz. In general, the predictions follow the same 
trends as the measured data. However, the responses at the resonances are not perfectly 
matched most likely due to wrong damping values in the model.  
 


 
Figure 6: Predicted and measured interior acoustic response for microphone near room center.  
 


(a) Predicted  (b) Measured 


Figure 7: (a) Predicted and (b) measured average narrowband un-weighted spectrum of 
exterior and interior (near center of room) microphones. 
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The measured and predicted interior responses were also analyzed in the same manner as the 
input signal to uncover the amplitude modulation characteristics of the interior response. 
Figures 8a and b show the predicted and measured C-weigthed equivalent 125ms time history, 
LCeq(t). Again as reference, the exterior microphone time C-weigthed equivalent 125ms time 
history is shown in the same figures. As expected, the interior response also shows the AM 
characteristics of the exterior response.  Since the input modulation frequency (0.8 Hz) is much 
lower than the fundamental frequency of the structure (12.5 Hz), the same modulation 
frequency is found in the interior response. The predictions capture very well the higher interior 
levels over the full 10 seconds.  
 


(a) Predicted (b) Measured 


Figure 8: Predicted and measured LCeq(t) time history for interior microphone 4 and exterior 
microphone. Average amplitude modulation: Predicted = 8.3 dB and Measured = 6.0 dB. 


Maximum amplitude modulation: Predicted = 14.2 dB and Measured = 10.5 dB. 
 
To better quantify the accuracy of the predictions in terms of noise metrics used for WTN 
annoyance studies, the average noise level and modulation depth (∆L) were computed for 4 
microphones inside the room. The average of these valued was also computer. The results are 
tabulated in Table 1. The predicted overall SPL and modulation depth are slightly higher that 
the measured results. It is interesting to note that the noise levels inside the room (67.3 and 
64.5 dBC predicted and measured) are higher than the overall level of 61.6 dBC outside.  
 


Table 1: Predicted and measured C-weighted average SPL and modulation 
depth for 4 indoor microphones.  


 Predicted Measured 


Mic. 
Average SPL 


dBC 


Mod. Depth, ∆L 
[dB] 


Average SPL
dBC


Mod. Depth, ∆L 
[dB] 


1 66.6 6.1 63.9 9.0 


2 66.7 10.7 64.5 5.9 


3 67.7 8.8 65.3 4.7 


4 68.1 8.3 66.3 6.0 


Mean  67.3 8.8 64.5 6.7 


 NOTE: Outside microphone overall C-weighted SPL is 61.6 dBC. 
 
Since indoor WTN is mainly a low frequency noise problem, specific noise metrics were 
suggested to quantify annoyance. A 1/3rd octave bands criterion curve was suggested for low 
frequency noise indoor annoyance assessment (Moorhouse et al., 2005). This criterion 
basically compares the average indoor spectrum taken during a period when the noise is 
present to this curve. This criterion is recommended as guidance to determine if there is LFN 
that might be expected to cause disturbance. Thus, the predicted and measured average 1/3rd 
octave band spectrum were computed and compared to this criterion as shown in Figures 9a 
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and b.  Once again the outdoor 1/3rd octave band average spectrum is also shown in the figure. 
The results show a reasonable good agreement between the predicted and measured results.   
 


(a) Predicted  (b) Measured 


Figure 9: Predicted and measured Z-weighted indoor average 1/3rd octave band spectrum and 
comparison to the reference curve for low frequency noise indoor annoyance (Moorhouse et 


al., 2005). Z-weighted outdoor average 1/3rd octave band spectrum also shown. 
 
It is important to note that there is no evidence that the infrasound in the input signal (if any) 
used here is from the wind turbine measured. Though the indoor infrasound is not the primary 
goal in this work, it was decided to compare the predicted and measured indoor G-weighted 
spectrum commonly used to assess low frequency noise problems. Figures 10a and b show 
the average G-weighted spectrum for the indoor and outdoor responses. The overall G-
weighted results for 4 indoor microphones (and the average for the room) are shown in Table 2. 
Again the predicted results agree well with the measured data. In general, the predicted overall 
G-weighted levels are lower than the measured ones. 
 


(a) Predicted 


 


(b) Measured 


Figure 10: (a) Predicted and (b) measured average 1/3rd octave band G-weighted spectra 
(typically used for infrasound studies).  


G-weighted outdoor average 1/3rd octave band spectrum also shown. 
 


Table 2: Predicted and measured overall G-weighted SPL for 4 indoor microphones.  


Mic. 
Predicted  


dBG


Measured 
dBG 


1 76.3 78.5 


2 72.3 75.7 


3 71.3 75.2 


4 73.2 78.4 


Mean 73.7 77.2 


NOTE: Outside microphone overall G-weighted SPL is 69.7 dBG. 
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2.4 Predictions for Open Window Case As mentioned in the introduction, the regulation in 
Denmark considers the case of open windows in assessment of wind turbine noise impact. 
Thus, to illustrate the capabilities of the numerical tool, a simulation was carried for the case 
where one of the windows is open. Figure 11 shows the results for this case. The average 
narrowband spectrum in Figure 11a reveals a very strong resonance at ~ 7 Hz where the levels 
indoors are 25 dB louder than outdoors. This peak is due to the Helmholtz resonator formed by 
the bulk compressibility of the air in the room (spring) and the fluid at the window (mass), for 
wavelength larger than window dimension. Thus, the open window not only doesn’t provide 
meaningful transmission loss but it also creates a new detrimental dynamics (resonance) in the 
infrasound frequencies. These results demonstrate the significant role played by the structural 
dynamics at low frequencies. Figure 11b shows the predicted C-weigthed equivalent 125ms 
time history, LCeq(t). Again as reference, the exterior microphone time C-weigthed equivalent 
125ms time history is shown in the same figure. The maximum modulation amplitude is for this 
case 12.6 dB (69.2 – 56.6 dBC). Finally, Figures 11c and d present the 1/3rd octave band 
spectrum vs the low frequency noise indoor annoyance criterion (Moorhouse et al., 2005) and 
the average G-weighted spectrum for the indoor and outdoor responses, respectively. The 
indoor G-weighted level is 74.9 dBG or 5.2 dB louder than outdoors.  
 


(a) 


 


(b) 


(c) (d) 


Figure 11: Indoor and outdoor responses: (a) Average narrowband Z-weighted spectrum, (b) 
LCeq(t) time history, (c) Z-weighted indoor average 1/3rd octave band spectrum and comparison 
to the reference curve for low frequency noise indoor annoyance (Moorhouse et al., 2005), and 
(d) average 1/3rd octave band G-weighted spectra (typically used for infrasound studies) for the 


case of the structure with one window open.  
 


4.0 Conclusions 
A numerical tool for the prediction of indoor AM WTN was presented. This numerical model 
was originally developed to investigate the transmission and to assess the indoor annoyance 
due to the impulsive sonic booms from future commercial supersonic aircrafts into typical 
residential structures. It is proposed to use this code for the study of indoor annoyance from AM 
noise from wind turbines and farms. Thus, the work here presents the validation of the 
numerical tool for a “thumping” AM WTN exciting a realistic single room structure. Comparisons 
between predictions and measurements are carried out in terms of time history, spectrum, and 
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typical noise metrics using to assess annoyance such as modulation depth, overall C- and G-
weighted levels, and so forth. The results shows that the code captures the interior response 
reasonable well both in terms of the spectral content and overall noise levels. The accuracy of 
the predictions depends strongly on the capability of the model to properly capture the 
dynamics of the structure (resonances and damping properties). 
 
In addition to the validation, the results presented here shows that the interior noise levels are 
higher than outdoors even though the structure tested offers significant transmission loss 
(doors and windows are closed). The increase in indoors levels is primarily at the fluid-structure 
resonance frequencies below ~ 400 Hz. It was also found that in the case of having an open 
window, the structure behaves as a large Helmholtz resonator with a natural frequency in 
infrasound region. The increase in levels at this Helmholtz resonance is very significant (~25 
dB) relative to the outside. Typically, this situation is ignored and not considered in 
environmental assessment indoors. These results could potentially explain the reported higher 
annoyance for indoor AM WTN.  
 
The future application of this tool is twofold. Firstly, for predicting stimuli WTN indoors under 
different structural conditions for studies of human response. These studies can serve to 
develop metrics and criteria for WTN indoor annoyance specifically targeted for the indoor 
problem. Second, use the tool to evaluate the environmental impact of future wind farm projects 
predicting potential "worst case scenarios". 
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Summary 


This paper presents a Wind Farm Noise Optimisation tool to find optimal turbine 
operational modes such that maximum energy yield can be obtained whilst still 
meeting relevant noise constraints.  


AECOM’s Acoustics Team has developed a Wind Farm Noise Optimisation Tool 
which determines the optimal power modes a set of turbines can operate at, for any 
given wind speed and wind direction, and remain compliant with noise planning 
conditions. Turbine noise propagation utilises the appropriate methods detailed 
ISO 9613-2 Acoustics – Attenuation of Sound During Propagation Outdoors, and 
includes propagation directivity. The tool allows complex solutions of multiple 
variations in operational modes across wind speeds and directions to be assessed 
that would be impractical and time consuming to calculate using standard noise 
modelling software.  Moreover, given the constraints that developers increasingly 
have to contend with this optimisation tool is more often likely to be needed in order 
to determine whether a development can be made financially viable from a noise 
perspective.  


 
1. Introduction 


As a result of the cumulative effect of the number of wind farms in many high yielding 
wind areas the noise budget in these areas is becoming ever more constrained. 
Developers must conform to noise regulations but wish to maximise the yield within a 
given area to ensure the site is financially viable. The technology of wind turbine 
design has advanced in recent years to allow each turbine to be individually 
controlled, if required, in non-standard modes of operation.  Thus noise emission 
levels for individual turbines can be controlled. Although turbines can be operated in 
quieter modes it is in the interest of the wind farm operators to minimise the time that 
each turbine is operated in these modes as the wind energy yield is also reduced.  
Accordingly, operators of wind farms are becoming more interested in how they can 
exploit the sophisticated control mechanisms of modern wind turbines to maximise 
the power yield of the development and simultaneously comply with noise 
constraints.   


As a result of this evolved technology the creation of a robust wind farm turbine 
control strategy is becoming ever more complex. With this problem in mind 
AECOM’s Acoustic Team have created a Constrained  Wind Yield Optimisation Tool. 
It provides a developer with the optimal operating strategy for its development that 
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meets with ETSU-R-97 and the latest Institute of Acoustics’ Good Practice Guidance 
(IOA GPG) for all wind directions and for wind speeds ranging from 3 – 12ms-1.   


2. Implementation 
There are already existing very good proprietary noise modelling software that can 
be used to assess noise impacts from wind farms.  However, it can become time 
consuming if a large number of modelling scenarios are to be assessed.  For 
example, for a seven turbine wind farm with each turbine having 3 modes of 
operation there are 2,187 possible mode operation combinations.  Obviously it would 
be advantageous to automate the process. 


To create a tool that can both automate the process of evaluating the various 
combinations of turbine modes of operation and provide an optimised wind farm  
noise control strategy it is necessary that the following elements are incorporated 
into the tool: 


 The location of the wind turbines; 


 The location of Noise Sensitive Receptors; 


 The inclusion of sound propagation directivity; 


 The inclusion of the necessary elements of ISO 9613  Acoustics – Attenuation 
of Sound Propagation Outdoors so that the tool is compliant with the IOA GPG 
guidance on sound propagation 


Given that the foregoing elements are spatial in nature the optimisation tool is 
implemented using Geographic Information Systems (GIS), in particular ESRI’s 
ArcGIS software and the ArcPy Python package.  The tool undertakes all 
calculations, checks for exceedances of the ETSU-R-97 derived noise limits and 
optimises the turbine modes, if necessary, until a solution is found.  The process is 
fully automated and  because the optimisation tool has been tested against existing 
proprietary noise modelling software the tool produces results that are consistent 
and reproducible. 


3. An example of the tool’s workflow 
The following section outlines a typical work flow when using the tool. Firstly, the 
following inputs are required. 


Table 1: Required Information 


Description File Type 


Turbine Locations Shapefile 


Noise Sensitive Receptors Shapefile 


Noise Monitoring Locations Shapefile 


Turbine Sound Power Levels for each octave band  Excel Table 


Background Noise Levels  Excel Table 


Once the input data has been input to the tool, via a series of prompts, the tool runs 
in the background and requires no further input from the user until it is completed. 


The tool begins by running the turbines at full power to determine the immission 
noise level at each NSR for all the turbines at each integer wind speed from 3ms-1 – 
12ms-1.  


Because the current guidance (IOA GPG) on sound propagation when assessing the 
impact of wind farms on NSR only uses the geometric spreading and air absorption 







elements of the ISO 9613-21, it is a relatively simple task to implement the 
propagation of sound in the Python programming language.  


In addition, due to meteorological effects a wind turbine’s radiated sound energy 
does not necessarily propagate equally in all directions. This artefact is included in 
the optimisation process through the inclusion of turbine propagation directivity.. The 
propagation directivity used in the tool follows the guidance from the IOA GPG, 
which states that “based on evidence from the Joule project (Bass Bullimore 2010) in 
conjunction with advice in BS 8233 and ISO 9613-2, current practice suggests that 
for a range of headings from directly downwind (0°) up to 10 degrees from crosswind 
(80°), there may be little to no reduction in noise levels; once in crosswind directions 
(90°) then the reduction may be around 2 dB(A); and when at sufficient distance 
upwind the reduction would be at least 10 dB(A). For intermediate directions 
between crosswind to upwind, a simple linear or polynomial interpolation can be 
used.  Such reductions (due to “shadow zone” refraction effects) will in practice only 
progressively come into play at distances of between 5 and 10 turbine tip heights.” 
Error! Reference source not found. outlines directivity graphically, and Table 2 presents 


the directivity as a function of wind direction in 15o.segments..  


Figure 1 - The Effects of Directivity 


 


 


                                                           
1
 Although the IOA GPG does provide for attenuation of sound due to screening the guidance advises 


that, rather than using the method presented in ISO 9613, a constant should be subtracted from the 


immission level at an NSR if the a turbine’s tip height is screened.  







Table 2: Wind Turbine Directivity Factors 


Direction from directly 


upwind of turbine (°) 
0 15 30 45 60 75 90 105 120 135 150 165 180 


Attenuation (dB(A)) -10 -9.9 -9.3 -8.3 -6.7 -4.6 -2 0 0 0 0 0 0 


Direction from directly 


upwind of turbine (°) 
195 210 225 240 255 270 285 300 315 330 345 360  


Attenuation (dB(A)) 0 0 0 0 0 -2 -4.6 -6.7 -8.3 -9.3 -9.9 -10  


 


The overall wind farm noise immission noise level is compared to the ETSU-R-97 
derived noise limits at each NSR.. Then, if an exceedance occurs in any wind 
direction for one or more NSR for a particular integer wind speed then the next 
iteration of the tool will include an additional turbine operating at a reduced mode.  
This iterative process will continue until either a solution is found, at which point the 
tool will provide details of the optimised noise control strategy, or continue until all 
possible turbine configurations have been tried and no solution is found.  Should no 
solution be found with the original number of turbines and operating modes the tool 
will, as necessary, turn off individual turbines and systematically begin the process of 
determining a solution with turbines operating either in reduced mode or switched 
off.  Once an optimised noise control strategy has been found the program will 
present the solution in tabular format to the user 


4. Optimisation 


Optimisation can be performed in either of two ways, depending on the needs of the 
wind farm developer. Option A is:. 


Figure 2 - Option A 


 







In summary, for each iteration of the Option A the mode of operation for all turbines 


is reduced.  That is, for each iteration all turbines are operating at the same mode at 


any given speed or direction. However, it is possible that there may be a variation of 


modes for a given wind speed. For example, at a wind speed of 7 ms-1 the turbines 


may be able to run at full power when the wind direction is 0˚ to 90˚ but must be 


reduced to reduced noise mode 1 between 90˚ and 180    


The second optimisation process (Option b) is:  


Figure 3 - Option B 


 
 


In summary, for each iteration of the Option B, a singleturbine has its mode of 


operation reduced whilst all other turbines operate in the mode for the previous 


iteration .  Accordingly, at any given wind speed and direction turbines may operate 


in different modes from each other. This provides for a more highly optimised and 


complex optimisation strategy, but does facilitate the operation of individual turbines 


such that at all times maximum energy production can occur within the noise 


constraints. 


For both Options a solution is found but the optimised noise control solution will be  


different. The selection of an optimisation option is dependent on the developer’s 


requirements based on the number of turbines, overall yield, output at the time and 


turbine cost. The developer may select option A based on the turbine characteristics 


at the site which would make individual changes impractical. Or they may prefer to 


use option B because it allows for the potential for more turbines to remain at full 


power or increased operating modes. The developer can be supplied with both 


options to determine the best solution for their site. 







5. Conclusion 


The wind yield optimisation tool developed by AECOM provides noise optimised 


solutions to the major challenges facing wind farm developers in relation to noise, 


namely maximising yield whilst complying with noise level limits at nearby noise 


sensitive receptors. By utilising ArcGIS, Python and ArcPy our tool provides two 


optimisation options that will provide wind farm developers with noise mitigation 


strategies such that the proposed wind farm can operate whilst remaining compliant 


with ETSU-R-97 and incorporates the latest guidance contained in the IOA GPG. 
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Summary


In 2013 the Italian Institute for Environmental Protection and Research (ISPRA), in cooperation 
with  the  Environmental  Protection  Agency  of  Tuscany  Region  (ARPAT),  published  a  new 
methodology for the assessment of noise impact of operational wind farms. 
By  means  of  measurement  campaigns  of  specific  noise  and  weather  parameters  at  the 
receivers lasting at  least  3 weeks,  the procedure simultaneously provides an estimation of  
noise emission and prevailing background noise, also if the main component of the latter is  
due to wind.
Through  iterative  steps,  the  method  provides  the  evaluation  of  noise  impact  produced  by 
operational  wind  farms,  without  stopping  them  for  measurement  purpose.  Moreover,  the 
algorithm implemented involves the use of some specific numerical values to be assigned to 
the parameters for the calculation of noise propagation.
The method has been successfully tested through specific measurement campaigns in nearly 
ten Italian sites with different orography conditions, but a proper uncertainty analysis has not  
been performed yet.
The paper presents some preliminary results of the sensitivity analysis of the new methodology,  
aiming to establish the influence that a variation of a specific input of the procedure has on the  
outcome.
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This will allow a better understanding of which assumptions are critical and which parameters 
require more accuracy in the acquisition step. This analysis also provides a confidence level for 
the outputs and defines an empirical approach to determine an estimation of their uncertainty.


1. Introduction


Wind  Turbine  Noise  (WTN)  presents  particular  aspects  that  distinguish  it  from  the  other 
industrial noise sources: the most important of these aspects is the increase in the overall noise 
level due to the constant presence of wind during measurements at the receivers. Also wind 
turbulence  on  the  microphone  surface  [1],  residual  noise  from  other  nearby  sources, 
background noise produced by the interaction of wind with the surrounding environment [2,3],  
are all effects very hard to select and add to the noise emission from wind turbines.
Both emission and residual components of measured noise levels (prevailing background) are 
strongly dependent on wind speed [4], so it is very difficult to estimate their specific contribution 
from the overall  result of a measurement performed when the plant is operational. In some 
Countries, this is necessary for the assessment of the compliance with regulatory limits [9], but 
generally all the procedures require the plant to be temporarily shut down in order to measure  
the residual noise. This operation has a big economic impact on the wind farm managers. An 
additional problem is that wind speed and direction, at ground level, are affected by time and  
space variation, particularly in complex terrain [5]. A measurement of residual noise can lead to 
an  incorrect  noise  evaluation  if  it  is  performed:  a)  in  a  time  period  different  from  that  of 
measurement  of  the  environmental  one;  b)  simultaneously  to  environmental  noise 
measurement, but in a site far from the receiver.
In 2013 the Italian Institute for Environmental Protection and Research (ISPRA) published a 
new methodology for the assessment of WTN, solving the issues mentioned above. 
The procedure is able to simultaneously estimate the emission and residual components of the 
noise levels measured nearby a wind farm by means of a measurement campaign of specific 
noise and weather parameters at the receiver lasting at least 3 weeks. Through iterative steps, 
the  method  provides  the  evaluation  of  noise  impact  produced  by  operational  wind  farms, 
without stopping the farm for measuring the residual background noise. The method have been 
successfully tested through specific measurement campaigns in some Italian sites with different 
orography conditions, but a proper uncertainty analysis has not been performed yet.
In this paper the estimation of the coverage interval associated with the output noise levels  
from the ISPRA-ARPAT procedure is performed through a Monte Carlo procedure.


2. The ISPRA-ARPAT procedure


ISPRA procedure [6] considers the residual noise levels as a function of wind speed at ground 
and the emission levels at receivers as a function of a new parameter, the equivalent blades 
rotational speed Neq,tot. Both are computed through appropriate iterative phases and energetic 
subtraction between measured noise levels grouped in classes of wind speed at ground and 
blades rotational speed. The procedure is applicable to data from outdoor measurements and 
allows different calculation for day-time and night-time, flat terrain and complex terrain.







2.1 Data acquisition


For each receiver, ISPRA-ARPAT procedure needs the following set of data acquired over 10’ 
for  at  least  2000 measurement  intervals,  that  correspond to  nearly  2  weeks of  continuous 
measurements. For each ten minutes the data required are:
a) Acoustic data:
- LAeq,10’ evaluated on successive time intervals of 10';
b) Meteorological data:
- Average wind speed at ground (at a height of 3 m above ground);
- Precipitation (rain, snow, hail);
- Most frequent wind direction at each turbine rotor;
- “N”: the average blades rotational speed (in round per minutes [rpm]) for each turbine with a 
distance receivers-blade less than or equal to 1 km;
The  measurements  have  to  be  performed  outdoor  near  the  building  receiver,  with  the 
microphone placed at  1  m away from the façade,  at  least  5 m away from other  reflective 
surfaces,  trees or possible interfering sources and at  4 m above the ground.  The weather 
station should be placed at 3 m above the ground as close as possible to the microphone, but 
always at least 5 m from interfering elements capable of producing turbulence and in such a 
position that it can receive wind from all directions.


2.2 Database creation


All the data acquired as described in 2.1 are necessary to build a database, where the rows are 
the 10' intervals and at each row corresponds column with all  requested parameter for that 
interval. For each ten minute data, the value Neq,i have to be computed for each wind turbine. It 
represent a virtual rotational speed which would have the i-th wind turbine to produce the same 
noise levels measured at the receiver if the i-th wind turbine were in the same position as the 
one closest to the receiver. This value is calculated weighting the measured rotational speed 
with suitable parameters according to the ISO 9613-2 [7] propagation, including: distance and 
direction between wind turbines, wind direction, ground type, period of the day and atmospheric  
attenuation.  For  each  10’,  a  single  value  for  rotational  speed  is  calculated,  the  Neq,tot, 
corresponding to the virtual rotation of all the wind farm in that 10’ period.
In its final form, each row of the data array should display the values of LAeq,10’, wind speed at 
ground (vgr) and Neq,tot correspondingly to each consecutive time interval of 10’. The values of vgr 


and Neq,tot are approximated to the nearest integer, whereas the LAeq,10’ values to 0,5 dB(A). 


2.3 Iterations and outputs


The procedure consists in 3 different steps:
1. A first calculation of the residual noise, not dependent on vgr;


2. An estimation of the noise emission at receiver of the whole wind farm as a function of  
Neq,tot;


3. An estimation of the residual noise as a function of vgr.


At Point 1 an initial residual noise level is obtained with a Neq,tot threshold, for which Neq,tot value 
below that threshold can be considered as not relevant for noise impact on the receiver. The 
residual noise level have a wind speed dependence.







At Point 2 and 3, noise levels are respectively classified for finite interval of Neq,tot and vgr. To 
calculate the noise emission as a function of Neq,tot, the residual level as a function of vgr is 
energetically subtracted to the measured noise, then a best fit is produced. This fitted relation is 
energetically subtracted to measured noise to obtain a residual noise as a function of wind 
speed at ground. Again a best fit of this relation is produced.  Point 2 and Point 3 are strictly 
connected and based one on another. In fact, once a first estimation of the noise emission is 
obtained, it is used to calculate a better estimation of the residual noise and vice-versa. This 
iteration of energetic subtraction of the fitted relations continue until no new information are 
added between the one iteration and the following. 
The outputs  of  the procedure are noise emission levels  at  receiver  as a function of  Neq,tot, 
residual  noise at receiver  as a function of vgr and the total  emission and residual  noise at 
receiver (i.e. the equivalent mean levels evaluated on the measurement period distinguishing 
between night time and daytime) that is computed weighting the noise levels in each classes 
with the corresponding occurrences. Figure 1 is a summary diagram of the procedure.


Figure 1: summary diagram of the ISPRA-ARPAT procedure.


3. Monte Carlo uncertainty analysis


The uncertainty analysis with a Monte Carlo method (MCM) was performed using the adaptive 
procedure presented in the Guide to the expression of uncertainty in measurement (GUM) [8]. 
The MCM basically consists in propagating the distributions of the inputs through the model to 
obtain a consequent distribution of the outputs. MCM can be summed up in the following steps:


1. set up of a probability distribution function (PDF) for every input;
2. pseudo-random numbers sampling from the PDFs;
3. computation of the model for every sampled value;
4. assemblage of the distribution function for the outputs (G);
5. calculation of uncertainty on the outputs from the standard deviations of the Gs.


The convergence of MCM is assured increasing the number of iterations until the stabilisation 
of the statistical parameters as defined by GUM [8].
The Neq,tot parameter  has  a  key role  in  the  ISPRA-ARPAT procedure,  an  estimation  of  its  
uncertainty is preliminary to the uncertainty analysis of the iterative phase of the procedure.
The  procedure  and  the  Monte  Carlo  Method  was  implemented  in  R  Free  Software 
programming language. [14]







3.1 Testing Sites


The ISPRA-ARPAT procedure has been tested with data from six different wind farms, reported 
in Table 1. Figure 2 shows the distribution of the turbines around each receiver.


Wind farm Turbines considered Number of 10’ data
La miniera-Scapiccioli 4 1725
La miniera- Provinca 4 1287
Poggi alti-Scansano 7 1297
Lucera 3 997
Riparbella 6 1384
Santa luce 5 2209


Table 1: information about test sites.


Figure 2: distribution of wind turbine around receiver in the test sites.


3.2 Uncertainty of Neq,tot parameter


Neq,tot is  a parameter calculated for  each 10’  interval  considering the N i,  weather  and plant 
measured  data  and  two  fixed  parameters.  These  parameters  concern  the  environment 
surrounding  the  receivers  and  in  this  paper  they  are  assumed  without  uncertainties.  The 
measured  input  data,  along  with  their  PDF  and  available  measurement  uncertainties,  are 
reported in Table 2.


Inputs PDF Parameters
N [r.p.m.]


blades rotational speed
rectangular Half width=0.5


ΘW [deg]
wind direction from North


Gaussian σ= 3


ΘT [deg]
directions turbine-receiver from North


rectangular Half width=1


rT [m]
distances turbine-receiver


rectangular Half width= rT *0.03


Table 2: input data with probability density function for the calculation of uNeq,tot.







The Neq,tot uncertainty has been estimated for each 10’ data using the sigma of the Gaussian 
PDF that fits the obtained MCM numerical distribution. In Figure 3 two examples are reported 
for a single Neq,tot. The uncertainties for each Neq,tot in each test sites have been reported on 
a graph in Figure 4.


Figure 3: uncertainty of a single Neq,tot for two test sites.


Figure 4: uncertainty for each Neq,tot for all the test sites.


The uncertainties on the singles Neq,tot result lesser than 0.4 rpm for every test site and every 
Neq,tot value. This value is assumed as the Neq,tot uncertainty (uNeq,tot) and it results comparable 
with the uncertainty on the input measured rotational speed N.


uNeq,tot = 0.4 [rpm]







3.3 Coverage interval of the procedure


In this section are analysed the uncertainties of the outputs in the procedure by using the MCM 
over  the  iterative  phase.  As  already  reported,  the  input  variables  are  the  following  10’  
parameters:


• LAeq,10’, A weighted noise equivalent level over 10’;


• vgr , wind speed at ground;


• Neq,tot, calculated in the previous step of the procedure.


The inputs of the model are 3 times the number of 10’ data. As an example, Scapiccioli test site  
have 1725 data, so 1725*3 inputs. Each input vary according to the distributions in Table 3.


Parameters PDF Uncertainty
LAeq,10’ [dB(A)] Gaussian σ= 1.3


vgr [m/s] rectangular Half width=0.4
Neq,tot [rpm] Gaussian σ= 0.4


Table 3: Input data with probability density function for the calculation of the uncertainties of the procedure.


LAeq,10’ uncertainty has been evaluated as the root mean square of the type B uncertainties:
• ustr= 0.5 dB(A), instrumental uncertainty;


• ucond=0.2 dB(A), measurement conditions uncertainty;


• umeteo= 1.2 dB(A). meteorological conditions uncertainty.


These values have been evaluated following prescriptions of GUM [9], UNI ISO 1996-2/2007 
[10], UNI/TR 11326 [11]. Uncertainty associated to vgr  is the measurement ones, while the 


Neq,tot uncertainty was previously calculated.


In Table 4 are reported the day average noise emission and residual calculated with Monte  
Carlo procedure and their respective coverage interval (CI).


Test site
Emission 
[dB(A)]


CI 
(95%)


[dB(A)]


Residual
[dB(A)]


CI (95%)
[dB(A)]


Scapiccioli 40.3 2.2 38.4 1.6
Scansano 45.7 2.4 43.6 1.8


Lucera 43.4 2.6 40.5 1.6
Riparbella 41.6 2.0 40.6 1.2
Santa Luce 38.4 1.2 33.5 1.6


Provinca 36.5 2.0 35.7 1.4
Table 4: Emission and Residual over the whole measurement period and their coverage interval (CI)


In Figure 5 are plotted the output G distributions obtained by MCM. All the G distributions failed  
most popular normality tests (Chi Squared, Lilliefors, Anderson-Darling, Cramér-Von Mises...).  
For  symmetric  Gs  coverage  intervals  have  been  evaluated  by  using  quantile  values  from 
resulting distributions. A 95% coverage interval has been chosen selecting endpoints at q 2.5%, 


q97.5% quantiles. 


CI (95% )=(q97 .5−q2.5)







For asymmetric distributions, eg. Scapiccioli and Scansano, coverage interval endpoints have 
been evaluated by taking the 95% coverage interval  (CI)  with  minimum width according to  
paragraph 5.3.4 of [8].
 The evaluated CIs show some differences from site to site (except the very sharp one at Santa  
Luce),  of  about  1.2  dB(A),  suggesting  a  not  very  strong  dependence  on  measurement 
conditions and on testing sites.


Figure 5: MCM output distributions for Emission ad Residual of some test sites.







3.4 Uncertainties on Emission vs Neq,tot and on residual vs vgr


An intermediate step of the ISPRA-ARPAT procedure allows the evaluation of the emission 
noise levels as a function of Neq,tot, and the residual noise as a function of wind speed at ground. 
The uncertainties of this part have been evaluated as in previous section for every Neq,tot value. 
Figure 6 represents the emission vs Neq,tot and the residual vs vgr of all the test sites. Figure 7 
shows how uncertainties depends on Neq,tot, with minimum values for central Neq,tot range, and 
higher values at extreme Neq,tot values, for nearly all the testing sites. Figure 8 represents the 
uncertainties of noise vs vgr .


Figure 6: emission vs Neq,tot and the residual vs vgr of all the test sites.







Figure 7: uncertainty on emission vs Neq,tot  for all the test sites.


Figure 8: uncertainty on residual noise vs vgr for all the test sites.







4. Conclusions
The new procedure for evaluating the noise emission from operational wind turbines provides a 
useful approach to technicians and competent bodies in order to monitoring the noise impact 
on receivers without stopping the farm. 
The 95% coverage interval obtained with the Monte Carlo simulations varies from 1.2 to 2.6 
dB(A) for noise emission levels and from 1.2 to 1.8 dB(A) for residual levels evaluated over the 
whole measurement period. This results are suitable for the assessing compliance to normative  
prescriptions at least in Italy. Higher values has been demonstrated at low wind speeds, where 
noise  data  have  a  bigger  spread  due  to  meteorological  effects  on  measurements  [12].
This  paper  presented  a  very  preliminary  results.  A  deeper  statistical  investigations  is  in  
progress [13], also with the aim of evaluating the sensitivity of the procedure to different input 
parameters and maybe also to reduce the number of parameters itself.
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Summary   
Wind turbine noise (WTN) is a broadband noise with a spectral characteristic approximated by  
-4 dB/octave and it can be primarily assessed by time-averaged A-weighted sound pressure 
level (LAeq). In actual measurements of LAeq, however, it is apt to be seriously influenced by 
background noise because WTN is generally not so strong in residential areas around wind 
farms. An alternative method to avoid this problem is to assess the 90 or 95 percentile level 
(LA90 or LA95) which are robust against background noise. So, the relationships between LAeq 
and these percentile levels were investigated using a lot of data obtained in the field 
measurements conducted across Japan. As a result, it has been found that LAeq can be 
estimated from LA90 or LA95 with a considerably high accuracy. 
Another important issue of WTN is amplitude modulation (AM) which causes serious 
annoyance. To quantitatively evaluate the magnitude of AM by eliminating its slow temporal 
variation (drift) of WTN, we proposed a simple and practical method (F-S method), in which the 
instantaneous fluctuation by AM is detected by calculating the difference between the A-
weighted SPL by Fast time-weighting (LA,F) and that by Slow time-weighting (LA,S), and the 90% 
range of the level difference is calculated as an indicator of AM depth. The theoretical 
background of this method is considered and a comparison with the method detecting the 
amplitude fluctuation by applying Hilbert transform (Envelope method) is discussed.  
In addition, the method of assessing the residual noise at wind farm sites by LA90 or LA95 is 
discussed. 


1. Introduction   
To investigate the actual condition of wind turbine noise (WTN) in Japan, a research project 
entitled “Research on the evaluation of human impact of low frequency noise from wind turbine 
generators” has been conducted over the three years from fiscal year 2010, funded by a grant 
from the Ministry of the Environment, Japan. In this research project, field measurements at 34 
wind farm sites and 16 control sites without WTN were conducted across Japan [1]. Using the 
data obtained in the field measurements, the method to eliminate the influence of background 
noise in the assessment of time-averaged WTN, the quantitative assessment method of 
amplitude modulation (AM), and the method to assess the ambient acoustic condition in quiet 
rural districts are investigated in this paper. Regarding the effect of tonal components contained 
in WTN is reported in another paper [2]. The sound pressure signals used in this paper were 
recorded using prototype wide-frequency-range sound level meters manufactured for the 
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countries. So, the relationship between LAeq obtained by eliminating the background noise and 
LA90 or LA95 were investigated as shown in Table 1 and Figure 3. The difference between LAeq 
and LA90 was 2.1 dB on average and the standard deviation was 0.64 dB (correlation 
coefficient: 0.994) and the difference between LAeq and LA95 was 2.5 dB on average and the 
standard deviation was 0.75 dB (correlation coefficient: 0.992).  
Theoretically, the difference between LAeq and LA90 or LA95 ought to depend on the extent of AM. 
However, the relationship between LAeq and LA90 or LA95 is in fairly high correlation as 
mentioned above and therefore LAeq can be estimated from LA90 or LA95 with fairly high accuracy.  


3. Assessment of amplitude modulation 
Figure 4 shows the time-traces of the A-weighted SPL measured at four points around a wind 
farm, in which temporal fluctuation of about 1 s period corresponding to the Blade-Passing-
Interval (BPI) is clearly seen in all of the traces. The time-trace observed at the measurement 
point M0 (close to a wind turbine) was relatively stable and fluctuating between 50 to 57 dB, 
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Figure 4 – Recordings of the A-weighted SPLs of WTN 
(rated power output : 1.95 MW, number of WT : 1). 


Table 1 – SPL differences between LAeq and LAN [dB] 


SPL index Average Standard 
deviation


Maximum
value 


Minimum 
value 


LAeq - LA90 2.1 0.64 5.0 1.0 
LAeq - LA95 2.5 0.75 5.7 1.2 


 


 (b). LAeq vs. LA95 (a). LAeq vs. LA90 


Figure 3 – Correlation between LAeq obtained by eliminating the background noise 
and LAN of WTNs.
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whereas in the patterns observed at other measurement points in the residential area, not only 
the periodical fluctuation due to blade passing but also a slow temporal variation (drift) is seen.  
Figure 5 shows the wave-forms of the linear sound pressure (0.8 Hz to 20 kHz) and A-weighted 
sound pressure of the WTN measured at the point M5 shown in Fig. 4. In the wave-form of the 
linear sound pressure, impulsive variations corresponding to BPI of the wind turbine are seen, 
whereas in that of the A-weighted sound pressure, the amplitude is fluctuating periodically 
corresponding to the BPI. The auto-correlation functions of the linear and A-weighted sound 
pressures are shown in Fig. 6. In the result of the linear sound pressure, peaks are seen at an 
interval of 0.97 s, whereas in the result of the A-weighted sound pressure, such periodical 
peaks are not seen. This means that the A-weighted sound pressure is an incoherent broad-
band noise modulated by the Blade-Passing-Frequency (BPF).  
As shown in Fig. 4, not only periodical amplitude fluctuation (amplitude modulation: AM) but 
also slow temporal level variation (drift) can be contained in WTN. In addition, the width of the 
AM is not necessarily constant and varies temporally. In the assessment of the AM component 
in WTN, therefore, the strength of AM should be detected by eliminating the drift. 
To objectively quantify the strength of AM, several methods have been proposed [7-12], in 
which the frequency and magnitude of the envelope of AM are detected by applying the signal 
processing techniques as Hilbert transform and Fourier transform. As another method, the 
authors proposed a very simple and practical method calculating the level difference ΔLA(t) 
between A-weighted SPL with FAST time-weighting, LA,F(t), and that with SLOW time-weighting, 
LA,S(t), (F-S method) [7].  


ΔLA(t) = LA,F(t) - LA,S(t) (1) 


Then, the width of the 90% range of the level difference is obtained as a measure indicating the 
AM depth.  


DAM = ΔLA5 - ΔLA95 (2) 


where, DAM is the AM depth in dB, and ΔLA5 and ΔLA95 are the 5% and 95% levels of ΔLA(t), 
respectively.  
Figure 7 shows an example of the A-weighted SPLs of WTN for 40 s recorded with FAST and 
SLOW time-weightings and the level difference ΔLA(t) between them. The data were measured 


Figure 5 - Examples of sound pressure wave forms of WTN at point M5. 


Figure 6 – Examples of measured auto-correlation coefficients of WTN at point M5.
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at a point 1,152 m from a 1.95 MW wind turbine (see Fig. 4). Figure 8 shows the probability 
density of the instantaneous value of ΔLA(t) , which can be regarded as the probability density 
of a normal distribution (the red curve in the figure). This result was obtained from the 
instantaneous values of ΔLA(t) for 3 min for the data shown in Fig. 7. This holds true in almost 
all cases. Here, the theoretical base of the F-S method is considered. In this case, DAM 
assessed in the way mentioned above was 2.8 dB. The instantaneous A-weighted SPL 
evaluated using a time-weighting function with a time constant of τ is described as 
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where, ξ  is time [s], p0 is the reference sound pressure (20µPa) [13].  
When representing the exponential time-weighting function in Eq. (4) as a time-response 


(a) Temporal variations of LA,F(t) and LA,S(t) of a WTN 


(b) SPL difference of LA,F(t) and LA,S(t)


Figure 7 – A-weighted SPLs LA,F(t) , LA,S(t) and their difference ΔLA(t) at M7  
(horizontal distance l : 1152 m).


Figure 8 – Example of probability density of AM component ΔLA(t) at M7 
 (horizontal distance l : 1152 m). 
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function w(ξ) of a low-pass filter as in Eq. (5), Eq. (4) is a convolution between pA
2(t) and w(t). 
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The transfer-function W(f) of the low-pass-filter (1st order Butterworth filter) is obtained by the 
Fourier transform of w(ξ), and its attenuation characteristic |W(f)|2 is expressed as follows. 
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That is, LA,F(t) and LA,S(t) are the level expressions of the outputs of pA
2(t) through low-pass  


filters with time constant of 0.125 s (FAST) and 1 s (SLOW), respectively. Figure 9 shows the 
response functions of the FAST and SLOW low-pass-filters. The cut-off frequency is 1.27 Hz 
and 0.16 Hz, respectively.  
Figure 10 shows four examples of the power-spectrum of pA


2(t) measured at points M0, M1, M5 
and M7 shown in Fig. 4, in which the BPF of about 1 Hz is clearly seen. BPF of wind turbine is 
generally around 1 Hz which is within the pass band width of the low-pass-filter of FAST time-
constant. On the other hand, 1 Hz is sufficiently outside the path band width of the low-pass-
filter of SLOW time-constant and LA,S(t) can be considered to represent the drift. Therefore, the 
level difference ΔLA(t) between LA,F(t) and LA,S(t) can be considered as the strength of the 
instantaneous fluctuation of AM without the drift.  
As another way to detect the strength of AM, the method applying Hilbert transform to detect 
the envelope of modulated sound pressure and Fourier transform to detect the dominant 
frequency components [14,15] can be applied. This method (Envelope method) and the F-S 
method were compared as follows.  
The data used in this study were the sound pressure signals with a duration time of 3 min 
recorded at 33 measurement points around 12 wind farms in Japan. They were judged as 
swishing sounds by auditory test. The signals were convolved with the A-weighting function and 
processed according to the two methods shown in Fig. 11. 
Figure 12 shows two examples of comparison of the power-spectrum PF-S(f) of the AM 
component ΔLA(t) obtained by the F-S method and the power-spectrum Penv(f) of the envelope 
signal |pA(t)| detected by the Envelope method. To examine the frequency components around 
BPFs of wind turbines, all of the results are illustrated as the power relative to the total power of  
the frequency components between 0.5 Hz and 7 Hz. In all of the results, it is seen that the 
BPF of the wind turbine is clearly detected as the fundamental frequency (0.85 Hz for W02 and 
1.0 Hz for W22). However, the relative power detected by the F-S method is higher than that by 
the Envelope method. Such comparisons were made for the data obtained at 12 wind farm 
sites. As a result, the comparisons of relative power at the BPF are shown in Figure 13, in 
which PF-S(f) is higher than Penv(f) in all cases; this might mean that the F-S method is superior 
to the Envelope-method in detecting the BPF of wind turbine.  


Figure 9 – Attenuation characteristics of time-weighting filter of sound level meter. 
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Figure 10 - Auto power spectra of squared A-weighted sound pressure of WTNs. 


(d). M7 (Residential area)


← Convolution of A-weighted filter 


← Convolution of dynamic  
characteristics F and S


← 10 log10(pA
2/p0


2) 


← ΔL(t) = LA,F(t) – LA,S(t) 


← Fourier transform 


← Fourier transform


← Hilbert transform


Recorded sound data pZ(t) (Sampling frequency 48 kHz, 3minutes) 


A-weighted sound pressure pA(t) 


Envelope |pA(t)| Squared sound pressure pA
2(t) 


A-weighted SPL LA,F(t), LA,S(t) 


AM components ΔLA(t) 


Auto power of ΔLA(t) PF-S(f) 


Percentage of AM components in total auto power 


Auto power of |pA(t)| :  Penv(f) 


Figure 11 - Procedures of determining AM components. 
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4. Assessment of ambient acoustic condition  
Wind power generation facilities are often constructed in quiet rural districts and WTN tends to 
be audible and cause psycho-acoustical annoyance when no specific noises exist, especially at 
night. Therefore, the ambient acoustic condition without WTN should be evaluated by the 
remaining residual noise in the environmental noise impact assessment. Figure 14 shows an 
example of the time-trace of the A-weighted SPL measured in a rural area without WTN. In this 


(a). W02M07 (rated power output : 2500 kW, number of WT : 7, horizontal distance : 561 m) 


(b). W22M07 (rated power output : 1950 kW, number of WT : 1, horizontal distance : 1152 m)


Figure 12 – Auto power spectrum of AM components of WTN.  
Frequency interval Δf = 0.0916 Hz.  
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Figure 13 - The ratio of auto-power of BPF to total power. 
Total power is defined by the sum of powers of the respective 
frequencies in the range from 1Hz to 7Hz. 







case, motor vehicle noises come a long way (several hundred meters apart) were included, 
causing a level difference of about 5 dB between LAeq,10min and LA95,10min (residual noise). Figure 
15 shows the time-traces of LAeq,10min and LA95,10min of every hour during a day. In the nighttime 
from 9 pm to 5 am, they were close, whereas they were much separated in the daytime being 
influenced by the background noises. Thus, the ambient acoustic condition without WTN should 
be assessed by LA95 or LA90.  


 


5. Conclusions 
Since wind power generation facilities are often constructed in quiet rural districts, WTN tends 
to be audible and annoying especially at night. The temporal fluctuation (AM) and tonal 
components contained in WTN increase annoyance. In the quantitative assessment of WTN, 
such acoustic characteristics should be considered. Regarding this problem, the methods for 
measuring time-averaged noise level, strength of amplitude modulation, and ambient acoustic 
condition have been investigated using the sound pressure data recorded at a lot of wind farm 
sites across Japan. The results of these studies are as follows. 
 
(1) WTN should be primarily assessed by the time-averaged noise level in terms of LAeq, but 


LAeq is apt to be much influenced by the background noises and troublesome processing to 
eliminate the effect of the background noises is needed. As an alternative method to avoid 


Figure 14 – Example of environmental noise at quiet area. 


Figure 15 – Time history of LAeq and LA95 during 24 hours measured at control area..
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this problem is to use LA90 or LA90 which is robust against the background noises and LAeq 
can be statistically estimated from these indicators with high accuracy. 


(2) To evaluate the strength of AM components in WTN, we proposed a method to calculate the 
level difference between the instantaneous A-weighted SPL with FAST time-weighting and 
that with SLOW time-weighting and obtain the width of the 90% range of the level difference 
as the AM depth DAM (F-S method). This method was considered using the low-pass-
filtering theory and compared with the method applying Hilbert transform and Fourier 
transform. As a result, it has been confirmed that this method is very simple and practical for 
the quantitative assessment of the AM components by eliminating the slow temporal 
variation (drift) of WTN. The FAST and SLOW time-weighting are very universal in general 
noise measurement. 


(3) For the establishment of criteria for WTN and in the noise impact assessment of wind power 
generation facilities, the ambient acoustic condition without any specific background noise 
such as traffic noises should be considered as the initial noise condition. In this regard, LA90 
or LA95 should be adopted as an indicator representing the noise floor in the environment. 
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Summary 
The paper focuses on trailing edge blowing (TEB) as a mitigation technique of the 
trailing edge noise (TEN) from blades of modern wind turbines. A TEB configuration 
developed earlier by the authors is applied to a S834 and DU93W210 airfoil section. 
The airfoil sections were tested in the small aero-acoustic wind tunnel of the 
University of Siegen. Experimental hot wire anemometry was utilized as well as a 
numerical flow simulation (Large Eddy Simulations). The acoustic sources - in terms 
of turbulent boundary layer and surface pressure statistics - were determined without 
and with TEB. The effect of different blowing jet velocities at a wide range of angle of 
attacks was studied.  
In general, without TEB the turbulent flow field statistics is similar for both airfoils, but 
the frequency range of the peak fluctuations is slightly different. The most favourable 
blowing velocity was found to be slightly below 50 % of the free stream velocity. For 
the S834, with this blowing rate, the trailing edge noise was reduced by up to 3 dB 
over a wide range of angle of attacks. The benefits of TEB were less pronounced for 
the DU93W210. Here the location of transition of the boundary layer is closer to the 
trailing edge, with the consequence that from the beginning the turbulent fluctuations 
encountering at the trailing edge are smaller. This explains why location and strength 
of TEB for trailing edge noise reduction must be designed such that it matches the 
details of the turbulent boundary layer in the airfoil's trailing edge region. 


1. Introduction The unsteady flow field created in the turbulent boundary layer of 
an airfoil embedded in a quiet flow is responsible for the radiated noise at almost any 
flow condition. The noise emissions are associated with vortical disturbances 
encountering at the airfoil trailing edge (TE) inducing surface pressure fluctuations 
which are scattered at the TE and then converted into acoustic emissions. Generally, 
this aero-acoustically generated sound mechanism is called TE noise (TEN) and was 
detected to be the dominant noise source of an airfoil in spatially and temporally 
homogenous flow (see e.g. Roger and Moreau [1], Roger [2]). Regarding modern 
wind turbines, the interaction of the aerodynamically effective surfaces, i.e. the rotor 
blades, with the atmospheric shear layer generates TEN which is the main 
contributor to the overall noise emissions. This was proved e.g. by Devenport et al. 







[3] who used a phased array technology to detect the TEN of three different wind 
turbine airfoils. Furthermore, Oerlemans et al. used microphone arrays to investigate 
the main self noise sources of six wind turbine airfoils in an aeroacoustic wind tunnel 
[4] and to determine the acoustic properties of a full scale turning wind turbine [5]. 
The studies found TEN to be the dominant contributor to the overall wind turbine 
noise emissions. 


Future onshore wind turbines will continue to grow in size to reduce the cost of the 
produced energy. To improve acceptance and profitability at the same time they need 
to employ noise reduction technologies which are efficient or are purely passive, for 
example by exploiting the pumping effect of the rotor, don’t hinder blade handling and 
require no additional maintenance schedules. With the rotor operating, unlikely 
aircraft, constantly in the lower atmosphere with rain, ice, dirt or erosion 
commonplace the aforementioned requirements pose a significant challenge.  


The present study is dealing with a possible TEN mitigation technique which shall 
be defined as trailing edge blowing (TEB). Besides traditional low noise design rules 
for airfoils, e.g. thin TE’s to avoid so called blunt TEN (see e.g. Blake and Gershfeld 
[6]), a modified TE geometry e.g. by serrations, slits or brushes can diminish the 
emitted noise by destructive interferences and destroying spanwise coherences (see 
e.g. Dassen [7] Finez et al. [8], Oerlemans et al. [9] or Herr [10]). Other approaches 
deal with modified TE material such as a porous TE (e.g. Chanaud [11], Geyer and 
Sarradj [12]). In contrast, TEB does not passively modify the surface impedance, but 
is affecting actively the primary reason of TEN, the turbulent boundary layer 
upstream of the TE. The development of the boundary layer can be affected by 
blowing clean air out of surface openings like slits or holes. However, the use of TEB 
for acoustical reasons is somewhat rare. Common applications of TEB are active flow 
control (AFC) concepts used to delay the separation point to higher angle of attacks 
(AOA) or circulation control applications which increase the sectional lift coefficient of 
an airfoil by adding high momentum air into the low-momentum boundary layer (see 
e.g. Johnston et al.  [13], Tongchitpakdee et al. [14], Shires et al. [15]). One main 
acoustic application of TEB is the mitigation of the rotor-stator interaction (RSI) noise 
by filling the wake deficit downstream of the rotor resp. stator in a fan stage. Sutliff et 
al. [16, 17] showed that blowing air from the blade trailing edges of a turbofan rotor 
provided a significant tonal noise reduction and a broadband noise reduction of appr. 
2-3 dB. A study carried out by Winkler et al. [18] found a broad band noise reduction 
for a tandem airfoil assembly of up to 8 dB. Kohlhaas et al. [19] completely eliminated 
the first harmonic of the blade passing frequency sound of a fan stage by optimizing 
the spanwise blowing profile. Nevertheless, for both studies the beneficial effect was 
constrained to lower frequency due to high frequency self-noise of the jet.  


In a recent study, the authors of the present paper showed, that besides the 
mentioned turbofan noise applications, TEB has the potential to reduce the TEN 
emissions of an isolated airfoil [20]. The study compared an unmodified S834 airfoil 
to three different TEB airfoils equipped with a spanwise blowing slot located on the 
suction side at 75%, 82.5% resp. 90% of the airfoils chord length. The most 
favourable configuration with the slot located at 90% chord provided a TEN reduction 
of appr. 3 dB in the dominant TEN frequency range. However, the study was limited 
to one profile and one specific operating point. Furthermore, the jet velocity ratio was 
fixed to half of the free stream velocity. 


Consequently, the current paper is focussing on the variation of (i) the baseline 
profile, (ii) the operational range and (iii) the blowing velocity. In addition to the 
previously investigated S834 profile, designed by Somers [21] for small horizontal 
axis wind turbines, one favourable TEB concept is transferred to a DU93W210 airfoil, 







a wind turbine dedicated airfoil developed at the Delft University of Technology (see 
e.g. Timmer and van Rooij [22]). For the variation of the blowing velocity the ejected 
mass flow rate is varied. Additionally, the experimental set up allows a variation of the 
angle of attack and thus enables the investigation of the TEB effect at different airfoil 
operating points.  


2. Methodology 
2.1 Airfoil Sections and Test Rig Two different unmodified baseline airfoils are 
investigated, Somers S834 airfoil [21] and the DU93W210 airfoil [22]. These baseline 
airfoils are labeled as reference airfoils from now on. The airfoil sections have a 
chord length of c = 0.2 m and an aspect ratio of 1.33. They are mounted vertically 
between sideplates 0.5·c downstream of the nozzle exit of an open aeroacoustic 
wind tunnel. Although the AOA was varied, the standard operating point (SOP) was 
set to an effective AOA αeff such that an infinite aspect ratio section of the airfoil 
would operate at its optimal lift to drag ratio for a chord based Reynolds number of 
Re = 3.5·106. To compensate for open wind tunnel installation effects, a correction as 
derived by Brooks et al. [23] is applied, resulting in a geometric AOA αgeom. However, 
the available small aeroacoustic wind tunnel provides a maximum flow velocity 
corresponding to Re = 3.5·105 only. To mimic the 10-times higher target Reynolds 
number the location of boundary layer transition on pressure side (PS) and suction 
side (SS) were controlled by a zigzag tape. The tripping locations were selected such 
that they correspond to the chordwise locations of natural transition at Re = 3.5·106. 
The locations of natural transition were found via the airfoil performance prediction 
tool XFOIL [24]. XFOIL yields overall airfoil characteristics as a function of airfoil 
shape, AOA, Reynolds and Mach number in an undisturbed flow. It is based on a 
linear-vorticity 2nd order accurate panel method coupled with an integral boundary 
layer method and an en-type transition amplification formulation [25] and allows a 
prediction of the transition locations. The tripping positions of the S834 baseline 
airfoil are depicted exemplary with the main dimensions of the airfoil in figure 1 (left). 
All investigations were carried out at a Mach-number of M = 0.075. Table 1 
summarizes the resulting AOA and tripping positions for both investigated airfoils at 
the SOP. Unless stated otherwise, the presented results in this report are evaluated 
for α = αeff,SOP.  


Table 1. Angle of attack and surface tripping positions for both investigated airfoils. 
 αeff,SOP [° αgeom,SOP [°] (x/c)Trip,SS [-] (x/c)Trip,PS [-] 
S834 4.7 12.7 0.17 0.76 
DU93W210 4.1 11.1 0.41 0.51 


2.2 Trailing Edge Blowing Airfoils The TEB airfoils are equipped with a blowing slot 
located on the suction side of the airfoil at (x/c)slot = 0.9. From now on the TEB airfoils 
are labeled as TEBS834 for the S834 based TEB airfoil and TEBDU93 for the 
DU93W210 based TEB airfoil. The cross-sections of both TEB airfoils are depicted in 
figure 1 (right).  


In contrast to many earlier TEB studies we are not confining ourselves to a 
momentumless wake. It is rather a question of identifying the acoustically optimal 
blowing rate. Furthermore, one has to keep in mind that the jet self noise increases 
with increasing blowing rates and may counteract the acoustic benefit (see e.g. [20]).  
Hence, the blowing rate is defined as 


b jetu u u ,  (1)
where the air jet velocity is ujet and the freestream velocity u∞, will be varied from 
values of ub = 0…1. The geometry of the internal slot and the shape of the airfoil 







contour downstream of the slot have been developed utilizing 2D steady-state, 
incompressible Reynolds-averaged Navier-Stokes (RANS) simulations with the airfoil 
being placed in an effectively unbounded and undisturbed flow. One design target 
was to enable the jet even for ub < 1 to follow the airfoil contour by virtue of the 
Coandӑ-effect. The slot height hs is 1% of the airfoils chord length for all investigated 
airfoils and constant in spanwise direction. The reference airfoil and the front part of 
the TEB airfoils is CNC-milled from one piece of aluminium, the rear parts of the TEB 
airfoils (x/c > 0.7) are manufactured using a rapid-prototyping technique. This 
enables the realisation of the different blowing slot geometries while keeping the 
complex internal air distributing tubing.  


  
Figure 1. Left: Sketch of the S834 reference airfoil with trip positions (dimensions in 


mm, not to scale); right: Cross-sectional view of the TEB airfoils (not to scale). 


2.3 Experimental Test Rig and Data Acquisition The ejected mass flow rate is 
controlled via a pneumatic circuit incorporating an external pressure source, a 
proportional pressure valve and a mass flow meter (ABB Sensyflow FMT200-ECO2), 
figure 2 (left). The pressurized air is fed into the airfoil section from both sides and 
distributed via a porous pressure tube towards the internal slot. Two external 
silencers attenuate extraneous noise emanating from the pressurized air supply 
system. Flow velocity and turbulence parameters in the airfoil boundary layer were 
measured with a 1-D hot-wire anemometer (HWA) (TSI™, type: 1210-T1.5), figure 2 
(right). The probe is operating in a constant-temperature mode using the 
Streamline™ unit from Dantec Dynamics. For the exact positioning of the probe a 
three-axes traverse system was used.  


 


 
Figure 2. Left: Schematic layout of the pneumatic circuit: 1 - pressure source, 2 - 
compressed air reservoir, 3 - proportional pressure valve, 4 - mass flow meter, 5 - 
silencer, 6 - TEB airfoil; right: TEBS834 airfoil and 1D HWA-probe (view from SS). 







The wind tunnel (for details see Winkler and Carolus [21]) exhausts in a semi-
anechoic chamber (4.5 m x 3.23 m x 2.9 m) which allows acoustic measurements 
according to ISO 3745 [26] down to 125 Hz. The characteristic turbulence intensity in 
a plane 0.01 m downstream of the wind tunnel nozzle exit is 0.2%. The sound from 
the airfoil sections was measured synchronously by two microphones (1/2'' Brüel & 
Kjaer™, type 4190), located on pressure and suction side perpendicular to the TE 
and outside of the jet in a distance of 1.5·c. The microphones were equipped with a 
wind screen to avoid any flow induced pseudo sound, figure 3.  


  
Figure 3. Left: Sketch of the airfoil section and the microphone positions (top view); 


right: Microphone arrangement around airfoil in the wind tunnel (view from PS). 


2.4 Acoustic Signal Processing Techniques The determination of the acoustic 
signature of the airfoils was done by using different acoustic correlation techniques 
applied to the standard microphone configuration as well as to an advanced 
microphone array allowing the detection and quantification of TEN even at low signal-
to-noise ratios (see Gerhard et al. [20, 27]). One correlation technique was found to 
reliably separate TEN from extraneous sound sources. The method takes advantage 
of the fact, that the overall airfoil self noise is dominated by the noise emissions 
occurring at the TE. Thus, the dipole characteristic of TEN offers the application of a 
correlation and filtering technique derived by Blake and Lynch [28]. The signals of the 
two TE phased-matched microphones (M1 and M2 in figure 3, left) should be equal in 
magnitude but 180° out of phase. The preparatory work is done by a 1st filter that 
removes all frequency components for which the level of the cross-spectral density 
(CSD) is less the 6 dB above the background CSD level. The 2nd filter rejects all 
frequencies where the phase shift of the CSD is not within a range of 180°±9°. Upon 
applying both filters, the spectrum contains theoretically pure TEN. The emitted free 
field sound pressure is then specified not as the sound pressure level of a single 
microphone but as the filtered CSD level of the two adjacent TE microphones LSpp. 


All unsteady quantities were captured with a sampling frequency fs = 51.2 kHz. 
The spectral analysis is based on the power spectral density obtained by the pwelch 
routine in MATLAB


® Vers. 2012a (∆fref  = 1 Hz, p0 = 2·10-5 Pa, f0 = 1 Hz).  


2.5 Numerical Set Up Transient numerical simulations allow a detailed view in the 
turbulent flow field around an airfoil, delivering e.g. the fluctuating surface pressure. 
However, transient simulations are very time consuming. Thus, the large eddy 
simulations (LES) carried out in this study are constrained to the SOP and, in terms 
of the TEB airfoils, to a blowing a rate of ub = 0.5. The numerical domain covered 
0.075·c of the airfoils spanwise extension and extended ~6·c in stream- and ~3·c in 
perpendicular direction, figure 4 (right). The boundary conditions of the LES 
computational domain were taken from a preceding fully turbulent RANS-simulation 
covering a domain that included the wind tunnel nozzle, the complete S834 reference 







airfoil section with side plates and the anechoic chamber, in which the wind tunnel 
exhausts, figure 4 (left). 


The RANS-predicted velocities were taken as boundary conditions at the inlet and 
side planes of the LES domain, in spanwise direction periodic boundary conditions 
were defined, the outlet was a pressure outlet. The 3D-block-structured numerical 
grid consists of 8.5·106 cells for the reference and appr. 11·106 cells for TEB airfoils, 
with an averaged local grid spacing of about ∆x+ ≈ 70, ∆y+ ≈ 0.4, ∆z+ ≈ 30. The wall-
resolving LES utilized a wall adaptive local eddy viscosity (WALE) subgrid-scale 
model by Nicoud and Ducros [29] and a dimensionless time step-size based on 
freestream velocity and chord length of ∆t = 6.4·10-4. The convective Courant-
Friedrichs-Lewy number exceeded only locally the value 1. The flow solver is based 
on a finite volume method and 2nd order accurate in space and time. For the time 
integration a bounded 2nd order implicit spatial scheme was used, the spatial 
integration was done by a bounded central differencing scheme. The achieved 
residuals of all variables are 1·10-6. The simulations ran for appr. 15 flow-through 
times. The applied tripping was taken into account as an equivalent step with the 
height and an average length of the experimentally used zigzag tape, figure 5. The 
required mass flow rate for the jet of the TEB airfoils was considered in terms of a 
constant velocity boundary condition at the inlet of the internal slot. The commercial 
Navier-Stokes code ANSYS FLUENT


TM version 14.5 has been used throughout this 
study. Table 1 summarizes the details of the experimentally and numerically cases 
investigated.  


Figure 4. Left: Computational domain and grid topology for preceding RANS of 
complete set up; right: LES of the S834 reference; only every 2nd mesh line is drawn.


 


Figure 5.  Numerical surface grid of the airfoil element;  
S834 reference (left) and TEBS834 (right). 


Table 1. Operational range and blowing rates investigated. 


Experiments LES Baseline 
airfoil 


Airfoil 
configurations αeff [°] ub [-] αeff [°] ub [-] 


Reference  
S834 


TEBS834 
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DU93W210
TEBDU93    


   







3. Results 


3.1 Flow field data Previous studies on the S834 airfoil [20] showed, that the TEB jet 
increases the velocity in the inner boundary where viscous shear dominates [30]. 
This increase causes an acoustically relevant decrease of the turbulence intensity, 
which is defined as the root-mean-square of the local velocity fluctuations normalized 
on the freestream velocity: 


rmsTI u' u .  (2)
Figure 6 (left) shows a comparison of the experimentally determined and the LES-


predicted velocity and turbulence intensity at x/c = 0.975 on the airfoil suction side of 
both investigated reference airfoils (y is perpendicular to the streamwise direction 
with y/c = 0 at the wall). The quantitative agreement is very satisfactory. Even though 
the TI is slightly underpredicted by the LES, all trends are depicted correctly. In the 
depicted SOP both airfoils show no TE stall. Note that the flow in the very near-wall 
region can not be resolved by hot wire anemometry because of the finite probe size.  


Comparing the two reference airfoils, it becomes obvious, that the boundary layer 
of the S834 airfoil is thicker. Consequently, the TI increases earlier towards the wall 
and reaches a higher maximum. The LES predicts the maximum TI for the S834 at 
y/c ≈ 0.018 and a decreasing TI below that point. In contrast, the TI in the boundary 
layer of the DU93W210 increases until y/c ≈ 0.003 where the slightly lower maximum 
value is reached. Hence, the overall maximum and the area of increased TI are 
larger for the S834 airfoil, but the DU93W210 shows the higher TI at the immediate 
wall.  


An equivalent comparison of both reference airfoils to the TEBS834 resp. TEBDU93 is 
depicted in figure 6 (right). The LES predicted results show, that the displacement of 
the ejected mass flow postpones the upstream of the TEB slot developed boundary 
layer away from the wall and thus causes an increased boundary layer thickness for 
both airfoils. In spite of the identical blowing rate of both TEB airfoils (ub = 0.5), the 
velocity in the jet core is above the predefined ub. This difference can be attributed to 
the development of the blowing slot boundary layers reducing the effective slot exit 
area. Since the necessary mass flow rate is defined by the geometric slot area Aslot, 
the air density ρ and the desired blowing velocity ujet as  


blow jet slotm u A ,  (3)
a reduced effective area leads to an increased jet velocity.  


Additionally, the peak value of the jet core velocity, as well as the distance of the jet 
core to the wall varies for both TEB airfoils. This is due to the larger losses 
experienced by the jet of the TEBS834 airfoil which has to overcome a considerably 
larger momentum deficit than the jet merging into the boundary layer of the TEBDU93 


airfoil. In terms of the TEBDU93, the lower losses allow the jet to follow the airfoil 
contour more consequently and thus suppress the development of the new turbulent 
boundary layer between jet and wall.  


Regarding the TI, the displacement of the jet causes that the peak TI of both TEB 
airfoils is postponed away from the wall. Simultaneously, the TI within the region of 
the jet core is reduced considerably. Here, for both TEB airfoils a reduction of up to 
50% is predicted.  
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Figure 6. Velocity and TI distribution in the boundary layer (SS) at x/c = 0.975;  
left: LES and experimental results (reference airfoils, crosses indicate experiments); 


right: LES predicted results of reference and TEB airfoils (ub = 0.5, dashed lines 
indicate TEB airfoils), the approximate core of the jet is indicated by an arrow;  


  S834,  DU93W210. 


The level of the power spectral density (PSD) of the velocity fluctuations 
referenced to p0 and plotted over 1/3-octave frequency bands is depicted for the 
S834 reference airfoil in figure 7 (a). The level increases towards the wall in the 
boundary layer. However, the peak level occurs around 500 Hz at some distance to 
the wall corresponding to the peak TI presented in figure 6 (y/c ≈ 0.015). Figure 7 (b) 
shows the difference of the PSD level of the DU93W210 and the S834 reference. 
Generally, the DU93W210 shows a lower level, especially the increase around 500 
Hz vanishes. The slightly increased level close to the wall at higher frequencies (f > 
1000 Hz) corresponds to the higher TI at the immediate wall (y/c < 0.01).  


In figure 7 (c) and (d) the PSD level of the velocity fluctuations of the TEB airfoils 
are subtracted by their corresponding reference. Thus, negative values correspond to 
a decreased level due to the blowing jet. A general trend can be observed: The 
fluctuations at y/c > 0.02 are increased due to postponed boundary layer, below that 
point the TEB jet reduces the fluctuations. However, while the jet of the TEBDU93 is 
able to reduce the fluctuations completely in the immediate vicinity of the wall,  the 
new boundary layer between jet and wall becomes obvious at y/c < 0.01 of the 
TEBS834. Both TEB airfoils reduce the fluctuations up to 3 kHz.  
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Figure 7. LES predicted PSD level of the velocity fluctuations (SS) at x/c = 0.975; 
(a) S834 reference airfoil; (b) Difference of S834 and DU93W210 reference; 


Difference of reference and TEB airfoil (ub = 0.5): S834 (c) and DU93W210 (d).  







A second, more relevant indicator for a possible acoustic effect of TEB are the 
induced surface pressure fluctuations beneath the turbulent boundary layer in the TE 
region. Figure 8 shows the LES predicted PSD level of the fluctuating pressure 
referenced to p0 and plotted over the streamwise coordinate. For both reference 
airfoils (upper row) the level of the fluctuations increases towards the TE, but the 
frequency range of the peak fluctuations is somewhat different. While the spectral 
distribution at the TE of the S834 reference is dominated by lower frequencies, the 
dominant frequency region of the DU93W210 reference appears above 1000 Hz. 
This confirms the less intense velocity fluctuations in the DU93W210 boundary layer. 


The effect of TEB (lower row) is again similar but not identical for both TEB airfoils. 
The blowing jet reduces the fluctuations predominantly in the lower frequency range 
by destroying larger turbulent structures developed in the original boundary layer 
upstream of the slot. Simultaneously, the jet itself consists of small scale turbulent 
structures contributing to higher frequencies. Due to the stronger turbulent structures 
present at lower frequencies for the S834 reference airfoil, the positive effect is more 
pronounced in terms of the TEBS834 for frequencies below 2 kHz. The same applies 
for the high frequency range (f > 3 kHz) where the pressure fluctuations of the S834 
reference are less distinct, thus the increase is stronger. Note the logarithmic scale of 
the frequency axes in the diagrams.  
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Figure 8. LES predicted PSD level of surface pressure fluctuations (SS);  
(a) S834 reference airfoil; (b) DU93W210 reference airfoil;  


Difference of TEB and reference airfoil (ub = 0.5); S834 (c) and DU93W210 (d). 


3.2 Acoustic results The acoustic evaluation and characterization of the airfoil self 
noise was shown in detail in a previous publication [27]. TEN was found to be the 
main airfoil self noise mechanism at frequencies from 160 Hz to al least 3 kHz with a 
spectral hump around 500 Hz dominating the spectrum. Above and below that 
frequency range the background noise of the wind tunnel drowns the airfoil noise. 
Figure 9 (left) shows the difference between the background noise (empty wind 







tunnel) and both reference airfoils, here in terms of 1/3-octave frequency bands. 
Between 300 Hz and 1000 Hz the noise of both airfoils is significantly above the 
background noise level. Within that frequency range the level of the DU93W210 
airfoil is appr. 1.5 dB below the S834 level. This proves the results of the flow-field 
data evaluation. 


A narrow band spectrum of LSpp ascertained with and without the airfoil sections 
present in the wind tunnel is depicted in figure 9 (right). The doubled filtered noise 
(data processing as described in section 2.4) shows TEN clearly between 300 Hz 
and 1500 Hz for both airfoils. At frequencies above 1500 Hz the signal-to-noise ratio 
is too low for a further identification of the DU93W210 TEN noise, up to 3 kHz only 
the TEN emissions of the S834 are detectable.  
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Figure 10. Left: 1/3-octave frequency bands of the measured sound pressure level of 
M2 referenced on the background noise; right: CSD level of M1 and M2;  
 / • S834 reference,  / •  DU93W210 reference, empty wind tunnel. 


Figure 10 (upper row) shows the experimentally determined change of the sound 
pressure level due to TEB at the SOP. It becomes obvious, that the TEN emissions 
are considerably reduced only in case of the TEBS834. The effect is constrained to the 
dominant TEN frequency range around 500 Hz, here a maximum reduction of appr. 3 
dB is achieved for a blowing rate slightly below the so far discussed value of ub = 0.5. 
The spectrogram of the DU93W210 is qualitatively similar, but the acoustic benefit is 
much less pronounced. At higher blowing rates the high frequency blowing self noise, 
i.e. the noise generated by the blowing jet, dominates the spectrum and thus 
prevents any acoustical benefit. These results confirm the flow field data evaluation 
showing a higher reduction potential due to TEB for the S834 airfoil. Note that below 
300 Hz and above 3 kHz the airfoil noise is drowned by the background noise.  


In the lower row of figure 10 the effect on the overall sound pressure level 
(OASPL) is shown as a function of ub and αeff (as stated earlier, all other results are 
evaluated for αeff,SOP). Due to the low signal to noise ratio at frequencies below 300 
Hz and above 1000 Hz the OASPL is calculated only within this frequency range. The 
TEBS834 can reduce the OASPL over a wide range of angle of attacks with a 
maximum reduction of more than 3 dB around αeff ≈ 9°. The preferable blowing rate 
providing the maximum reduction is independent from the AOA and slightly below ub 
= 0.5. The TEBDU93 provides only small acoustic improvements towards higher 
AOA's. Additionally it becomes obvious, that TEB considerably reduces the noise 
emissions of the airfoils after stall occurs at an AOA of appr. αeff ≈ 8.5°.  Here, for 
both airfoils the noise emissions in the dominating TEN frequency range are reduced 
by up to 3 dB. 
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Figure 10. Difference of the TEB and the corresponding reference airfoil;  
upper row: Lp,1/3 (αeff = αSOP) for all measured ub: (a) S834 and (b) DU93W210;  


lower row: OASPL calculated for 300 Hz < f < 1000 Hz: (c) S834 and (d) DU93W210.


4. Conclusions  
Previous studies proved the trailing edge noise (TEN) reduction potential of the so 
called trailing edge blowing (TEB) applied to a stationary airfoil working at the optimal 
operating point. In the present study one promising TEB configuration was 
transferred from the originally investigated S834 airfoil shape to a DU93W210 airfoil. 
The effect of TEB was investigated experimentally and numerically for both 
configurations at varying blowing rates and at different angle of attack (AOA).  


The evaluation of the flow field data showed, that the TEB jet reduces low 
frequency velocity fluctuations in the vicinity of the wall and thus the induced surface 
pressure fluctuations predominantly at lower frequencies (f < 1 kHz). At higher 
frequencies the jet itself increases the fluctuation level. This effect is similar for both 
airfoils, although the S834 shows a higher reduction potential due to more 
pronounced low frequent fluctuations in the TE region. The determination of the 
acoustic emissions shows quite similar results, the TEN can be reduced by up to 3 
dB in the dominating frequency range below 1 kHz of the S834 spectrum. The most 
preferable blowing rate was found to be slightly below the intensively investigated 
blowing rate of ub = 0.5. Furthermore the variation of the AOA showed that TEB can 
provide TEN reduction over a wide range of AOA’s. Again the effect is similar for both 
investigated airfoils, however, corresponding to the flow field data evaluation, the 
total TEN reduction for the S834 is much more pronounced.  


Generally, the TEN reduction potential of TEB depends on the airfoil 
characteristics in so far, that an early transition point leads to a more pronounced 







turbulent boundary layer and thus causes more distinct TEN emissions. This is also 
proved by the noise reduction of both investigated airfoils after stall occurs. The TEB 
jet then protects the wall from the interaction with the large scale turbulent structures 
of the detached boundary layer.  


The present study proves, that TEB can provide reduced TEN emissions at almost 
any airfoil shape as long as the TEB configuration is adapted to the respective airfoil. 
The slot should be positioned in the ultimate vicinity of the TE offering the opportunity 
of lower blowing rates to affect the ultimate TE region and to avoid blowing self noise 
emissions. A further variation and optimization of the blowing parameters in terms of 
the blowing geometry are subject of ongoing investigations. Another issue to be 
covered is the up-scaling to realistic Reynolds numbers of the results found so far. 
LES, large wind tunnel and/or full scale turbine tests will show how reliable the 
findings presented here are. 
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Summary   


In the recent years, several West-European countries have issued regulations to limit the 
impact of wind turbine noise, of which some of them also developed specific noise assessment 
methods to measure and enforce these environmental regulations. 


In this paper, the noise assessment methods of the Netherlands, the United Kingdom and 
France are analysed and compared. Per country, this paper gives a short summary of the noise 
assessment method and the development of this method, checks if there is a final version of 
the wind turbine noise assessment method, and if there are remarks published by the 
acoustical community. 


More specific, the Dutch Reken- en meetvoorschrift windturbinegeluid - annex 4 
activiteitenbesluit (January 2011), the British ETSU-R-97 and the A good practice guide to the 
application of ETSU-R-97 for the assessment and rating of wind turbine noise (May 2013) and 
the French NF S 31-114 Mesurage du bruit dans l’environnement avec et sans activité éolienne 
– draft 3 (7 July 2011). 


These international examples show that the development of noise assessment methods is 
complex, but possible. Although differences (in the statistical processing of data, in 
measurement duration and location, ...) exist and technical uncertainties are waiting to be 
solved (for example dealing with wind-induced noise), analysis shows there are also a lot of 
similarities between the noise assessment methods (allowance of manual removal of non-
representative data such as periods of rain, use of windscreens, use of class 1 noise 
measurement equipment, ...) of the different countries. This can be useful in the future 
development or refinement of these procedures. 


1. Introduction   


Wind turbines can impact their environment in multiple ways. One of the most important 
environmental impacts is noise (and the corresponding noise annoyance). In many regions, 
public objections to the siting of wind turbine on land are raised due to the impact of noise near 
dwellings. 
 
Sound of wind turbines is mainly generated by the movement of rotor blades through the air at 
high speed. This causes a noise-like, repetitive sound, which can be perceived as annoying. 
 


In the past years, several countries or regions have issued regulations to limit the noise of wind 
turbines, often based on the existing regulations for industrial noise. Some of these countries 
also developed specific noise assessment methods and rating procedures in order to measure, 
limit and enforce these new environmental regulations for wind turbines, or are currently in the 
process of developing these methods.  
 







2. Experimental design                                                                            


2.1 Concept  
 
In this paper, the wind turbine noise assessment and rating procedures of the Netherlands, the 
United Kingdom and France are analysed and compared. Furthermore, the current state of 
affairs concerning these methods and development stage is discussed. 


2.2 France   


2.2.1 Overview 


 
On 26 August 2011, the French Government approved new environmental regulations for wind 
turbines (French Government 2011a). Together with the new environmental regulations, a 
preliminary wind turbine noise assessment and rating procedure was published (NF S 31-114 – 
juli 2011). This preliminary standard is the official measuring method, until six months after the 
final version  is published. The preliminary standard determines the noise limit of a wind farm, 
which is mainly based on the background noise. The final version of this standard is currently in 
development and is, according to the French national organization for standardization AFNOR, 
expected in March 2016 (AFNOR 2105). 


2.2.1 New environmental regulation for wind turbines in France 


Similar to the noise regulations for industry (installations classées pour la protection de 
l'environnement, or ICPE) (French Government 2015), the new noise regulation for wind 
turbines in France is based on an allowed exceedence  of  the prevailing background noise 
(‘émergence’). Three criteria are set in the new French noise regulations for wind turbines: 


 
- The noise immission of wind turbines at dwellings may not be higher than 35 dB(A), or, 


the background noise may not be exceeded with more than +5 dB(A) during the day (7h-
22h) and +3 dB(A) during the night (22h-7h); 


- Within a specific perimeter near a wind farm, the maximum noise level may not exceed 
70 dB(A) during the day and 60 dB(A) during the night; 


- Tonality (as stated in point 1.9 of the order of 23 January 1997 (French Government 
2011c)) may not prevail for more than 30% of the night period or day period. 


 
Additionally, a distance of at least 500 m between the wind turbines and dwellings or residential 
areas is required in the new environmental legislation.  The regulation also states that the 
minimal distance to ICPE-installations or nuclear installations needs to be 300 m. 


The new regulation references also to the Circular of 29 August 2011, in which the area public 
inquiry is extended to 6 km around a wind farm (French Government 2011d). 


 
Next to that, an adjustment variable was introduced in the new legislation, which allows the 
noise limit to be exceeded for a certain amount of time. Due to this adjustment variable, the 
noise limits may be raised with +1, +2 or +3 dB(A) when the exceedence occurs for a period of 
8 to 4 hours, 4 to 2 hours or 2 hours to 20 minutes respectively. 
 


 2.2.2 Noise assessment method of wind turbine noise (NF S 31-114) 


 
The French noise assessment method was published in July 2011 as preliminary draft. In this 
paper, ‘       -     esura e du bruit dans l’environnement avec et sans activité éolienne - 
version du 7/7/2011 – v3’  is considered (French government 2011b).  







This draft noise assessment standard describes the method to measure and analyse the noise 
levels around wind farms. The standard states how noise levels and wind speeds should be 
measured and analysed, including statistical analysis to assess the noise level per wind class 
and determination of the uncertainties involved in determining this wind class. 


 
The French noise assessment standard is based on the concept of ‘homogeneous classes’ 
which describe the sound environment (vb. morning rush hours, night, …) at a location. These 
homogenous classes are to be determined by the noise expert and have to meet a number of 
criteria. In each of these homogeneous classes the background noise is to be assessed, and 
subsequently the noise limit for that class can be derived. 


In order to determine the background noise, the main parameters, e.g. sound pressure level, 
wind speed and wind direction, are to be obtained. Measurements can be carried out indoors 
and outdoors, with or without wind turbine activity. Analyses are to be performed in dB(A) and 
per frequency band. 


Immission measurements near dwellings  


 
In this method, the noise level is determined by subtracting the total noise level in LA50 with 
turbines in operation, with the residual noise level (without wind turbine operation). This so 
called ‘émergence’ is determined with the following formula: 
 
 Emergence = LA50ambiant – LA50résiduel in dB(A) 
 With: LA50ambiant = the total noise level with wind turbine in operation 
          LA50résiduel = the residual noise level without wind turbines in operation 


If the total noise with wind turbines in operation is lower than 35 dB(A), the wind turbines are in 
accordance with the noise regulations. If the total noise is higher than 35 dB(A), the 
‘émergence’ may not be higher than 5 dB(A) during the day and 3 dB(A) during the night. 


 
Noise limits within a wind farm 
 
In a specific area within or near a wind farm, other noise standards need to be met. These 
noise levels are to be measured in or at a short distance of the wind farm. The area in which 
these measurements need to be performed, is determined as the smallest possible polygon of 
the circles around every wind turbine with a radius of R = 1,2 x (hub height + ½ rotor diameter), 
as displayed in Figure 1. 
 
The noise may not exceed the following limits in this area: 
 


- Day: 70 dB(A) during the daytime (7h-22h) 
- Night: 60 dB(A) during the night time (22h-7h) 


 







 
Figure 1: Illustration of the polygon in which the noise limits of 70 dB(A) in daytime and 60 


dB(A) in nighttime within the wind farm are to be met (GANTHA 2012) 
 
 
Tonality 
 
Tonality is defined as the presence of a specific, clearly identifiable tone in the sound spectrum, 
which can cause (additional) annoyance. Determining tonality proves the emission of a certain 
noise frequency. The noise limits are defined in 1/3 octave bands or the 4 adjacent bands 
(Figure 2): 
 


- 63 Hz to 315 Hz: 10 dB 
- 400 Hz to 1250 Hz: 5 dB 
- 1600 Hz to 6,3 kHz: 5 dB 


 


 
Figure 2: illustration of tonality with NFS 31-114 (July 2011) (GANTHA 2012) 


 







Methodology 
 
A noise assessment report always needs to contain the following elements: 
 


- a map of the site, with indication of the location of the measuring equipment and points; 
- the measuring techniques; 
- description of the measurement conditions; 
- description of the noise environment on every measurement location, and identification 


of the noise sources; 
- justification of the chosen homogeneous classes; 
- a scatterplot for every homogeneous class, with descriptors and noise indicators in 


relation to the wind speed; 
- a table of the values for all calculated noise indicators and their uncertainties. 


 
At the start of the measuring campaign, the most exposed dwellings are selected by the sound 
expert, and both wind speed and noise level are measured at these points for more than 7 
subsequent days. Subsequently, the future noise impact is calculated on the environment 
according to ISO standard 9613. When the noise limits will be exceeded, noise-abatement 
actions are to be proposed, such as the reduction of the sound power level of the wind turbines 
(‘bridage’). In every residential area, measurement locations are chosen as illustrated in Figure 
3.  
 


 
Figure 3:  illustration of selection of residential areas and measurement locations with NFS 31-


114 (July 2011) (GANTHA 2012) 
 
Statistics and data processing 
 
Noise is measured near dwellings, with the statistical parameter LA5010min. It is important to 
illustrate how measurements are done (data processing). The French noise assessment 
method contains a detailed statistical processing of the data. This is illustrated with the 
following example.  
 
First, a scatter plot with wind speed (y-axis) and noise level (x-axis) is to be given. The noise 
level with wind turbines in operation (bruit ambiant) and the noise levels without wind turbines 
in operation (bruit résiduel) are illustrated (figure 4): 
 







 
Figure 4: illustration of the total noise levels with wind turbines in operation (bruit ambient, in 
green) and the residual noise levels without wind turbines in operation (bruit résiduel, in red) 


with NFS 31-114 (July 2011) (GANTHA 2012) 


For each measurement point and for each homogeneous class, the non representative noise 
levels (crénaux hors norme) are to be removed, such as: 


- periods of rain 
- values with a wind speed higher than 5 m/s at the microphone 
- certain events (for example, isolated events with a high intensity) 


 
This is illustrated in figure 5 and 6.  
 


 
Figure 5: raw data of noise levels without wind turbines in operation (bruit résiduel) (GANTHA 


2012) 
 
The removal of non representative noise levels (crénaux hors norme) results in a filtered 
dataset, as shown in Figure 6 







 
Figure 6: filtered data of noise levels without wind turbines in operation (bruit résiduel) 


(GANTHA 2012) 
 


After this operation, the characteristic sound levels near the dwelling are determined as 
following (figure 7): 
 


- The wind class is defined as the interval n ± 0,5 m/s  (with n as a integer varying from 1 
to 5); 


- In every wind class, the median LA5010min is calculated 
- For wind speeds higher than >5 m/s (measurement data may not be used), these values 


are extrapolated 


 
Figure 7: determination of medians for each wind class (GANTHA 2012) 


After further processing (e.g. error calculation), for every homogeneous class, and for every 
wind class, the noise levels are checked with the noise limits (‘seuils ré lementaires’). 


 







 
 
The French NF S 31-114 guidelines specify in detail the measurement conditions and the 
required data processing. 
 
Wind induced noise 
 
The French standard states that when using a wind screen of 10 cm, the wind-induced noise is 
acceptable up to a wind speed of 5 m/s. The sound expert has to motivate that this condition 
(maximum wind speed of 5 m/s) is not violated, either by performing wind speed measurements 
on site, or by performing a study of the air flow on the site. 
 
Measurement of the wind speed must be synchronised with the sonometer. 
 
Noise measurements 
 
The French standard states that the locations of the outdoor measurement are to be chosen in 
the free field in the environment of dwellings (for example in gardens or terraces) or at 2 m 
distance of the wall of the dwelling. Indoor measurements are also possible, and must meet the 
criteria stated in NF 31-010. 
 
Interfering noise 
 
The standard also states that non-representative, interfering noise must be removed from the 
analysis, either by observations on site, or by processing the audio-recordings after the 
measurements. 
 
According to the standard, the use of the statistical index LA50 allows for excluding acoustical 
events of short duration (less than half of the duration of the interval) and of high intensity. 
Otherwise, the NF S 31-114 states that these events could disproportionately raise the sound 
level. The use of this statistical parameter also limits the need  of intervention by the operator 
as much as possible and allows for a consistent processing of the measurements. 
 
Measuring uncertainty 
 
The French uncertainty calculation consists of correction factors for calibration, directivity, 
pressure and humidity, indirect measurement uncertainties, and others. 
 
The NF S 31-114 differentiates two types of uncertainties. The noise indicator for a 
homogenous class has an uncertainty (type A) due to the distribution of the sample (distribution 
d’échantillonna e), and also an uncertainty (type B) due to the measurement of the acoustical 
descriptor itself. 
 
In order to compare the results with the noise limit values (seuils), the total noise level with wind 
turbines in operation (bruit ambiant) and the difference with the residual noise level without 
wind turbines in operation (émergence) needs to be subtracted with their respective uncertainty 
and adjustment factors. 
 


2.2.5 Evaluation 


 
The preliminary French noise assessment method is on one hand very detailed (for example 
concerning error calculation), and on the other hand leaves certain defining aspects to 
professional judgment of the sound expert (for example determining which homogeneous 
classes are to be used). 







 
On certain aspects covered by this preliminary standard, such as dealing with wind induced 
noise in the microphone, there seems to be no consensus yet at the international level, as 
illustrated by different papers at the Wind Turbine Noise 2013 (Hanssen 2013; Kamiakito 
2013). This indicates that this is a complex technical matter, which might require further 
research. 
 


2.3 Netherlands    


2.3.1 Overview 


 
On the 14th of October 2010, the Dutch government approved the new environmental 
legislation for wind turbines based (Dutch Government 2010a), which entered into force the 1st 
of January 2011. At the same time, the Dutch government approved and published the new 
measuring and rating method for wind turbine noise, more precisely the ‘Reken- en 
meetvoorschrift windturbinegeluid’ (Dutch Government 2011).  
 
The Dutch measuring requirements are based on the international standard IEC  61400-11 (ed. 
2), a standard method for acoustic noise measurement techniques of wind turbines. It consists 
of measurements close to the wind turbine (at a distance of hubheight + 1/2 rotor diameter).  
 
Immission measurements near dwellings are not considered in the Dutch legislation and 
measuring requirements, although an additional method was developed for carrying out swift 
enforcement measurements.  
 


2.3.2 Summary of the Dutch wind turbine noise legislation (2011 – present) 


 
With the order of 14 October 2010, the yearly averaged noise limit values of 47 dB(A) Lden and 
41 dB(A) Lnight of the circular were set in the Netherlands. These limitation levels apply at the 
facade of dwellings and other noise-sensitive buildings and at the boundary of noise-sensitive 
areas. The so-called ‘windnormcurve’, was relieved. In the new wind turbine noise framework in 
the Netherlands, Lden is being used because it should be the best indicator for annoyance and 
other health effects related to noise. 
 
The Dutch government stated in the motivation of the new legislation that the new noise limit 
values in Lden and Lnight are similar to the former limit values of the ‘Activiteitenbesluit’ of 50 
dB(A) in daytime, 45 dB(A) in the evening and 40 dB(A) in the nighttime. 
 
In the new legislation, it is also possible to provide more extensive, tailor-made protection when 
required due to extraordinary local circumstances, for example near protected quiet areas. 
 


2.3.3 Summary of the Dutch noise measurement and calculation method 


 
Together with the new legislation, the definitive version of the Dutch noise measurement and 
calculation method was published  ‘Bijlage 4 van Activiteitenregeling - Meet- en 
Rekenvoorschrift windturbines’.  This method consist of a slightly modified version of the Dutch 
translation of the international standards ISO 9613-2:1996 (calculation) en de IEC 61400-
11:2002 ‘Acoustic noise measurement techniques’. This final measuring and rating method was 
preceded by a similar concept document, which was valid from February 2010 until January 
2011 (Dutch Government 2010b). 
 







The intention of the newly approved measurement and calculation method is to determine the 
noise levels in the environment of the wind turbines. It is suited for modern, high wind turbines 
in the first place, but it is, according to the method, also suited for all wind turbines with 
horizontal axis. 
 
As mentioned, in the new noise framework in the Netherlands, Lden is used. The use of Lden, 
has the disadvantage that enforcement by immission measurement near dwellings is difficult, 
as it is a yearly averaged value. As such, specific emission measurements are required, which 
were approved together with the new environmental legislation. 
 
This new measurement method is based on the widespread standard NEN-EN-IEC-61400 part  
11 (2002). The main differences between the Dutch measurement method and the IEC 
standard are: 


- The wind speed should be measured for all relevant wind speeds instead of the wind 
speeds from 6 up to 10 m/s, at a height of 10 m; 


- The sound power level is related to the wind speed at hub height, instead of the 
standard height of 10 m. 


2.3.4 Short description of the noise assessment method  


 
Measurement method 
 
The sound power level of the wind turbine is to be determined, per octave band and as a 
function of wind speed on hub height. Sound measurements are done downwind of the wind 
turbine. 
 
Sound measurements should be made at relatively short distance of the wind turbine. To 
prevent wind-induced noise in the microphone and to prevent ground effects, the microphone is 
attached to a measurement board on the ground. This results in a doubling of the sound 
pressure level at every frequency and causes a 6 dB increase in sound level (Figure 8). 
 


 


 
 
Figure 8: photo and illustration of the measurement setup (photo DGMR 2012, illustration Dutch 


Government 2011)  
 







During a measurement, not only the results of the sound measurement, but also meteorological 
data and other operating setting, such as the electrical power production and orientation of the 
axis, are taken into account.  
 
The measurement setup has one obliged reference point (P1), and five optional measuring 
points (cf. IEC 61400-11). The reference point P1 is located downwind of the wind turbine 
(Figure 9). 
 
 
 
 


 
 
 


Figure 9: schematic view of measuring positions P1 (downwind) and P4  
 


The distance between the measuring location and the wind turbine is given by the sum of the 
hub height and half of the rotor diameter:  
 


R0=H+D/2 
 


With: 
- H: vertical distance between the ground and the hub height 
- D: rotor diameter 


 
For example, for modern, large wind turbines this is a distance of about 150 m (hub height (100 
m) + rotor diameter (100m)/2 = 150 m). 
 
This reference point serves to determine the sound power level of the wind turbine. During the 
measurements, the rotor is to be right-angled to the wind direction at hub height.  The angle of 
the rotor axis can vary slightly (up to ±15°) to the wind direction (Figure 10). 
 


 
Figure 10: overhead view of the measuring positions 







 
During the measurements,  a number of criteria need to be met: 1) It is not allowed to perform 
measurements during fog; 2) Before and after the measurements, the instruments need to be 
calibrated; 3) Periods with intermittent background noise, are to be removed; 4) If there are 
conditions with continuous noise interference, the measurement needs to be corrected. In order 
to do this correction, the wind turbine needs to be turned off, and a new measurement need to 
take place in the same conditions (same wind speeds as with the wind turbine turned on). 
 
Measurements of the wind speed dependent sound power level  
 
In order to determine the wind speed dependent sound power level, it is required to measure 
the A-weighted octave band spectra (32,5 – 8000 Hz) for intervals with a duration of at least 1,0 
minute. Measurements need to take place at wind speeds at hub heights between the cut-in 
wind speed (Vci) up to the wind speed of 95% of the maximum power (Vrated). 
 
For every integer value of wind speed VH ± 0,5 m/s, at least three measurements need to be 
obtained. The full measurement consists of at least 30 measurements of minimum 1,0 minute. 
In order to gather sufficient data, it may be required to organize multiple sessions, although in 
the case of enforcement measurements, the measurement program can be shortened. 
 


Enforcement measurements 


 
The aim of conducting enforcement measurements is inspecting of the sound power level of the 
wind turbine. As extensive determination of the sound power level can be time-consuming, the 
Dutch Government developed a method which allows for random, faster checks of the sound 
power level. 
 
The enforcement measurement deviates from the general Dutch method of the Reken- en 
meetvoorschrift, and requires 6 measurements of at least 1,0 minute for every integer value of 
the wind speed ± 0,5 m/s. The total A-weighted levels are considered instead of octave band 
levels, and a linear regression is used on the total A-weighted level. After that, the sound power 
level is determined for every integer value of the wind speed (Figure 11). The wind speed at 
hub height is supplied by the operator, which can be also checked by inspection of the rotor 
speed. 
 
 
 


 
Figure 11: sound pressure level in relation to the corrected wind speed at hub height  (DGMR 


2012) 
 







Measurements and noise interference 


 
Although the Dutch method is not based directly on background noise, the method deals with 
interfering noises. The octave band levels for P1 are plotted with the wind speed at hub height. 
Subsequently, for each octave band the third grade polynomial is calculated (Figure 12). 
 


 
Figure 12: measurement data in conditions with interfering noise, with wind turbines turned off 


(DGMR 2012) 
 
For every integer value of the wind speed at hub height (in m/s), the equivalent octave band 
level Leq,i,j is calculated, and the sound power level is derived from the following formula 
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With: 


- LW,i,j : the sound power level for each octave band i and wind speed class j 
- R1 : the distance between measuring point P1 and the center of the rotor 
- j : integer value of the wind speed in m/s, going from Vci (cut in wind speed) up to Vrated 


(wind speed at 95% of rated power) 
- 6 : adjustment factor for the measurement board on the ground 


 
Finally, the emission factor LE is calculated, which represents the yearly averaged sound power 
level for each octave band that is emitted by the wind turbine. It incorporates the local wind 
speed distribution Uj (to be obtained at the Royal Dutch Metereological Institute), the wind 
speed dependent sound power level of the installation LW,i,j and an (optional) correction factor 
for directivity effects L . 
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2.3.5 Evaluation 


 
The Dutch noise assessment and rating method is primarily focused on determining the emitted 
sound power level of a wind turbine, and strongly resembles the widely spread standard 
IEC61400-11. 







 
Basing noise assessment methods on an international standard has the benefit of using a well-
described procedure. Hence, there seem to be very few remarks from a technical point of view 
within the acoustical community (personal communication Dutch sound experts, 2011). 
 
However, immission measurements near dwellings are not possible with this method, which 
might be a disadvantage in relation to communication to citizens. The advantage of the Dutch 
method, is that the method for sound power level measurements is based on an international 
standard (reliability), and are easier to carry out than immission measurements near dwellings. 
In the Dutch method, it is also possible to carry out swift enforcement measurements, which 
don’t require as much time and data as an extensive measurement. 
 
2.4 UK    


2.4.1 Overview 


 
Since 1996, specific environmental regulations for wind turbines exist in the United Kingdom. 
Together with these environmental regulations, a method for ‘The Assessment and Rating of 
Noise from Wind Farms’ (ETSU-R-97) was introduced, which mainly serves to determine the 
noise level when the siting wind turbines. 
 
Commissioned by the British Government (DECC), the company Hayes McKenzie performed 
an analysis and formulated recommendations on the implementation of the ETSU-R-97 (Hayes 
McKenzie 2011). Subsequently, the British Government commissioned the Institute of 
Acoustics to incorporate the recommendations of the Hayes McKenzie report in a Good 
Practice Guide, which was published in May 2013, after two reviews and an public consultation 
of 10 weeks (Institute of Acoustics 2013). This Good Practice Guide supplements the ETSU-R-
97 with guidelines. 
 


2.4.2 Environmental regulation for wind turbines in the UK 


 
In the United Kingdom, the ETSU-R-97 sets the regulations for wind turbines. In this DTI-
guideline, the background noise measured as LA90, 10min is used. The noise of wind turbines 
may not be higher than the value for the background noise + 5 dB(A). Additionally, there is also 
a noise limit value of 43 dB(A) at night. 
 
In rural areas, there is also a noise limit value during the daytime. The noise may not exceed a 
limit value of 35 to 40 dB(A), depending on the number of dwellings and the installed capacity. 
Noise with a tonal component is treated more stringent. 
 
In England, Scotland, Wales and North Ireland, specific regulations exist for the siting of wind 
turbines on land, but for the noise aspect, they refer to ETSU-R-97.  


2.4.3 Summary of the ETSU-R-97 


 
ETSU-R-97 sets noise limits for wind turbines during night and daytime. These noise limit 
values are applicable up to wind speeds of 12 m/s at 10 m height. The use of a maximum wind 
speed is due to the complexity of measuring sound at high wind speeds, and the fact that lower 
wind speeds are the most critical in determining the noise limit values.  
 
A noise assessment of a wind park should include: 
 


- Determination of the prevailing background noise at all operational wind speeds of the 
wind turbines (5 m/s, 6 m/s, 7 m/s, …); 







- Selection of the wind turbine type, based on the guaranteed sound power level of the 
manufacturer; 


- A noise immission calculation, using GIS-data and wind turbine data; 
- An impact analysis at all sensitive receptors. 


 
The background noise is determined by plotting the sound pressure level (L90) and the wind 
speed at hub height, using a best fit curve (Figure 13). 


 


 
Figure 13: determination of the background noise, using a best fit curve (ICAN Acoustics 2011) 


 
During the daytime, the noise limit is 35 to 40 dB LA90, or +5 dB above the 'quiet day-time 
hours prevailing background noise’ (highest value is applicable). The ‘quiet day-time periods’ 
are defined as evenings from 18h00 until 23u00, Saturday afternoons from 13h00 until 18h00 
and Sundays from 7h00 until 18h00. The particular limit value within the  35-40 dB LA90 range 
depends on the number of dwellings, the impact of the noise limit on the electricity production, 
and the duration of the exposure (Figure 14).  
 


 
Figure 14: determination of the noise limit during the daytime (ICAN Acoustics 2011) 


 
During the nighttime (23h00 – 7h00), the noise limit value is 43 dB LA90 or +5dB above the  
the 'quiet day-time hours prevailing background noise’ (highest value is applicable). The noise 
limit of 43 dB LA90 is based on the criterion for sleep disturbance of 35 dB LAeq, with a +10 dB 
adjustment factor for open windows and a -2 dB adjustment factor for using LA90 instead of 
LAeq (Figure 15). 
 







 
Figure 15: determination of the noise limit during the night time (ICAN Acoustics 2011) 


 
If the persons living near the wind farm are financially involved in the project, the noise limits for 
daytime and night time can be raised up to 45 dB LA90 or the adjustment factor for the 
background noise can also be raised. 


 
If the predicted noise levels are low at the nearest dwelling, a simplified noise limit can be used. 
In that case, the noise is limited to 35 dB LA90 with wind speeds up to 10 m/s at 10 m height. 
This ensures that no extensive background noise measurement is required. 
 
The method states that the LA90 descriptor for wind turbines is about 1.5 to 2.5 dB lower than 
the measured LAeq in that period. The use of LA90 allows for making reliable measurements, 
without interference of other relatively loud, intermittent noises. 
 
When a tonal component is present, ETSU-R-97 states that the noise limits are to be corrected 
with an adjustment factor. The level of adjustment is dependent on the audibility of the tonal 
component. 
 
 


2.4.4 Good practice guide for ETSU-R-97 


 
The Institute of Acoustics developed a good practice guide to the application of ETSU-R-97 for 
the assessment and rating of wind turbine noise.  
 
This good practice guide covers all relevant aspects of noise measurements, such as 
determination of the background noise, wind speed measurements, and analysis of the data in 
order to determine the noise limits. 
 
Some of the recommendations of this good practice guide are general in nature (e.g. 
engagement of all the relevant parties from an early stage is desirable) but most are detailed 
technical requirements.  
 
These include recommendations for: 


- noise measurement equipment: e.g. use of enhanced microphone windscreens; 
- measurement location: e.g. measurements in amenity areas between 3.5 and 20 m from 


a dwelling; 
- measurement duration: e.g. no fewer than 200 valid data points should be recorded in 


each of the amenity hours and night time periods, with no fewer than five valid data 
points in any 1 m/s wind speed bin; 







- synchronising of equipment: e.g. measurement intervals for wind speed, noise level and 
rainfall should be synchronised to within at most one minute over the survey period; 


- removal of certain types of data: e.g. the presence of noise sources which are not 
common should be removed from the data; removal of clear dawn chorus effects; 
excluding of any data directly affected by rainfall; 


- data analysis: use of regression analysis (linear to fourth order), depending on the 
nature of the noise environment; 


- ... 
 


3.0  Evaluation 


 
In this section, the similarities and differences in noise assessment methods for wind turbines 
are evaluated, as well as some remaining uncertainties. 
 
3.1 Similarities and differences in the noise assessment and rating methods 
 
3.1.1 Dealing with non-representative data 
 
In the three reviewed countries, non-representative data (for example: periods of rain) are to be 
removed from the analysis.  
 
In France non-representative data is to be removed either based on observations on site, or by 
processing audio-recording afterwards. Examples of non-representative measurements are 1) 
noise measurements in wind speeds higher than 5 m/s (these values cannot be used, these 
values need to be extrapolated), 2) extraordinary events (for example, isolated events with a 
high intensity), or 3) periods of rain. 
 
In the United Kingdom, seasonal effects are to be eliminated in the dataset either by removal of 
atypical data during analysis of (pro-active), the choice of the measurement location. In the 
United Kingdom, rain is excluded from the analysis. The use of the statistical parameter LA90, 
implies, according to the noise assessment method, that extraordinary events are filtered out. 
 
In the Netherlands, a difference between continuous and discontinuous interference noise is 
made. Periods with discontinuous interference noise are not to be included in the analysis, but 
periods with continuous interference noise the measurement needs to be corrected. In order to 
do this correction, the wind turbine needs to be turned off, and the measurement needs to be 
repeated in conditions with a similar wind speed. In the Netherlands, the noise assessment 
method also states that during periods with dense fog or rain, noise measurements are not 
allowed. 
 
3.1.2 Use of a class 1 measuring equipment 
 
In the studied countries, only class 1 microphones can be used for measurements of wind 
turbine noise: 
 


- In France, class 1 microphones (NF EN 60804) is to be used,  or noise measuring 
equipment which is able to do short Leq measurements; 


- The United Kingdom states that ‘Noise measurement equipment and calibrators used on 
site should comply with Class 1/Type 1 of the relevant standard(s).’; 


- In the Netherlands, the measurement equipment must meet the criteria for class 1 
equipment (NEN-EN-IEC 61672), the octave band filters must meet the criteria of NEN-
EN-IEC 61260 and the calibration equipment must meet the criteria of class 1 equipment 
cf. NEN-EN-IEC 60942. The specifications of the instrumentation are to be checked 
every two years. 







 
3.1.3 Synchronising measurements of microphones, wind meters, …  
 
In France, the smeasuring equipment used for determination of the wind speed is to be 
synchronized with the noise measurements. In the United Kingdom, measurement equipment is 
to be synchronized according to the recommendations of the Institute of Acoustics: ’ B  : 
Measurement intervals for wind speed, noise level and rainfall should be synchronised to within 
at most one minute over the survey period. Logging devices may use different time references 
(GMT or BST) and the logging protocol may apply a time marker at either the start or end of a 
measurement interval. Such differences must be taken into account. Synchronisation of rainfall 
measurements is less critical.’ 
 
It should also be noted that especially in the third edition of the IEC61400-11 standard, 
synchronizing measurements between the different parts of the measuring equipment is also 
an important aspect. 
 
3.1.4 Choice of the measurement location  
 
In France, locations of the outdoor measurements are to be chosen in the free field in the 
environment of dwellings (for example in gardens) or at 2 m distance of the wall of the dwelling. 
In the UK, the Institute of Acoustics states that measurements should be made in amenity 
areas between 3.5 and 20 m from a dwelling. In the Netherlands, the measurement location is 
based on the distance from the wind turbine, i.e. at a distance of about 150 m ((hub height + ½ 
rotor diameter).  
 
3.1.5 Use of wind classes 
 
In the considered countries, sound measurements are made in function of wind speed. France 
and the Netherlands use discrete wind classes (for example 4 m/s ± 0,5 m/s, 5 m/s ± 0,5 m/s) 
for further analysis (Figure 16, 17 and 18). 
 


 
Figure 16: (France) LA5010min (dBA) in relation to wind speed at 10 m height (m/s)  


 
 







 
Figure 17: (The Netherlands) Leq (dBA) in relation to the corrected wind speed at hub height 


(m/s) 
 


 
Figure 18: (United Kingdom) L90, 5 min in relation to the wind speed at hub height (m/s) 


 
 
3.1.6 Statistical processing of the data 
 
The noise assessment and rating procedures of the considered countries all provide rules for 
statistical processing of the data. In France, the median sound level is determined per wind 
class ( vb. 5 m/s : [4,5 m/s – 5,5 m/s]). In the United Kingdom, a linear to fourth grade 
regression function is used for evaluation. Also the Netherlands are using regression analysis 
with a 3th grade polynomial if there is continuous interference noise present.  


 
3.1.7 Measurement duration 


 
In the United Kingdom, it is stated that at least 200 datapoints, measured as LA9010min, should 
be obtained, with additional rules if the background noise is strongly dependent on the wind 
direction or if the data is scattered. In France however, several hundred datapoints with a 
minimal duration of 10 minutes are required (LA5010min). In practice, measurement campaigns 
of 7 days are carried out according to an acoustical agency (Gantha 2012). 
 
Finally, in the Netherlands, the measurement duration can be shorter, since at least 30 
measurements of at least 1,0 minute are required. This is also subject to the prevailing 
meteorological conditions, so in order to gather sufficient data, this may take some time, and it 
may be required to organize multiple measurements. 







 
3.2 Uncertainties in the noise assessment and rating methods 
 
3.2.1 Impact of wind on the microphone 
 
Dealing with wind induced noise in microphones is, especially in the case of wind turbines, very 
complex. In a French draft (draft 3 of NF S 31-113, 7 July 2011), a relatively simple equation is 


suggested in (formula impact in dB(A) of wind induced noise in the microphone = 0,72 * Loct16Hz 


-12 dB). At the Wind Turbine Noise Conference 2013 however, dealing with wind-induced noise 
was still discussed in several papers. Hansen et. al suggested wind-induced noise could be 
assessed by determining the coherence between two microphones in 0,1 s intervals (Hanssen 
2013). Kamiakito on the other hand suggested the use of a regression function in order to deal 
with wind-induced noise (Kamiakito 2013). Both methods can be applicable, but none are 
currently incorporated in the noise assessment and rating procedures.  
 
There is consensus, however, on the use of wind screens on microphones. In France, the use 
of a wind screen is compulsory for wind speeds up to 5 m/s. Additionally, the sound expert 
needs to prove that this condition of 5 m/s was not exceeded, either by measuring the wind 
speed on site, or by performing a study of the air flows. In the United Kingdom, enhanced 
microphone windscreens must be used must be used with a diameter of at least 100 mm, 
otherwise these screens are not able to provide sufficient reduction of wind noise according to 
the noise assessment method. The use of wind screens (‘halve windbol’) is also obliged in the 
noise assessment procedure in The Netherlands, but no minimum diameter is defined. This can 
also be explained that by using a microphone at a flat surface (cfr. IEC 61400-11), the impact of 
wind-induced noise on the measurements is smaller. 
 
3.2.2 Dealing with uncertainty  
 
In France, the noise assessment method provides a very detailed methodology with respect to 
uncertainty calculation. The method consist of correction factors for calibration, directivity, 
pressure and humidity, indirect measurement uncertainties, Type A and Type B factors, and 
others factors. 
No such detailed methodology concerning dealing with uncertainty is provided in the noise 
assessment methods of the other studied countries in this evaluation.  
 
3.3 Overview of the development of noise assessment methods 
 
In the following table (table 1), an overview of the development of the noise assessment and 
rating procedures in France, the Netherlands and the United Kingdom is shown 







Table 1: overview development of the noise assessment and rating procedures in France, the 
Netherlands and the United Kingdom 
 


France Norme française NF 
31-114 (Juli 2011) 


Draft available?   (July 2011) 


Final version 
available? 


March 2016 


Netherlands Meet- en 
rekenvoorschrift 
windturbinegeluid 
(Januari 2011). 


Draft available?  (Feb. 2010) 


Final version 
available? 


 (Jan. 2011) 


 


Final version 
accepted by the 
acoustical 
community 


 (pers. comm. Okt. 
2011) 


United 
Kingdom 


ETSU-R-97 Draft available?  


Final version 
available? 


 (Sep. 1996) 


Final version 
accepted by the 
acoustical 
community? 


April 2011 – report 
Hayes McKenzie  


 


 May 2013 – good 
practice guide 


Institute of 
Acoustics  


 


4.0 Conclusions 


 
Due to historical differences in industrial noise policy, every country has developed its own 
approach in dealing with wind turbine noise, both for noise legislation and for the noise rating 
and assessment method. Currently, no international standard for immission measurements 
near dwellings is available. 
 
Developing a method for noise assessment near dwellings has proven to be technically 
complex, but possible. In the United Kingdom, two reviews were carried out in order to develop 
guidelines on how to deal with wind turbine noise measurement. In France, a preliminary 
method is valid until the final version of the method is published. In the Netherlands, a draft 
proposal based on IEC61400-11 (ed. 2) was finalized in a relatively short time, but the 
legislation does not require immission measurements near dwellings, which reduces some 
technical complexities. 
 







Comparison international noise assessment methods show both differences and similarities. 
There are differences in the measured parameters (LA5010min, LA9010 min,LAeq1min ), in 
measurement duration, among other factors. But there are also a lot of similarities, such as the 
removal of certain types of non-representative data (e.g. rain), the use of class 1 microphones, 
the requirement to synchronize equipment, the use of wind classes and regression analysis for 
data processing, and other similarities. Additionally, this analysis indicates there might be still 
some technical uncertainties left to be dealt with, for example dealing with wind-induced noise, 
which can be dealt with further research. This knowledge can be useful in the future 
development or refinement of noise assessment and rating procedures. 
 
 


References 


 
AFNOR (2015) Normes à l'étude (domaine acoustique) 
http://www.afnor.org/profils/situation/organismes-publics-et-collectivites-
territoriales/normes/normes-a-l-etude/(domaine)/210085 downloaded on 12 January 2015 
 
DGMR (2012) Geluid van windturbines en de toepassing in Geomilieu - Geomilieu 
informatiedag (26 January 2012) 
http://software.dgmr.nl/gebruikersdagen/gd2012/W7-Workshop_Windturbines.pdf downloaded 
on 5 January 2015 
 
Dutch Government (2010a) Besluit van 14 oktober 2010 tot wijziging van het Besluit algemene 
regels voor inrichtingen milieubeheer en het Besluit omgevingsrecht (wijziging milieuregels 
windturbines).  
http://www.infomil.nl/publish/pages/71178/sc12902.pdf 
 
Dutch Government (2010b) Reken- en meetvoorschrift windturbines. Concept, 2 februari 2010 
http://www.rijksoverheid.nl/bestanden/documenten-en-publicaties/rapporten/2010/reken-en-
meetvoorschrift/reken-en-meetvoorschrift.pdf 
 
Dutch Government (2011) Bijlage 4 van Activiteitenregeling (nieuwe bijlage op grond van 
wijziging windturbines), geldend op 1 januari 2011 – Reken en meetvoorschrift windturbines 
http://www.infomil.nl/publish/pages/75599/bijlage_4_activiteitenregeling_windturbines_17-
12.doc downloaded on 20 January 2015 
 
ETSU (1996) The Assessment and Rating of Noise from Wind Farms. Final report, September 
1996 
http://webarchive.nationalarchives.gov.uk/+/http://www.berr.gov.uk/energy/sources/renewables/
explained/wind/onshore-offshore/page21743.html 
 
French Government (2011a)  Arrêté du 26 août 2011 relatif aux installations de production 
d'électricité utilisant l'énergie mécanique du vent au sein d'une installation soumise à 
autorisation au titre de la rubrique 2980 de la législation des installations classées pour la 
protection de l'environnement 
http://www.legifrance.gouv.fr/affichTexte.do?cidTexte=JORFTEXT000024507365&dateTexte=
&categorieLien=id 
 
French Government (2011b) NF S 31-114  esura e du bruit dans l’environnement avec et 
sans activité éolienne – draft 3 (7 july 2011) 
http://www.rhone-alpes.developpement-durable.gouv.fr/IMG/pdf/Norme_Acoustique_NF_S_31-
114_V_07_07_2011_v3_cle58e582.pdf 
 



http://www.afnor.org/profils/situation/organismes-publics-et-collectivites-territoriales/normes/normes-a-l-etude/(domaine)/210085

http://www.afnor.org/profils/situation/organismes-publics-et-collectivites-territoriales/normes/normes-a-l-etude/(domaine)/210085

http://software.dgmr.nl/gebruikersdagen/gd2012/W7-Workshop_Windturbines.pdf

http://www.infomil.nl/publish/pages/71178/sc12902.pdf

http://www.rijksoverheid.nl/bestanden/documenten-en-publicaties/rapporten/2010/reken-en-meetvoorschrift/reken-en-meetvoorschrift.pdf

http://www.rijksoverheid.nl/bestanden/documenten-en-publicaties/rapporten/2010/reken-en-meetvoorschrift/reken-en-meetvoorschrift.pdf

http://www.infomil.nl/publish/pages/75599/bijlage_4_activiteitenregeling_windturbines_17-12.doc

http://www.infomil.nl/publish/pages/75599/bijlage_4_activiteitenregeling_windturbines_17-12.doc

http://webarchive.nationalarchives.gov.uk/+/http:/www.berr.gov.uk/energy/sources/renewables/explained/wind/onshore-offshore/page21743.html

http://webarchive.nationalarchives.gov.uk/+/http:/www.berr.gov.uk/energy/sources/renewables/explained/wind/onshore-offshore/page21743.html

http://www.legifrance.gouv.fr/affichTexte.do?cidTexte=JORFTEXT000024507365&dateTexte=&categorieLien=id

http://www.legifrance.gouv.fr/affichTexte.do?cidTexte=JORFTEXT000024507365&dateTexte=&categorieLien=id

http://www.rhone-alpes.developpement-durable.gouv.fr/IMG/pdf/Norme_Acoustique_NF_S_31-114_V_07_07_2011_v3_cle58e582.pdf

http://www.rhone-alpes.developpement-durable.gouv.fr/IMG/pdf/Norme_Acoustique_NF_S_31-114_V_07_07_2011_v3_cle58e582.pdf





French Government (2011c) Arrêté du 23 janvier 1997 relatif à la limitation des bruits émis 
dans l’environnement par les installations classées pour la protection de l’environnement 
http://www.ineris.fr/aida/consultation_document/5737 downloaded on 12 January 2015 
 
French Government (2011d) Circulaire du 29/08/11 relative aux conséquences et orientations 
du classement des éoliennes dans le régime des installations classées 
http://www.ineris.fr/aida/consultation_document/6915 downloaded on 12 January 2015 
 
French Government (2015) Réglementation bruit 
http://www.installationsclassees.developpement-durable.gouv.fr/?3-Reglementation-bruit 
downloaded on 13 January 2015 
 
Gantha (2012) Projet Eolien de Feins (35) - Présentation acoustique – Comité de Suivi du 
06/09/2012 (September 2012) 
http://www.apse.fr/wp-content/uploads/2012/10/Feins_CS_2012_09_06-presentation-
Gantha.pdf downloaded on 12 January 2015 
 
Hayes McKenzie (2011) Analysis of How Noise Impacts are Considered in the Determination of 
Wind Farm Planning Applications (6 April 2011)  
https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/48116/2033-
how-noise-impacts-are-considered.pdf downloaded on 20 January 2015 
 
Hanssen K, Zajamek B and Hansen C (2013) Evaluation of secondary windshield for outdoor 
measurement of low frequency noise and infrasound Wind Turbine Noise Conference 2013 
Proceedings 
 
ICAN Acoustics (2011) Practical Application of ETSU-R-97  
http://www.seai.ie/Renewables/Wind_Energy/Wind_Energy_2011_Conference/Practical_Applic
ation_of_ETSU-R-97.pdf downloaded on 20 January 2015 
 
Institute of Acoustics  (2013) A good practice guide to the application of ETSU-R-97 for the 
assessment and rating of wind turbine noise (May 2013) 
http://www.ioa.org.uk/sites/default/files/IOA%20Good%20Practice%20Guide%20on%20Wind%
20Turbine%20Noise%20-%20May%202013.pdf  
 
Kamiakito N et al. (2013) Improvement of regression analysis on wind noise effects for low 
frequency sound measuring in natural wind     Wind Turbine Noise Conference 2013 
Proceedings 
 
Disclaimer: Although the author and the Department of Environment, Nature and Energy 
endeavor to provide information of which they think is accurate, the Department and the author 
do not guarantee the correctness, completeness and adequacy of this information, nor that this 
paper is comprehensive or suitable for a given purpose. The information supplied by this paper, 
is not meant to serve for legal purposes. The Flemish government, the author, and the 
Department Environment, Nature and Energy cannot be made accountable for missing 
information in this paper, the content of this paper, or the use that can be made of this 
information. 
 



http://aida.ineris.fr/textes/arretes/text0035.htm

http://www.ineris.fr/aida/consultation_document/5737

http://www.ineris.fr/aida/consultation_document/6915

http://www.installationsclassees.developpement-durable.gouv.fr/?3-Reglementation-bruit

http://www.apse.fr/wp-content/uploads/2012/10/Feins_CS_2012_09_06-presentation-Gantha.pdf

http://www.apse.fr/wp-content/uploads/2012/10/Feins_CS_2012_09_06-presentation-Gantha.pdf

https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/48116/2033-how-noise-impacts-are-considered.pdf

https://www.gov.uk/government/uploads/system/uploads/attachment_data/file/48116/2033-how-noise-impacts-are-considered.pdf

http://www.seai.ie/Renewables/Wind_Energy/Wind_Energy_2011_Conference/Practical_Application_of_ETSU-R-97.pdf

http://www.seai.ie/Renewables/Wind_Energy/Wind_Energy_2011_Conference/Practical_Application_of_ETSU-R-97.pdf

http://www.ioa.org.uk/sites/default/files/IOA%20Good%20Practice%20Guide%20on%20Wind%20Turbine%20Noise%20-%20May%202013.pdf

http://www.ioa.org.uk/sites/default/files/IOA%20Good%20Practice%20Guide%20on%20Wind%20Turbine%20Noise%20-%20May%202013.pdf



		Comparative analysis of wind turbine noise assessment and rating procedures in the UK, France and the Netherlands

		Arjan Goemé   Flemish Government, Department of Environment, Nature and Energy, Koning Albert II-laan 20, 1000 Brussels                                                      E-mail: arjan.goeme@lne.vlaanderen.be

		Summary



		In the recent years, several West-European countries have issued regulations to limit the impact of wind turbine noise, of which some of them also developed specific noise assessment methods to measure and enforce these environmental regulations.

		In this paper, the noise assessment methods of the Netherlands, the United Kingdom and France are analysed and compared. Per country, this paper gives a short summary of the noise assessment method and the development of this method, checks if there i...

		More specific, the Dutch Reken- en meetvoorschrift windturbinegeluid - annex 4 activiteitenbesluit (January 2011), the British ETSU-R-97 and the A good practice guide to the application of ETSU-R-97 for the assessment and rating of wind turbine noise ...

		These international examples show that the development of noise assessment methods is complex, but possible. Although differences (in the statistical processing of data, in measurement duration and location, ...) exist and technical uncertainties are ...

		1. Introduction



		Wind turbines can impact their environment in multiple ways. One of the most important environmental impacts is noise (and the corresponding noise annoyance). In many regions, public objections to the siting of wind turbine on land are raised due to t...

		In the past years, several countries or regions have issued regulations to limit the noise of wind turbines, often based on the existing regulations for industrial noise. Some of these countries also developed specific noise assessment methods and rat...

		2. Experimental design

		2.2 France

		2.2.1 Overview

		2.2.1 New environmental regulation for wind turbines in France

		Similar to the noise regulations for industry (installations classées pour la protection de l'environnement, or ICPE) (French Government 2015), the new noise regulation for wind turbines in France is based on an allowed exceedence  of  the prevailing ...

		The new regulation references also to the Circular of 29 August 2011, in which the area public inquiry is extended to 6 km around a wind farm (French Government 2011d).

		2.2.2 Noise assessment method of wind turbine noise (NF S 31-114)

		This draft noise assessment standard describes the method to measure and analyse the noise levels around wind farms. The standard states how noise levels and wind speeds should be measured and analysed, including statistical analysis to assess the noi...

		In order to determine the background noise, the main parameters, e.g. sound pressure level, wind speed and wind direction, are to be obtained. Measurements can be carried out indoors and outdoors, with or without wind turbine activity. Analyses are to...

		Immission measurements near dwellings

		If the total noise with wind turbines in operation is lower than 35 dB(A), the wind turbines are in accordance with the noise regulations. If the total noise is higher than 35 dB(A), the ‘émergence’ may not be higher than 5 dB(A) during the day and 3 ...

		For each measurement point and for each homogeneous class, the non representative noise levels (crénaux hors norme) are to be removed, such as:

		After further processing (e.g. error calculation), for every homogeneous class, and for every wind class, the noise levels are checked with the noise limits (‘seuils réglementaires’).

		2.2.5 Evaluation

		2.3 Netherlands

		2.3.1 Overview

		2.3.2 Summary of the Dutch wind turbine noise legislation (2011 – present)

		2.3.3 Summary of the Dutch noise measurement and calculation method

		2.3.4 Short description of the noise assessment method

		Enforcement measurements

		Measurements and noise interference



		2.3.5 Evaluation

		2.4.1 Overview

		2.4.2 Environmental regulation for wind turbines in the UK

		2.4.3 Summary of the ETSU-R-97

		2.4.4 Good practice guide for ETSU-R-97



		3.0  Evaluation

		4.0 Conclusions

		References










 


6
th


  International Conference 
on 


Wind Turbine Noise 
Glasgow  20-23 April 2015 


 


Detection of Amplitude Modulation in Southern Ontario Wind 
Farms 
 


Duncan Halstead, Adam Suban-Loewen, Payam Ashtiani 
Aercoustics Engineering 50 Ronson Drive, Toronto M9W 1B3 
E-mail: duncanh@aercoustics.com  
E-mail: adams@aercoustics.com  
E-mail: payama@aercoustics.com 
 
 


SUMMARY 
This paper details the results of an automated detection algorithm based on the method 
developed for the RenewableUK study on Amplitude Modulation (AM) in wind turbines.  
The algorithm was used to evaluate the possible presence of AM in five different wind 
farms of varying size and turbine model in Southern Ontario, Canada.  Measurement 
locations were at nearby residences, roughly 500m to 800m from the nearest turbines.  
The data available for analysis represents over 7000 hours of sound recordings, 
acquired between the months of March and December 2014. 


The ability of the algorithm to successfully detect AM was verified by listening to the 
recordings where the algorithm detected AM.  The algorithm was found to be generally 
successful in detecting amplitude modulation, and with a few adjustments, was able to 
filter out the influence of ambient amplitude modulations from insects and small fauna. 
The algorithm, however, is still susceptible to amplitude modulation from ambient 
sources that modulate at mid frequencies.   


The analysis also found that while wind turbine AM was readily detectable, the rate of 
occurrence of AM at a particular measurement location was, at maximum, less than 
0.25% of the total measurement time.   
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1 INTRODUCTION 
Wind turbine noise Amplitude Modulation (AM) has been the subject of a detailed study 
by RenewableUK [1].  As part of that study, a method was developed by Cand and 
Bullmore to detect the presence of AM in a sound recording [2].  This paper presents 
the results of this method, with some modifications, applied to a very large dataset of 
sound recordings measured at various wind farms across Southern Ontario, Canada.  
The wind farms range in size from less than 5 turbines to over 100.  The turbines 
comprise many different manufacturers, but are all considered to be large industrial 
turbines, with power ratings over 1.5 MW and rated rotational speeds between 14 and 
15 rpm. 


This paper evaluates the ability of the modified algorithm to detect AM, as well as 
evaluate the rate of occurrence of AM.  Results were qualitatively verified by listening to 
the sound recording in the regions where turbine-attributed AM was detected.  The 
overall rate of occurrence of turbine AM was also evaluated by calculating the 
probability density function of the modulation depths measured near the turbine blade-
pass frequency (BPF).   


2 MEASUREMENT SETUP AND SITE CONDITIONS 
Sound recordings were measured using a B&K 4189 microphone, ZC-0032 pre-
amplifier, and 2250 sound level meter.  The sound level meter was programmed to 
store 24-bit sound recordings with an 8kHz sampling frequency.  Recordings were taken 
between 10pm and 5am every night.  The microphone was fitted with a primary and 
secondary windscreen to reduce the effect of wind generated self-noise.  A picture of 
the measurement apparatus is shown in Figure 1. 


The measurement rigs were located at a 
variety of locations spread across five 
wind farms in Southern Ontario. The size 
of each wind farm ranged from just under 
5 turbines to over 100 and each wind farm 
comprised different makes and models of 
wind turbine.  The turbines measured 
were all modern industrial turbines, with 
blade diameters and hub heights greater 
than 90m.  The areas surrounding the 
measurement locations were primarily 
open fields with intermittent shelter belts, 
as is common for Southern Ontario.  
Measurement rigs were located between 
500m and 800m from the nearest turbines.  


All of the measurements used for analysis in this paper were taken between March and 
December 2014.  Each measurement campaign was between 3 weeks and 2 months.  


Figure 1: Measurement apparatus 
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All measurements were unattended, therefore it was necessary to develop an algorithm 
capable of sifting through large amounts of data automatically. 


3 METHODOLOGY 
The algorithm used to detect AM is based on the algorithm developed by Cand and 
Bullmore for the RenewableUK study done in December 2013 [2].   


The algorithm begins by calculating the A-
weighted equivalent sound pressure level 
(LAeq) in 100ms intervals for the entire 
measurement duration. This calculation is 
done on both the raw sound recording, and 
later on the same input data bandpassed 
from 200Hz to 1kHz.  An example of the 
level vs. time of a signal containing AM is 
shown in Figure 2.  


The A-weighted LAeq vs. Time is divided 
into 10 second segments, excluding 
intervals where the overall LAeq is greater 
than 60 dBA or when the maximum level is 
greater than 10dB above the mean.  Each 10 second segment is then detrended by 
subtracting a 5-th order polynomial fit. 


The algorithm uses a Fast Fourier Transform (FFT) to calculate the Power Spectral 
Density (PSD) of each 10 second LAeq vs. Time segment. The PSDs are then converted 
back to a scaled peak-peak amplitude spectrum using the following equation: 


                                                  


The resulting peak-peak amplitude spectra are integrated with a frequency window of 
width 20% of the turbine BPF. The reason for integrating the signal is to reduce the 
dependency of the FFT on the windowing function as well as match the amplitudes of 
the FFT with the amplitudes in the LAeq vs. Time.  The integration also helps smooth the 
curves in the FFT which reduces the number of small spectral peaks associated with 
random noise.  The peaks of the integrated peak-peak amplitude spectra in the 
neighbourhood of the BPF are taken as an estimation of the wind turbine AM depth for a 
10 second segment.     


 


 


 


Figure 2: A-weighted level vs. time of a signal 
containing wind turbine AM starting 1/3rd the 
way through the recording. 
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Figure 3: Modulation Frequency Spectrum of 10 second A-weighted LAeq vs. time interval.  The first peak 
represents the wind turbine BPF 


To aggregate the results of the algorithm applied to thousands of hours’ worth of data, 
modulation spectrograms were created for each measurement campaign. These 
spectrograms show the modulation depth as a function of time and frequency, over the 
course of an entire measurement. Note that points are plotted in order, starting with 
smallest modulation depth and ending with largest modulation depth, thus emphasizing 
the largest modulation depths to facilitate detection of AM. 


Modulation depths between -20% of BPF to + 10% of BPF were collected for an entire 
measurement and used to generate a probability density function.  The probability 
density is used to estimate the rate of occurrence of AM at significant modulation 
depths. 


4 PRELIMINARY RESULTS 


4.1 Detection of Amplitude Modulation 


The results of the detection algorithm are presented for a few cases below.  The data is 
plotted as a modulation spectrogram with time on the x-axis, modulation frequency on 
the y-axis, and modulation depth as the colour; higher modulations have “warmer” 
colours.  Modulations around the BPF can be seen in all three figures below.  
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Figure 4: Modulation spectrogram showing modulation around the BPF of the turbine.  This measurement 
location was 580m from the nearest turbine 


 


Figure 5: Modulation spectrogram showing modulation with high contamination from other sources.  This 
measurement location was 725m from nearest turbine  


Figure 4 shows a relatively clean modulation signal from the wind turbine BPF, with 
modulation depths of up to 5dB apparent.  Listening to the sound recording of the 
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measurement confirmed that the distinctive swish attributed to a wind turbine was 
audible during the times where AM was detected by the algorithm. 


Figure 5 shows a spectrogram that has a similar trend of higher modulation around the 
wind turbine BPF, however, it is heavily contaminated with other modulations not 
expected to be associated with a wind turbine.  Listening to the sound recording 
revealed a significant amount of audible AM. 


Figure 6 shows frequency of modulation vs. time of a large wind farm.  In this dataset, 
modulations at the wind turbine BPF are present in only a few isolated cases. 


One notable feature of these plots is that there is a great deal of modulation detected 
that is outside the expected frequencies for a wind turbine, particularly around 0.3Hz but 
also at other random frequencies (see Error! Reference source not found.).  These 
modulations could be caused by the wind, car passes, animals, insects and any other 
source that modulates with time.  To reduce the effect of these extraneous modulations, 
a bandpass filter was applied to the raw data, excluding data below 200Hz and above 
1000Hz.   


 
Figure 6: Modulation spectrogram showing modulation in isolated intervals at the BPF.  This 
measurement location was 660m from nearest turbine  
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Figure 8 illustrates how bandpass filtering can successfully remove a great deal of 
extraneous noise.  Figure 8a-d show a dramatic change in the modulation spectrogram 
before and after filtering.  Figure 8c in particular represents part of a measurement 
where the modulations from frogs croaking dominated the spectrogram.  Figure 8d is 
the same measurement section that has been bandpassed before analysis.  As is 
apparent in the figures, the contribution of the frogs was removed completely, revealing 
modulations around the turbine BPF that were previously undetected.  The method of 
bandpassing the input sound recording was found to be very effective at removing noise 
from insects and small fauna, which typically create significant modulations with high 
frequency content.   


 


Figure 7: Effect of a bandpass filter on the input data.  The figure on the left is the original data, 
and the figure on the right is the same data bandpassed from 200Hz to 1000Hz  


      5a      5b 


 
      5c      5d 


 


Unfiltered input data   Bandpassed input data [200Hz-1kHz] 
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4.2 Prevalence of Strong Amplitude Modulation 


The effect of wind turbine AM on annoyance to a listener was found by Hünerbein et al 
to be strongly affected by contextual and attitudinal aspects of a particular listener [3]. 
New Zealand standard NZS 6808:2010 – one of the few standards that specify a 
penalty scheme for wind turbine AM – uses an overall modulation depth of 5dB as the 
threshold to apply penalties [4].   


Using a threshold of 5dB, the rate of occurrence for strong amplitude modulation was 
determined by calculating the probability density function of the modulations occuring 
near BPF across the entire measurement time at each receptor.  Figure 8  and Figure 9 
plot the probability density and cumulative probability distribution of modulation depth 
around the wind turbine BPF from the data in Figure 4.   


 


 
Figure 8: Probability density of modulation strength between 0.58Hz and 0.8Hz 
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Figure 9: Cumulative probability distribution of modulation strength between 0.58Hz and 0.8Hz 


Notable in these plots is the low probability of strong modulations even in data sets 
where a trend of amplitude modulation was visibly apparent. The most common 
modulation depths measured are less than 1dB and in the above measurement, 
modulations greater than 5dB accounted for less than 0.015% of the total recording 
time.  The highest calculated rate of occurrence of modulation depths greater than 5dB 
was approximately 0.25% of the total measurement time.     


5 DISCUSSION 
From the results shown above, the automatic detection algorithm was successful in 
detecting wind turbine amplitude modulation in a sound recording.  The method of 
detection was found to be susceptible to modulations from ambient sources, with high 
contamination from strongly modulated sources such as insects; however, modulating 
sources composed of high frequencies – such as insects and small fauna – were readily 
filtered by bandpassing the input sound recordings.  Ambient sources that modulate 
with lower frequency content, such as traffic and wind noise, were not as easily filtered 
and could obscure AM from a wind turbine.  There is currently no way, other than 
listening to the sound recording, to distinguish between wind turbine AM and ambient 
noise that is modulating at the wind turbine BPF. 


The wind farms that had the strongest modulation depths were from farms that had a 
lower number of turbines.  One hypothesis for this is that multiple turbines all 
modulating with random phase will smooth out the peaks and troughs that one might 
see from a single turbine.  However, the sample size of large and small wind farms in 
this study is not sufficient to make any definitive conclusions with respect to AM 
prevalence and wind farm size. 







Detection of Amplitude Modulation in Southern Ontario Wind Farms   Page 10 


 
 
 
The greatest modulation depths were detected from the turbines with the largest blade 
diameters.  This reconciles well with the work done by Bullmore et al who hypothesized 
that wind turbine AM could be generated by partial stall along the length of the blade [5].  
Larger blades combined with high wind shear conditions would experience a greater 
range of wind speeds than smaller blades. 


6 CONCLUSION 
A modification of the algorithm developed for RenewableUK was applied to a large 
amount of measured data obtained from five different wind farms in Southern Ontario, 
Canada.  The algorithm was successful in detecting AM in a number of cases where 
modulation was audible in the sound recordings.  The algorithm benefited greatly from 
filtering of the input data, removing the modulations from high frequency sources such 
as insects and small fauna.   


The output of the algorithm was used to assess the rate of occurrence of AM depths 
greater than 5dB.  Modulations of this magnitude were detected in, at most, 0.25% of 
the total measurement time. 


7 NEXT STEPS 
This work represents a preliminary analysis of a modified automatic detection algorithm 
based on the method developed for RenewableUK.  There are a number of areas for 
improvement in future iterations.  Next steps include: 


 Decrease the time interval for the A-weighted level vs. time analysis. This would 
help minimize artificial harmonics generated due to low sampling frequencies. 


 Modification of the FFT algorithm to calculate accurate peak-peak amplitude 
spectra directly, instead of using an intermediate PSD calculation. The aim being 
to reduce the reliance on integration to scale the amplitudes of the FFT spectra.  


 A more robust method of noise rejection.  Bandpassing the input recordings from 
200Hz to 1kHz works well to eliminate some contamination from ambient 
sources, however, it is ineffective at removing ambient sources who’s frequency 
components fall inside the range of the bandpass filter. 


 Analysis and collaboration of other techniques to detect wind turbine AM. 
Examples include the Cooper and Evans method of analysis based on the 1/3rd 
octave band spectra [6], and the Tachibana method which examines the 
difference between the levels measured using a fast (125ms) and slow (1s) 
integration time constant [7]. 
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Summary 
A number of propagation models of varying complexity have been developed for 
environmental noise predictions. While more complex models are correspondingly 
more accurate, the continued widespread use of the simpler ISO 9613-2 model 
suggests that its relative simplicity is valued highly. Therefore, to extend the use of 
ISO 9613-2, it is proposed that a correction should be added to take into account that 
at some distance from a point source, the propagation of low frequency noise may 
begin to decay at a rate of 3 dB per doubling of distance rather than 6 dB, during 
atmospheric conditions where the sonic velocity near the ground increases with 
altitude, resulting in downward refraction of sound rays and reduced attenuation with 
distance. Since low frequency sound is poorly attenuated by the ground and 
atmosphere, a distance from the source will exist beyond which multiple sound rays, 
which have been reflected from the ground more than once, can arrive at the receiver 
thereby increasing the sound pressure level at that location. There is some 
disagreement as to the transition distance at which the attenuation rate changes from 
6 dB/doubling of distance to 3 dB, due to the influence of source height, frequency, 
and the strength of the wind and temperature gradients. This study aims to determine 
whether decay rates of 3 dB/doubling of distance are applicable to modern wind 
turbine noise propagation for a range of atmospheric conditions and frequencies and 
to determine a typical transition distance for the investigated conditions. This 
investigation focuses on comparison between ISO-9613-2 predictions using different 
transition distances and a large data set that has been collected at a number of 
different locations in the vicinity of a modern wind farm. A theoretical analysis is also 
carried out to calculate the radii of curvature of rays that leave the source at different 
angles. This enables prediction of the transition distance for various wind profiles and 
source heights. 


 







1. Introduction 


1.1. Current propagation models 


A number of sound propagation models have been developed for calculating the 
attenuation of sound during outdoor propagation. The available models are 
characterised by varying degrees of complexity, where the more complicated models 
such as Nord2000 give the most accurate results for prediction of wind turbine noise 
(Plovsing and Kragh 2006a, 2006b and Plovsing, 2014). On the other hand, these 
more complicated models require additional input variables that are sometimes not 
measurable using standard instrumentation. In many cases, existing regulations do 
not provide enough details with respect to atmospheric velocity and temperature 
profiles to which they apply and these are required inputs for more advanced models 
such as Nord2000 and Harmonoise. Determining the relevant terrain profiles, which 
are required inputs for the more advanced models, also adds a considerable level of 
complexity. These latter models are also computationally expensive and the end user 
needs to have a good understanding of the underlying scientific principles in order to 
obtain meaningful results. Therefore, models with reduced complexity such as ISO 
9613-2 and CONCAWE are still widely used for wind farm noise predictions, despite 
their limitations. 


The improved accuracy of more complex models is obtained through a number of 
additional considerations that have been included in the model description. For 
example, calculation of the ground effect takes into account the phase angle between 
the direct and reflected sound waves as well as other effects such as turbulence and 
frequency band averaging that reduce the coherence between direct and ground 
reflected waves. None of this complexity is considered in simpler models. However, 
the effect of the phase shift of the ground reflected wave can be minimised using a 
microphone on a ground plane and then accounting for the 6 dB increase in sound 
level due to coherent combination of the direct and ground reflected waves. 


Meteorological effects are analysed in more detail for complex models and a 
linearised atmospheric sonic velocity profile, which is a function of both wind speed 
and atmospheric temperature profiles, is required, thus providing the means to 
account for conditions that give rise to significant refraction of sound waves. In 
contrast, models such as ISO 9613-2 specify a range of downwind velocities at a range 
of heights for which the model is valid (ISO 9613-2, 2012). Terrain effects have been 
implemented in both Nord2000 and Harmonoise but ISO 9613-2 is valid for relatively 
flat terrain only. On the other hand, ISO 9613-2 does specify methods for taking 
barriers into account and therefore, it is possible to approximately model terrain 
features as barriers. For high noise sources such as wind turbines, the Nord2000 
model is valid for propagation distances of several kilometres; however, uncertainty 
limits are not provided (Plovsing, 2014). The ISO 9613-2 standard specifies an 
uncertainty of ±3 dB for measurements between 100 m and 1000 m but an estimate 
of accuracy is not given for distances exceeding 1000 m, nor for source heights 
exceeding 30 m. The Nord2000 model is valid for third-octave bands from 25 Hz to 10 
kHz, whereas ISO 9613-2 only considers octave bands from 63 Hz to 8 kHz. 


While, the accuracy of more complex models is superior, the continued 
widespread use of the ISO 9613-2 method suggests that model simplicity is valued 
highly. Therefore, to extend the use of ISO 9613-2, a low frequency supplement is 
proposed, which is based on the observation that at some specific distance from the 
source, the propagation of low frequency noise begins to decay at a rate of 3dB per 







doubling of distance rather than 6 dB, during atmospheric conditions where the sonic 
velocity near the ground increases with altitude.  


1.2. Characteristics of low frequency propagation  


The results of an experimental investigation into long-range propagation of low 
frequency noise were presented by Willshire Jr. (1985) and Willshire and Zorumski 
(1987). It was shown that low frequency sound was channelled close to the ground in 
the downwind direction resulting in an attenuation rate of 3 dB per doubling of distance 
for frequencies below 20 Hz. Predictions of both ray tracing and normal mode 
theoretical models supported this observation. In the upwind direction, the absence of 
a shadow zone was noted and the propagating signals indicated a spherical spreading 
characteristic, resulting in an attenuation of 6 dB/doubling of distance. While this 
propagation testing was expertly done at a perfect flat and acoustically hard surface 
test site on similarly sized wind turbines, it should be pointed out that the prototype 
wind turbines of the time are now obsolete. The units were two-bladed downwind rotor 
types that generated intense infrasound from disturbed flow entering the blades.  It is 
possible that modern day turbines with three blades ahead of the support tower may 
not exhibit the same downwind cylindrical spreading demonstrated conclusively by the 
NASA testing described above. 


The reduced attenuation of low frequency sound in the downwind direction has 
been attributed to atmospheric refraction (Shepherd & Hubbard, 1990). In the 
downwind direction, the wind speed gradient causes the sound waves to bend towards 
the ground, whereas in the upwind direction the rays curve upward away from the 
ground (Hubbard & Shepherd, 2009), as shown in Figure 1. This reduces the 
attenuation of low frequency noise in the downwind direction but has little effect in the 
upwind direction. Vertical temperature gradients also give rise to sound speed 
gradients; however, the effect of the wind speed gradient is generally dominant in the 
propagation of sound from wind turbines (Hubbard & Shepherd, 2009). The reduction 
of low-frequency noise attenuation with distance is a result of sound arriving at the 
receiver after more than one reflection from the ground. The distance from the sound 
source at which reduced attenuation will begin to occur is a function of the source 
height as well as the strength of the atmospheric sonic velocity gradient (and the 
consequent strength of the downward refraction), as this determines the distance from 
the source at which the receiver will experience the arrival of more than one ground 
reflected wave. The effect only occurs at low-frequencies for which losses due to 
ground reflection and atmospheric absorption are negligible. The path length of 
reflected rays increases as the number of reflections increase and so the amplitude of 
the sound pressure arriving at the receiver from each reflected ray decreases as the 
number of reflections increases, until after a certain number of reflections, a particular 
ray is no longer an important contributor to the sound pressure level at the receiver.  It 
turns out that the sum of all reflected rays results in a decay of the sound field of 
approximately 3 dB per doubling of distance which is why it is often referred to as 
“cylindrical spreading”. Of course there is a gradual transition over both decreasing 
frequency and increasing distance from the source during which the decay rate 
changes from 6 dB to 3 dB per doubling of distance. 







 
Figure 1 – Schematic showing refraction of sound in downwind direction and formation of a shadow zone 
in upwind direction. 


Another atmospheric condition that is conducive to 3 dB attenuation per doubling 
of distance is the presence of a low level jet, which gives rise to strong wind and 
temperature gradients close to the ground.  Low level jets are characterised by local 
wind speed maxima at heights below approximately 500 m (Baas 2008) and they are 
observed over large flat areas, such as oceans, seas and deserts (Johansson, 2003). 
It has been found that strong wind and temperature gradients are more prevalent 
during the night time, due to the presence of atmospheric temperature inversions 
(André & Mahrt, 1981). 


While the occurrence of cylindrical spreading has been observed in a number of 
studies (Bruce McPherson; Sondergaard & Plovsing, 2005; Boué, 2007) there is some 
uncertainty as to the distance at which this occurs. A transition distance of 200 m was 
proposed in the Swedish recommendation for propagation over water (Ljunggren, 
1996). While the propagation of sound over hard surfaces will correspond well to that 
over water for low frequencies, the validity of this result has been questioned 
(Sondergaard & Plovsing, 2005) since the turbines used in the study were only 20 – 
40 m high and only a few data points were collected. According to calculations in their 
report, Sondergaard and Plovsing (2005) assert that the distance must be larger than 
1000 m before multiple reflections become significant. Their results show that the 
transition distance for wind turbines on short towers (hub height 30 m) begins at 
distances of 1 – 2 km and for turbines on tall towers (hub height 100 m), the transition 
distance is approximately 5 km. A number of researchers have proposed distances 
between these two sets of extreme values but as mentioned by Sondergaard and 
Plovsing (2005), it is important to consider the height of the noise source above the 
ground. The results presented by Willshire and Zorumski (1987) suggest that the 
transition between spherical and cylindrical spreading over land in the downwind 
direction occurs at approximately 800 m for a wind turbine with an 80 m hub height. 
The transition distance was found to be 700 m for downwind measurements over sea 
with a 30 m high synthesised sound source (Boué, 2007). It should be noted that the 
frequencies under investigation in the Willshire and Zorumski (1987) study were in the 
range of 5 – 20 Hz, whereas the synthetic sound source in the Boué (2007) study 
consisted of an 80 Hz speaker source and a 200 Hz compressed-air-driven sound 
source. Therefore, considering the difference in source heights and the increased 
atmospheric and ground absorption at higher frequencies, it is conceivable that these 
studies arrived at a similar result.  


It is clear that there is little consensus on the distance at which transition from 
spherical to cylindrical spreading is believed to occur. This is because the transition 
distance is dependent on frequency, wind speed and temperature gradients and the 
hub height of the wind turbines. Nonetheless, it is important to be able predict this 
transition distance as accurately as possible, since predicted levels can vary by up to 
5 dBA for transition distances of 200 m and 700 m, respectively (James, 2012). 
Therefore, one of the aims of this paper is to determine the approximate transition 







distance for low frequency noise propagating from a wind farm. Night time 
measurements are used exclusively to minimise the influence of extraneous noise 
sources and also to focus on worst case wind speed and temperature gradients. The 
propagation characteristics are considered in third-octave bands, which allows 
investigation of the frequency dependence of the cylindrical spreading characteristic. 
The wind turbines have a hub height of 80 m, which is common for modern wind 
turbines. However, the turbines are on hill tops and the height difference between the 
wind turbines and the residential locations is approximately 100 m. Thus the estimates 
of transition distance obtained here may be greater than experienced for turbines on 
flat ground. A large data set is used in the analysis and consists of data collected at 
several different residences over a period of several weeks. 


2. Model to determine transition distance 


To determine the point at which the decay rate changes from 6 dB to 3 dB per doubling 
of distance, the trajectory of multiple sound rays from the wind turbine source to the 
receiver can be modelled. This modelling requires knowledge of the sonic velocity 
gradient since this effects the radius of curvature of the sound rays. According to the 
NORD2000 model (Plovsing and Krugh, 2006b and Plovsing, 2014), the speed of 
sound, c(z), is calculated as a function of the height, z, above the ground using 
Equation (1): 
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Where C	=	c0 is the speed of sound at height z = 0, and z0 is the roughness length of 
the ground surface, which can vary from 0.0002 for still water to 0.1 for grass. For this 
study, a conservative value of z0 = 0.03 was adopted which corresponds to the 
appropriate value for open flat terrain consisting of grass and a few isolated obstacles. 
The coefficient, A is determined by the wind speed, u(zu) at height, zu, in the direction 
of propagation and the relation is shown in Equation (2). The standard measurement 
height is zu	= 10 m and this value has been used in this paper. For the measurements 
described in Section 5, the maximum velocity at 10 m that occurred between 12 am 
and 5 am was 6 m/s and this was used as input to Equation (2). 
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For comparison, a worst case wind profile curve was obtained from SODAR data for 
which the velocity gradient was most severe. These conditions occurred during the 
night time on a number of occasions for the field measurements discussed in Section 
5. The corresponding equation can be substituted for the first term in Equation (1) and 
is obtained using a second order polynomial curve fit which is represented in Equation 
(3) 
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The coefficient, B is a function of the vertical atmospheric temperature gradient, dT/dz 
in ºC/m and the temperature, T at height z in ºC as expressed in Equation (4). 
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To find the radius of curvature of the various rays, it is necessary to convert the log-lin 
sound speed profile introduced in Equation (1) to an equivalent linear profile, so that 
the curved rays will travel along the arc of a circle. The equivalent linear vertical sound 
speed profile, ce(z), is calculated using Equation (5) (Plovsing, 2006). 
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The term ∆ܿ ⁄ݖ∆  is the average gradient between source and receiver heights, hS and 
hR, respectively, which is calculated according to Equation (6). It should be noted that 
the source height includes the ridge height in this analysis. 
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The speed of sound at height, z=0 is defined in Equation (7).  


ܿ ൌ ܿ̅ െ
∆ܿ


ݖ∆


݄ோ  ݄ௌ
2


 
(7)


Where, the mean sound speed is given by Equation (8).  
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The radius of curvature, ܴ for a sound ray leaving at an angle, ߰ௌ to the horizontal for 
the case where a hard surface exists between the source and receiver is calculated 
according to Equation (9). 
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The distance, d1 along the ground at which a ray emanating from the source at a 
specific angle above the horizontal, ߰ௌ will strike the ground can be calculated once 
the radius of the curvature, R1 has been calculated. The corresponding relation is 
determined from geometry and is expressed in Equation (10).  


݀ଵ ൌ ܴଵ sin߰ௌ  ܴଵ sin߰ଵ (10)


The angle, ߰ଶ at which the first ray strikes the ground surface is calculated using 
Equation (11). 
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The distance between the first reflection and the second reflection is given by Equation 
(12). 


݀ଶ ൌ 2ܴଶ sin߰ଶ (12)


For the case where the sound ray leaves the source below the horizontal at angle, 
߰ଵ, the horizontal distance between the source and the first reflection point, d1b, is 
determined using Equation (13). 


݀ଵ ൌ െܴଵ sin߰ௌ  ܴଵ sin߰ଶ (13)


The corresponding angle, ߰ଶ, at which the ray first strikes the ground, is given by 
equation (14).  
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Relevant angles and distances are shown schematically in Figure 2.                                                 


 
Figure 2 - Geometry for calculating the effect of multiple reflections in a downward refracting atmosphere. 
(a) Rays emanating from the source above the horizontal. (b) Rays emanating from the source below the 
horizontal. 


The results obtained using this method are presented in Figure 3, where it is 
shown that the location at which multiple reflections first occurs, varies depending on 
the specified velocity profile and hence the wind shear gradient. Specifying a wind 
speed at 10 m height and following the methodology specified in the NORD2000 
model (Plovsing and Krugh 2006b and Plovsing, 2014) yields a distance of 
approximately 5.8 km. Finding the highest wind shear velocity profile obtained from 
SODAR data and using curve fit data as input to the model gives a distance of 
approximately 2.9 km. The distance at which multiple reflections first occur 
corresponds to the point at which 6 dB/doubling of distance is an over-prediction of 
the attenuation rate. Determining the actual attenuation rate after this point will be the 
subject of future work. The large difference in predicted transition distance is caused 
by the effects of the wind speed gradient, which changes the radius of curvature of the 
rays and hence the points at which they reach the ground. 


The ray tracing model was used to determine the variation in the transition 
distance with source height and the results are compared with published data in Figure 
4. Given the large spread in published data, the model indicates reasonable 
agreement. Differences can be attributed to specification of the sonic velocity profile 
associated with the measurements. Since this information was not available from the 
literature, the profile used in this study was specified. The sonic velocity profile has a 
large impact on the model output, particularly at large propagation distances. This is 
highlighted in the comparison between results obtained using the velocity profile 
specified by Nord2000 and the high wind shear profile determined from SODAR data. 







 
Figure 3 – Results of ray tracing method as calculated for a resolution of 2 degrees for rays leaving the 
source. Ray 1 corresponds to the ray that leaves the source, ray 2 is the ray that travels from the first to 
the second reflection point and ray 3 travels from the second to the third reflection point. (a) velocity profile 
specified by Nord2000 and (b) high wind shear profile determined from SODAR data. 


 
Figure 4 – Comparison between current results and published data for the distance from the source at 


which multiple ground reflections begin to occur. 


3. Sound power measurements 


The sound power was determined from overnight measurements taken at two different 
distances from the Waterloo wind farm as shown in Figure 5. Spherical spreading from 
the source was assumed and the methodology adopted in the analysis approximately 
follows the IEC 61400-11 Ed.3 (2012) standard. Deviations from the standard are 
reported below. The two measurement locations were 177 m and 422 m direct line 
distance from the nearest wind turbine hub centre. The first location was chosen to 
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comply with the IEC 61400-11 Ed.3 (2012) standard and the second location was 
chosen for verification purposes.  


 
Figure 5 – Layout of wind farm and positioning of microphones and weather stations for three sound power 
measurement locations. The wind direction was predominantly WSW as shown. The right hand figure is 
an expanded view of the measurement locations in the left hand figure. 


At location 1, the sound pressure level was measured using a single G.R.A.S. type 
40AZ microphone with 26CG preamplifier, which has a noise floor of 16 dB(A) and a 
low frequency linear response down to 0.5 Hz. The microphone was connected to a 
National Instruments data acquisition device which measured continuous time series 
data. The microphone was placed on an aluminium ground board and protected by 
both a 90 mm diameter primary windscreen and a 450 mm diameter hemispherical 
secondary windscreen. This windscreen arrangement conformed to specifications 
outlined in the IEC 61400-11 Ed.3 (2012) standard. A Vantage Vue weather station 
was located nearby at a height of 1 m above the microphone. 


At location 2, the microphone, data acquisition system and windshield 
arrangement were the same as for location 1. An additional G.R.A.S. 40 AZ 
microphone with SV 12L preamplifier was placed within the windshield and connected 
to a SVANTEK 958 sound level meter. This instrument measured third-octave data in 
10-minute intervals and was used to verify the results measured by the National 
Instruments system. Also at location 2, a Vantage Vue and a Vantage Pro weather 
station were located at heights of 1 m and 10 m above the ground, respectively. 


The sound pressure level measured at locations 1 and 2 is plotted in Figure 6 and 
the predicted wind induced noise curves are also plotted for comparison. One of these 
curves corresponds to data available in the Draft ANSI S12.9 – Part 7 (2014) standard 
for a ground plane microphone. This data is specific to wind speeds of between 5 and 
6 m/s, measured at a height of 1.5 m above the ground, since the mean wind speed 
at the two locations was within this range. The other curve is derived from the 
measurements at locations 1 and 2, where the mean wind speed was found to be 
approximately the same. Three simultaneous equations were developed and solved 
to determine the rms wind induced sound pressure, WIN: 
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Where, ݔଵ and ݔଶ are the rms sound pressures without wind noise at location 1 and 2 
respectively, pref is the reference pressure (20 ߤPa) and ∆ is the difference in levels at 
locations 1 and 2 assuming spherical spreading and taking into account noise 
contributions from all turbines. The contribution of wind induced noise is insignificant 
above 20 Hz and therefore these results are not shown for the calculation in Figure 6. 
The results indicate that the calculated wind induced noise is generally consistent with 
Annex C of Draft ANSI S12.9 – Part 7 (2014), except for third-octave frequencies 
below 3.15 Hz. Therefore, data below 3.15 Hz were not considered in the propagation 
calculations discussed in Section 4.  
 The wind induced noise component was determined for each 10-minute 
measurement based on the wind speed. This component was subsequently 
subtracted from the corresponding sound pressure level measurement. Due to the 
large width of the wind speed bins, it was found that this method could result in errors 
since the predicted wind induced noise was sometimes higher than the measurement. 
Therefore, values for the wind induced noise component were taken from the adjacent 
wind speed bin in Annex C of Draft ANSI S12.9 – Part 7 (2014), corresponding to a 
range 1 m/s lower.  


 
Figure 6 – Sound pressure level measured at locations 1 and 2 and noise level associated with the 


presence of wind. 


The power output data for the Waterloo wind farm are available to the public from 
the Australian Energy Market Operator (AEMO). These data give the power output for 
the entire wind farm and therefore in this analysis, it was assumed that each wind 
turbine generator was producing the same amount of power, as there were no data 
available for individual wind turbines. Based on these power data, the hub height wind 
speed was derived from the power curve available from the manufacturer (Vestas, 
2006), according to the methodology specified in the IEC 61400-11 Ed.3 (2012) 
standard. The hub height wind speed range for the measurement period was 8 m/s to 
12 m/s, which corresponds to 0.7 to 1 times the wind speed at which the power output 
is 85%. While this excludes some data required by the IEC 61400-11 Ed.3 (2012) 
standard at higher wind speeds, conditions of maximum noise generation are included 
in these results, as will be demonstrated.  







To verify the wind speed at hub height as derived from the power output data, data 
from a SODAR system were also analysed. This device measured wind speed and 
direction at hub height and was located on the ridge-top in the gap between the 
Northern and Southern wind turbine group shown in Figure 5. There is reasonable 
agreement between the wind speeds derived using the turbine output power and 
measured at hub height, as shown in Figure 7. 


 
Figure 7 – Comparison between wind speed measured at hub height by the SODAR system and wind speed 
derived from manufacturer’s power curve. 


The sound power, LWA, was determined from the measured sound pressure level, LAeq, 
using equation (18), which is specified in the IEC 61400-11 Ed.3 (2012) standard. 
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Where, Rd is the direct line distance between the rotor flange middle point of the wind 
turbine and the microphone position and S0 = 1 m2. The 6 dB is the correction for the 
pressure doubling effect at the microphone which is caused by coherent interference 
of the direct and ground reflected waves at the acoustically hard ground board.  


Consistent with the IEC 61400-11 Ed.3 (2012) standard, the third-octave sound 
pressure levels were calculated for time intervals of 10 seconds and the A-weighting 
was applied in the time domain. The upper frequency limit was limited to 3150 Hz, 
since analysis of higher frequencies is beyond the scope of this study. Results are 
compared to the sound power results published in the report by Kaiser-Wilhelm-Koog 
GmbH (2005) in Figure 8. The hub height wind speeds presented in the figure 
correspond to the standardised 10 m wind speeds of 6, 7, 8 and 9 m/s respectively. 


The analysis was also carried out for data obtained by averaging over blocks of 
10 minutes, since this is the relevant averaging time used for compliance 
measurements at a residence (EPA, 2009). Hence, it was believed that using these 
data as input for the propagation model would yield more accurate results. The 
calculated sound power levels for each location are shown in Figure 9 for a hub height 
wind speed of 11 ± 0.5 m/s. This hub height wind speed is the focus of the analysis in 
Section 5. The mean spectra were calculated from the measured data for input into 
the propagation model described in Section 0. The mean sound power values in each 
third-octave band were calculated using the sound pressure level data measured at 
Locations 1 and 2 for all frequencies. The contributions of the other turbines in the 







wind farm were estimated, based on their distance to the measurement locations, and 
subtracted from the final result. The mean wind speed at Locations 1 and 2 for hub 
height wind speeds of 11 ± 0.5 m/s was approximately 5 m/s. 


 
Figure 8 – Comparison of 10-second averaged sound power data from measurements at a horizontal 
distance of 150 m from the wind turbine, with published data (Kaiser-Wilhelm-Koog GmbH, 2005). 


 
Figure 9 – Measured sound power level averaged over 10-minute intervals for a derived hub height wind 
speed of 11 ± 0.5 m/s. The left hand figure represents A-weighted data. 


The mean third-octave sound power level corresponding to a hub height speed of 11 
± 0.5 m/s is presented in Table 1 for reference.  
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Table 1 – Mean third-octave sound power level (location 1&2) 


Frequency 
(Hz) 


LWmean, 10min (dB 
re 1 W) 


Frequency 
(Hz) 


LWmean, 10min 
(dB re 1 W) 


Frequency 
(Hz) 


LWmean, 10min 


(dB re 1 W) 


2 134 20 107 200 99 


2.5 131 25 113 250 99 


3.15 129 31.5 113 315 99 


4 126 40 110 400 96 


5 123 50 118 500 94 


6.3 119 63 106 630 94 


8 116 80 104 800 92 


10 112 100 104 1000 93 


12.5 110 125 102  


16 108 160 102  
 


4. Propagation model 


The propagation model is based on the ISO 9613-2 (1996) standard. In the analysis, 
the sound power output of each wind turbine is assumed to be equal. According to the 
standard, a number of factors can contribute to attenuation of sound between the 
source and receiver and these include: geometric spreading of the sound, atmospheric 
absorption, ground effects, barrier attenuation, vegetation screening and reflections. 
For this study the relevant attenuation factors are geometric spreading, ground effects 
and atmospheric absorption. 


This model takes into account geometrical spreading by considering results for 
different distances at which spherical spreading transitions to cylindrical spreading. 
These results are compared with measured data in Section 5 to determine the most 
appropriate value for the transition distance. This methodology also takes into account 
the effect of ground reflections between source and receiver. The ground effect at the 
receiver is included by adding 6 dB to the predictions, assuming coherent addition of 
the incoming and reflected waves at the ground-mounted microphone. The attenuation 
resulting from atmospheric absorption is calculated according to the ANSI S1.26 
(2014) standard. The absorption coefficient for the third-octave band centre frequency 
is used for the entire bandwidth. 


5. Field measurements 


Continuous outdoor measurements were carried out for periods of approximately one 
week at four residences located near the Waterloo wind farm, which is made up of 37 
operational turbines. The position of these residences with respect to the wind farm is 
shown in Figure 10 and there is direct line of sight between all turbines and these 
residences. The outdoor third-octave measurements were made using G.R.A.S. 40AZ 
/ SV 12L microphones connected to a SVAN 958 sound level meter, which measured 
continuously over 10-minute intervals. The noise floor associated with this instrument 
and microphone is 17 dB(A). Time series data were measured simultaneously using 
G.R.A.S. 40AZ / 26CG microphones connected to a National Instruments data 
acquisition device as described in Section 3. These time series data could be used to 
check manually for extraneous noise events leading to unexplained variations in 
spectra. 







 
Figure 10 – Position of residences with respect to wind farm. 


Hemispherical secondary windshields were used to minimise wind-induced noise 
experienced by the outdoor microphones, and they were designed to be consistent 
with the IEC 61400-11 standard, as outlined in Section 3. Wind speed and direction 
were measured at heights of 1.5 m and 10 m using Davis Vantage Vue and Vantage 
Pro weather stations, respectively. The weather measurements were collected in 5-
minute intervals and then the 10-minute average was calculated during post-
processing. Wind speed and direction at hub height were measured using a SODAR 
unit which was located on the ridge-top in the gap between the Northern and Southern 
wind turbine group shown in Figure 10. The wind farm operator also provided hub 
height wind data for the duration of the EPA study and therefore these data are 
referred to for the W and SW residences in Figure 10. Power output data were 
accessed from AEMO as described in Section 3. 


All of the following results were collected between 12 am and 5 am to minimise 
interference from extraneous noise sources. As mentioned in Section 3, the focus of 
this analysis is on hub height wind speeds of 11 ± 0.5 m/s. Also, downwind conditions 
were considered exclusively. For the W and SW residences, the relevant 
measurements were determined from hub height wind speed and direction data. As 
some of the SODAR data were not useable for some measurement times, the hub 
height wind speed derived from the power curve (Vestas, 2006) was determined only 
for the SE and NE residences. The wind direction was determined from SODAR data 
when available and otherwise from 10 m wind data measured at the residence. The 
number of measurements meeting the wind speed and direction criteria is shown in 
Table 2 along with other relevant details for each residence. 


Table 2 – Distance and direction of residences from nearest Wind Turbine Generator (WTG). 


Residence Distance 
to nearest 
WTG (km) 


Downwind 
direction 


from nearest 
WTG 


Number of 10 min 
measurements for 
vhub = 11m/s and 


downwind 


Mean wind 
speed at 


1.5 m (m/s) 


Stability: 
୪୭ሺ௩ೠ್ ௩భబ⁄ ሻ


୪୭ሺೠ್ భబ⁄ ሻ
 


SE 2.4 233 - 323º 13 2.3 0.26 – 0.64 


W 3.5 43 - 133º 14 0.2 0.32 – 0.7 


SW 2.7 18 - 108º 11 1.0 0.23 – 0.76 


NE 3.3 255 - 345º 9 1.8 0.36 – 0.81 
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Results are shown in Figure 11 to Figure 14 for the four residences depicted in 
Figure 10 and described in Table 2. The maximum and minimum spectra are shown 
in each figure and the area between is shaded to indicate the range of measured 
values. The mean spectra are shown by the red curve, which generally lies midway 
between the maximum and minimum curves. A line plot has been chosen for clarity 
but it should be noted that only values at third-octave band centre frequencies are 
relevant. Also shown on the plots are the predictions obtained using the propagation 
model described in Section 0. The data points show predictions for spherical spreading 
only, as well as combined spherical/cylindrical spreading with the transition distance 
as specified.  


In general, the measured data align most closely with the predicted data for 
frequencies between 8 Hz and 200 Hz. Below 8 Hz the predictions corresponding to 
spherical spreading are higher than the measured data which suggests that the wind 
induced noise at these frequencies was higher than predicted for the sound power 
measurements. Above 200 Hz, the transition distance appears to become smaller than 
the value for lower frequencies, which is unrealistic. Therefore, this indicates that 
background noise levels exceed wind turbine noise levels for one third octave bands 
above 200 Hz at such large distances from the wind farm. 


Between 8 Hz and 200 Hz, the alignment of the mean data with predictions varies 
with location. However, the data generally reflects a combination of 
spherical/cylindrical spreading with a transition distance from spherical to cylindrical 
between 1.2 km and 2.4 km. There is no apparent trend in the results which describes 
the relationship between attenuation characteristics and the third-octave band centre 
frequency. As mentioned in Section 1.2, it would be expected that low frequency noise 
would experience reduced attenuation with distance due to a combination of increased 
downwind refraction and reduced atmospheric absorption. Nonetheless, this 
characteristic is not clearly represented in the results.   


 
Figure 11 – Comparison between measurements and predictions for the SE residence for various 


transition distances. 







 
Figure 12 - Comparison between measurements and predictions for the W residence for various 


transition distances. 


The stability characteristics at each residence varied between unstable and stable 
as shown by the stability factor in Table 2 that was calculated according to Kühner 
(1998). Therefore, there was no significant difference in the range of stability 
conditions at the different locations and measurement times. Hence, differences 
observed in Figure 11 to Figure 14 cannot be explained with reference to stability. 


 
Figure 13 - Comparison between measurements and predictions for the SW residence for various 


transition distances. 







 
Figure 14 - Comparison between measurements and predictions for NE residence for various transition 


distances. 


6. Discussion/Conclusions 


Considering the results obtained from both measurements and theoretical analysis 
using ray tracing, the data support a combination of spherical and cylindrical spreading 
for downwind propagation and distances from the wind farm investigated in this study 
of between 2.4 km and 3.5 km. This result is consistent for all frequencies between 8 
Hz and 200 Hz. Below 8 Hz, sound power measurements appeared to be affected by 
wind induced noise and above 200 Hz, background levels at the residences exceeded 
wind turbine noise levels. This highlights that at such large distances from the wind 
farm, low frequency noise below 200 Hz is the dominant wind farm noise source. 
Hence, research into source characteristics and mitigation strategies should be 
focussed on these low frequencies in the context of South Australian wind farms.  
 The distance at which transition from spherical to cylindrical spreading occurs 
was found to be dependent on the frequency and measurement location. Generally 
this transition distance lies in the range between 1.2 km and 2.4 km for frequencies 
between 8 Hz and 200 Hz. This is in reasonable agreement with results obtained using 
the ray tracing method where the transition distance was predicted to be approximately 
2.9 km using a worst case wind profile curve from SODAR data. It should be noted 
that results presented in this paper are relevant for modern wind turbines of hub height 
80 m which are situated on a ridge approximately 100 m high. This is a common 
situation for South Australian wind farms. It has been shown that the difference 
between the source and receiver heights is an important variable that will strongly 
influence the point at which transition from spherical to cylindrical spreading occurs, 
which is consistent with published literature. 
 Further analysis could involve consideration of sound power curves for the 
other hub height wind speeds plotted in Figure 8, for comparison with the data 
presented in this study which corresponded to an integer hub height wind speed of 11 
m/s (± 0.5 m/s). The data sets could be expanded upon through further long-term 
monitoring to verify the trends presented here. Data could be collected at several 
locations in the downwind direction simultaneously to ensure that meteorological 
conditions were consistent for different distances.  







To investigate the propagation characteristics for frequencies below 8 Hz, further 
sound power measurements are required in conditions of high wind shear. This will 
ensure minimal wind-induced noise at the microphone while at the same time the wind 
speed at hub height is sufficient for collecting the required sound power data. This is 
important when comparing propagation model results with measurements at 
residences for which the local wind speed is very low, as was the case in this study.  


 


References 


Ambrose, S. E. and Rand, R. W. (2011), "The Bruce McPherson infrasound and low 
frequency noise study." 


André, J. C. and Mahrt, L. (1982), "The nocturnal surface inversion and influence of 
clear-air radiative cooling," Journal of Atmospheric Science, vol. 39, 864–878. 


ANSI/ASA S1.26 (2014), "Methods for calculation of the absorption of sound by the 
atmosphere," American National Standards Institute. 


ANSI S12.9 – Part 7 (draft) (2014), “Measurement of low frequency noise and 
infrasound outdoors in the presence of wind and indoors in occupied spaces,” 
American National Standards Institute. 


Baas, P., Bosveld, F.C., Klein Baltink, H. and Holtslag, A.A.M. (2009), “A climatology 
of nocturnal low level jets at Cabauw,” American Meteorological Society, vol. 48, 
pp. 1627 - 1642. 


Boué, M. (2007), "Long-range propagation over the sea with application to wind turbine 
noise," Final report for the Swedish Energy Agency project 21597-3. 


Hansen, K.L., Zajamsek, B. and Hansen, C.H. (2013), “Analysis of unweighted low 
frequency noise and infrasound measured at a residence in the vicinity of a wind 
farm,” In Proceedings of Acoustics 2013: Science Technology and Amenity.  


Hubbard, H. H. and Shepherd, K. P. (1991), "Aeroacoustics of large wind turbines," 
The Journal of the Acoustical Society of America, vol. 89, pp. 2495-2508. 


Hubbard, H. H. and Shepherd, K. P. (2009), "Wind turbine acoustics," Chapter 7 in 
D.A. Spera, “Wind turbine technology: fundamental concepts of wind turbine 
engineering,” ASME, New York. 


International standard IEC 61400-11 Ed. 3 (2012), "Wind turbines - Part 11: Acoustic 
noise measurement techniques," International Electrotechnical Commission. 


ISO 9613-2 (R2012), "Acoustics - attenuation of sound during propagation outdoors," 
International Standards Organisation. 


James, R. R. (2012), "Wind turbine infra and low-frequency sound warning signs that 
were not heard," Bulletin of Science, Technology & Society, vol. 32, pp. 108-127. 


Johansson, L. (2003), "Sound propagation around off-shore wind turbines: Long-range 
parabolic equation calculations for Baltic sea conditions,"  


Kaiser-Wilhelm-Koog GmbH (2005), "Report of acoustical emissions of a wind turbine 
generator system of the type V90-3MW, Mode 0 near Bökingharde (Germany)," 
WINDTEST. 


Kühner, D. (1998), "Excess attenuation due to meteorological influence and ground 
impedance," Acustica - Acta Acustica, vol. 84. 







Ljunggren, S. (1996), "Ljudutbredning kring havsbaserade vindkraftverk. Resultat 
fr\aan en litteraturstudie," Department of Civil and Architectural Engineering, 
KTH, Stockholm. 


Plovsing B. and Kragh, J. (R2006), "Nord2000 comprehensive outdoor sound 
propagation model, Part 1: propagation in an atmosphere without significant 
refraction,” DELTA Acoustics & Vibration Report AV 1849/00. 


Plovsing B. and Kragh, J. (R2006), "Nord2000 comprehensive outdoor sound 
propagation model, Part 2: propagation in an atmosphere with significant 
refraction,” DELTA Acoustics & Vibration Report AV 1851/00. 


Plovsing, B. (R2014), "Proposal for Nordtest Method: Nord2000--Prediction of outdoor 
sound propagation," DELTA Acoustics & Vibration Report AV, vol. 1106/07. 


Shepherd K. P. and Hubbard, H. H. (1991), "Physical characteristics and perception 
of low frequency noise from wind turbines.," Noise control engineering journal, 
vol. 36, pp. 5-15. 


Renewable UK (2013), "Wind turbine amplitude modulation: research to improve 
understanding as to its cause & effect". 


SA EPA (2009), "Wind farms environmental noise guidelines," South Australian 
Environmental Protection Authority. 


Vestas (2006), "General specification V90-3MW" 


Willshire Jr, W. L. and Zorumski, W. E. (1987), "Low-frequency acoustic propagation 
in high winds," in NOISE-CON 87; Proceedings of the National Conference on 
Noise Control Engineering vol. 1, pp. 275-280. 


Willshire, W. L. (1985), "Long range downwind propagation of low-frequency sound," 
NASA Technical Memorandam 86409. 


 


 


 





